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Abstract
Information overload has always been a remarkable topic in scientific researches, and one of the available approaches in this field is employing recommender systems. With the spread of these systems in various fields, studies show the need for more attention to applying them in scientific applications. Applying recommender systems to scientific domain, such as paper recommendation, expert recommendation, citation recommendation and reviewer recommendation, are new and developing topics. With the significant growth of the number of scientific events and journals, one of the most important issues is choosing the most suitable venue for publishing papers, and the existence of a tool to accelerate this process is necessary for researchers. Despite the importance of these systems in accelerating the publication process and decreasing possible errors, this problem has been less studied in related works. So in this paper, an efficient approach will be suggested for recommending related conferences or journals for a researcher’s specific paper. In other words, our system will be able to recommend the most suitable venues for publishing a written paper, by means of social network analysis and content-based filtering, according to the researcher’s preferences and the co-authors’ publication history. We used the minimum available free features and the minimum implementing facilities, which to the best of our knowledge have not seen up to now. In addition, it can be argued that the proposed system overcome the cold start problem which has always been a remarkable task in recommender systems. The results of evaluation using real-world data show acceptable accuracy in venue recommendations.
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1. Introduction
Recommender systems include software tools and techniques which recommend the most appropriate options by using different kinds of knowledge, user-related data, existing items and previous transactions. They will enable users to achieve their goal more quickly in a large amount of information [1]. Generally, there are three kinds of methods for recommendation: collaborative filtering, content-based filtering, and hybrid systems.

Briefly, in the collaborative filtering, the system identifies the items which may be interesting to a user by taking advantage of previous behaviors and finding similar rating patterns. In the other hand, in content-based filtering, a model of user preferences is created according to the features of the items. In this method, by identifying items similar to which the user liked contently before, and matching user’s profile and items’ features, the system presents recommendations [1–4]. However, both of these approaches have some issues. For example, data availability and data quality have always been significant subjects in collaborative filtering, and syntactic issues and compound nouns are important topics in content-based filtering. So, in hybrid systems, the quality of recommendations is improved by using the advantages of both aforementioned methods.

Recently, lots of attention have been paid to utilizing the information of users’ social network and the existing relations for customization. There is also a growing trend in research on the use of recommender systems in social networks, especially in scientific environments [5]. Scientific social networks are resources that include relations among researcher, publications and bibliographic information which help knowledge development by sharing scientific publications. The large number of scientific bases, papers, and fields of research reveal the importance of using recommender systems and content personalization [6–8].

* Corresponding Author
In online scientific communities, applying recommender systems is observed in fields such as paper recommendation [9–14], expert recommendation [8,15], reviewer recommendation [16,17] and citation recommendation [18,19]. Due to the rapid growth of the number of the scientific events, especially in computer science [20], few attempts are done towards venue recommendation for publishing a new paper.

Searching for a conference or journal whose scope matches a new paper’s topic can be difficult and time-consuming, and will not always lead to desirable results. This can motivate us to employ recommender systems, as the venues suitable for publishing a paper can be extracted by recognizing the researcher’s preferences and applying the information filtering process. This could help the researchers, especially those who have no enough experience to choose the most appropriate venues from a lot of conferences and journals.

Despite the fact that some online publishers like Elsevier1 and Springer2 try to recommend their related journals by asking user to provide some information about written paper, the comprehensive system with the ability of recommending effective conferences and journals (taking diversity into account) has not been found in practice. In addition, small number of studies conducted in this area are mostly assuming that all of the information for implementing their approach are always available, which regardless of data gathering and matching cost issues, it cannot to be mapped to the real-world and seems to be not applicable. In this paper we present an approach for venues recommendation based on paper’s title and co-authors network. As bibliographic information of papers and publication metadata such as title, author(s), year, and venue are freely available, can be used to compute similarity measures and find related documents. We also believe that people who are close to each other have the same taste. As a result, the publications of a co-author can be an informative clue for recommending scientific venues.

The rest of this paper is structured as follows: in the next section, we briefly survey the related work on venue recommendation. In Section 3, we present and detail our approach to recommendation using paper’s title and co-authors network. Section 4 will be about another approach—singular value decomposition. In Section 5, we describe the experimental setup and discuss the results in detail. Finally, the paper will be concluded with a summary and future work in Section 6.

2. Related Work

Recommender systems help encounter problems resulted from the explosive growth of information and facilitate decision-making and selection based on user’s interest through information filtering process [1]. It is proven that recommender systems are useful and valuable tools to encounter the problems resulted from information overload for online users. Nowadays, recommender systems are used in different fields—e.g., e-commerce, news, and entertainment—but researches show a high demand for utilizing these systems in scientific domains [6,21].

Social relations of people can influence their behavior and interests, hence we observe utilizing social network capabilities in different domains, and social network analysis in recommender systems is a new emerging topic [8,21]. By combining traditional methods of recommender systems and social network analysis, more effective recommendations can be achieved. Social interactions in scientific communities—such as co-authorship and participation in similar conferences—can influence recommendation quality.

Klamma et al [20] recommended conference venues to researchers by utilizing collaborative filtering concepts. Their system uses DBLP3 and Eventseer.net information about venues. It extracts some useful information about individuals who participated in similar conferences to those the user participated in, to recommend related scientific events. The content-based approach is not employed in this research. Also, recommendations presented to a user are general, and not specific to a written paper.

It should be noted that in scientific communities, the semantic relations between papers and their publication venues are considered important, and collaborative filtering will not be able to extract these relations. This approach only takes interactions between users and items into account [12].

Martin et al [22] proposed a content-based filtering algorithm. Their algorithm uses textual information of call for papers and recent paper abstracts of each conference program committee member, and also the abstracts of the user’s recent papers and their citation information.

Medvet et al [23] suggested a system which used paper title and abstract for recommending a publication venue. They extract conference papers in computer science from Microsoft Academic Search4 engine, which most have the necessary features, and by matching the title and abstract of the user’s new paper with conference selected papers try to recommend appropriate venue to the user.

Xu et al [24] studied a comprehensive system that covers all aspects of paper life cycle. In this work, conference and journal recommendation is mentioned as the most important part of the system. Their proposed system extracts the keywords from context, and then, recommendation process will be a subject-oriented query. It should be noted that their system does not utilize co-authors network and social network analysis.

To the best of our knowledge, utilizing authors social network for publication venue recommendation has been introduced by Luong et al [7] for the first time. Three methods are presented in their research to recommend
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1 Available from: http://journalsuggester.springer.com
2 Available from: https://journalsuggester.springer.com
3 Available from: http://dblp.uni-trier.de/db
4 Available from: http://academic.research.microsoft.com
relevant publication venues using social network analysis: (1) most frequent conference, (2) most frequent conference normalized by author, and (3) the second method combined with network topology. In the first method, using co-authors social network information, the conference in which these people had published the most number of papers will be recommended. The second method utilizes normalization in order to decrease the influence of the authors who wrote the most number of papers on the final results. In the third method, the weight of authors that have more previous collaborations with the main author will be considered more important. Results show the superiority of the network-based approach compared to the content-based one. It should be noted that paper content is not used in their work.

Beierle et al [25] identified six main ways for extracting relation of two authors in academic social graph, through common publications (co-authorship), affiliations, similar keywords (co-interests), commonly visited venues (co-activity), referencing or being referenced by the other. Based on their research, social relations can be used to derive author’s preferences and exploited for conference recommendations. Furthermore, they found co-authorship, co-interests, and co-activity lead to the best recommendation accuracy. This is almost the same point mentioned by Garcia et al [26].

We can also take a brief look at Peiris and Weerasinghe [27] work, who proposed an approach for ranking publication venues by considering publication history and citation network. They believe there are some aspects that contribute the importance of a publication, including citation it has received, the quality of the citing publications, the time metric and its authors.

In this paper, we present an approach to recommend related venues for a user’s certain paper, by employing social network analysis concepts and content-based filtering. Experimental results using real-world data show that our approach can provide effective recommendations.

3. Proposed Method

Scientific recommendations are often done using content-based filtering [13] and based on paper content. It is necessary to mention that obtaining the full-text version of papers is usually not possible due to copyright issues, but bibliographic information of papers and publication metadata such as title, author(s), year, and venue, which can be a useful source of information, are freely available, and can be used to compute similarity measures and find related documents.

Generally, deriving a user’s interests can be done in two ways: explicit and implicit. In the former, the user declares his/her preferences explicitly, while in the latter, the user’s preferences are identified by monitoring and analyzing his/her activities [1,28]. In our studies, it is observed that some paper retrieval systems [13,29,30] and deriving users’ profile algorithms [31] have used words appearing in a user’s publication title as his/her interests.

On the other hand, it is proven in different researches that people tend to accept recommendations that are presented by people around them, rather than those who are far from them but have similar tastes. This opens many research opportunities subsumed under social recommender systems [1,28,32]. In scientific domain, studying models and methods presented in various researches, it can be concluded that utilizing the information about people around a user increases recommendation accuracy [7,14,15,33].

The main idea is that we can use similarity measures with co-authors’ published papers and the target paper, to recommend related conferences and journals for publishing the paper.

As shown in figure 1, our recommender system takes author(s) identity and the new paper’s title as input. It finds similar papers of co-authors by matching their titles with the input title. The venues of extracted papers will be ranked and recommended. This procedure can be done recursively for co-authors of co-authors and so on.

Figure 1 shows the architecture of our system which mainly consists of three components: linguistic information extractor, matcher, and ranker.

3.1 Linguistic Information Extractor

Documents should be changed into a structured form to be interpretable for the system in order to apply our similarity measure. In natural language processing, there is a procedure called stop word removal, which is done to remove the most frequent used words. In this component, a definite list of stop words taken from MySQL website is removed from each paper’s title. It is necessary to mention that to enhance the results, words “a”, “i” and “based” are added to this list.
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Fig. 1. Proposed method overview

In language morphology and information retrieval, there is another process named stemming, that aims towards reducing a word to its root, by removing some
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parts of the word (the affixes). Applying stemming is very important in matching process [34].

After removing stop words, stemming is done by the Porter2 stemmer\(^1\), which is the improved version of the Porter stemmer with minor modifications. Porter is one of the most well-known tools for stemming and it is commonly used for the English language due to its high performance. Some of Porter’s rules are as follows [35]:

- sses → ss
- ies → i
- s → (null)
- izer, ization → ize
- ator, ation, ational, → ate

In other words, after taking papers’ titles, stop word removal is applied to remove uninformative words, and then stemming is done by the Porter2 stemmer in order to increase matching accuracy by reducing the diversity of words.

3.2 Matcher

In order to apply matching and similarity measures, each document is represented by a vector of term weights (i.e., term frequencies). Next, cosine similarity is used, which is one of the most appropriate similarity measures. This measure is defined as follows, where \(A \cdot B\) denotes the dot product of the vectors \(A\) and \(B\) [1]:

\[
\text{similarity}(A,B) = \cos \theta = \frac{A \cdot B}{\|A\| \|B\|} = \frac{\sum_{i=1}^{n} A_i \cdot B_i}{\sqrt{\sum_{i=1}^{n} (A_i)^2} \sqrt{\sum_{i=1}^{n} (B_i)^2}}
\]

(1)

3.3 Ranker

After identifying the venues of papers similar to the input paper, weighting is done in order to identify the most relevant venues at ranker component as follows, where \(P_i\) is the \(i\)th paper published in the venue \(V\), and \(R\) is the new paper:

\[
\text{weight}(V) = \sum_{i=1}^{n} \text{similarity}(P_i, R)
\]

(2)

Finally, venues are sorted based on their weights and presented to the user.

4. SVD Approach

Singular value decomposition (SVD) is one of the dimensionality reduction techniques which factors an \(item \times features\) matrix \(A\) into three different matrices: an \(item \times concepts\), a concept strength, and a concept \(\times features\) as the following:

\[
A = U \Sigma V^T
\]

(3)

The most well-known application of SVD in natural language processing is latent semantic analysis (LSA), which is a theory and method for extracting and representing the meaning of words by statistical computations applied to a large corpus of text [36]. LSA can work with a term-document matrix which describes the occurrence of terms in documents. Since it can be used as a prediction tool [37], we considered applying it to our problem as an alternative method.

We utilized SVD to capture latent relationships between terms and venues which allow us to compute our proposed matching algorithm in a different space. To achieve this goal, we started with a term-venue matrix wherein each column represents one of the venues to be ranked, and terms are the words of the preprocessed titles of all published papers in those venues in recent years. Each matrix entry indicates the frequency of the corresponding term in the corresponding venue. Table 1 is an example of term-document matrix for ten venues and a limited number of their terms.

<table>
<thead>
<tr>
<th>Venue</th>
<th>CAMAD</th>
<th>EUNICE</th>
<th>HASA</th>
<th>IJHPC-JESS</th>
<th>IDSM</th>
<th>KAMLS</th>
<th>NABR</th>
<th>SPRINGL</th>
<th>TASS</th>
</tr>
</thead>
<tbody>
<tr>
<td>algorithm</td>
<td>2</td>
<td>8</td>
<td>0</td>
<td>24</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>cellular</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>game</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>hardware</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>internet</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>mobil</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>6</td>
<td>17</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>network</td>
<td>58</td>
<td>60</td>
<td>4</td>
<td>38</td>
<td>2</td>
<td>25</td>
<td>12</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>search</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>secur</td>
<td>4</td>
<td>4</td>
<td>29</td>
<td>5</td>
<td>1</td>
<td>12</td>
<td>3</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>web</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>13</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

(4)

We computed the singular value decomposition of the term-venue matrix and extracted the singular values, left singular vectors and right singular vectors from the SVD matrix. Next, we considered the search component of latent semantic indexing. Queries are computed by taking the centroid of the term vectors corresponding to the terms in the query, where the query is the preprocessed title of the new paper. The centroid is computed pointwise, by adding the values in each dimension. This is then matched against the venue vectors using the scaling provided by the singular values, resulting in a score (weight) for each venue. We used dot product and cosine similarity methods for matching.

5. Evaluation and Discussion

The common way to measure the performance of the proposed method is to compare the results of applying it to a standardized dataset with the results of other researchers. But as noted earlier, the number of tasks performed in this field is not high and the datasets of the related works are not available. In the other hand, we received some dataset from the related works, but they do not have all the features and metadata we intended to use and were customized for specific work. Due to different datasets, the comparison of existing methods with our method is not a valid and meaningful comparison.

\(^1\) Available from: http://bit.ly/porter2stemmer
Therefore, we decided to use real-world data and a strict approach to measure the method performance.

We used DBLP data to evaluate the recommendation method. DBLP is the computer science bibliographic website that provides bibliographic information about papers, events and computer science journals. The dataset of this website is saved periodically in an XML file\(^1\) and the last update of this file at the time of evaluation (May 29, 2014) is used to measure the accuracy of the system. This dataset contains eight types of entities which are shown in table 2. As it is described in the table, conference and journal papers are the two major types in this dataset.

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Article</td>
<td>Journal Article</td>
<td>1,131,735</td>
</tr>
<tr>
<td>Book</td>
<td>Book</td>
<td>10,932</td>
</tr>
<tr>
<td>In Collection</td>
<td>Publication Cited in a Collection</td>
<td>26,739</td>
</tr>
<tr>
<td>In Proceedings</td>
<td>Publication Published in Conference Proceedings</td>
<td>1,431,399</td>
</tr>
<tr>
<td>Master’s Thesis</td>
<td>Master’s Thesis</td>
<td>9</td>
</tr>
<tr>
<td>Ph.D. Thesis</td>
<td>Ph.D. Thesis</td>
<td>6,937</td>
</tr>
<tr>
<td>Proceedings</td>
<td>Conference Proceedings</td>
<td>23,146</td>
</tr>
<tr>
<td>WWW</td>
<td>Author Links</td>
<td>1,412,090</td>
</tr>
</tbody>
</table>

Each entity contains some of these metadata, among which title is the only one that has to exist\[^{[38]}\]: author, editor, title, booktitle, pages, year, address, journal, volume, number, month, url, ee (electronic edition), edrom, cite, publisher, note, crossref, isbn, doi, series, school and chapter.

In order to evaluate suggested method, we selected a random sample of 20,000 papers among a total of 205,880 papers published in 2013. We used the papers published from 2008 to 2012 as recent papers. Also, to obtain the co-authors of an author, we used the metadata of papers published from 2003 to 2012.

It is necessary to mention that there were some challenges during the preparation of the dataset. In many cases, we observed that the same venue has different names. This is sometimes due to typographical errors, sometimes part of the name is removed or added, and sometimes it is displaced.

Some examples of typographical errors:
- Internet Measurement Conference,
- Internet Measurement Conference, and
- Internet Measurement Conference;
- Computer Supported Activity Coordination, and
- Computer Supported Activity Coordination;
- Adaptive Agents and Multi-Agent Systems, and

Some examples of removal or addition of part of conference name:
- IEEE VAST, and
- VAST;
- GI Jahrestagung, and
- GI-Jahrestagung;
- ICWS, and
- ICWS-Europe.

An example of displacement:
- KR4HC/ProHealth, and
- ProHealth/KR4HC.

Moreover, for venues in whose names there was an at-sign character, we used the part after the at-sign character as the venue name. For example, DUBMOD@CIKM papers were considered as CIKM papers. Also, in a few cases, the paper title contained LaTeX codes, which we ignored.

Among the total 5,865 distinct venues, 611 cases had the aforementioned problems. Venue names containing an at-sign where trimmed automatically. For other cases, we used regular expression search to find them, and corrected them manually. In addition, 164 documents were removed after linguistic preprocessing phase, because no word remained in their title.

After applying the proposed method with depth 1 traversal for co-authors, we observed that in 70.69% of cases, the accurate venue—the venue in which the input paper was actually published—does exist in the system output, and for the top-20 recommendations, accuracy reaches to 48.53%. This seems interesting, because the evaluation was done on a completely random set of DBLP data, and we did not select specific papers with predetermined domains. On the other hand, the average number of total venues reaching the ranker component of our system was 350 venues for each input paper, and the top-20 list of recommendations contains only less than 6% of these possible recommendations. We used the term “Oracle score” in our results to show accountability of the system, which refers to existence of exact venue in total recommendation list of each depth.

For measuring the quality of our recommendations, we could ask human experts to evaluate the output of our system. However, evaluation by human experts is very time-consuming, expensive, and human-dependent. For resolving these issues, we have utilized accuracy measure for evaluation. In our recommender system, accuracy is even stricter measure than evaluation by human experts.

In accuracy measure, if the recommended venue is exactly equal to the real published venue, system achieve a score, otherwise the answer will be regarded as unrelated. However, in our observation, lots of recommendation were totally related to the paper, but accuracy did not score these recommendations. We should again emphasis that the satisfaction of researchers (human experts) is the best way for evaluation of the system. In this situation that it is not feasible to evaluate using the mentioned measure, we used accuracy measure.

Co-authors network can be represented as a graph containing authors as nodes and co-author relationship as edges. In the process of evaluation, we learned that the first recommendation in depth 1 of the graph, with an accuracy of 15.18%, has the best accuracy in a recommendation list. The results of the evaluation for recommendation number 1 to 20 can be seen in table 3.

<table>
<thead>
<tr>
<th>Recommendation no.</th>
<th>No. of accurate recommendations</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only 1(^{[38]})</td>
<td>3,636</td>
<td>15.18</td>
</tr>
</tbody>
</table>

\(^1\) Available from: http://dblp.uni-trier.de/xml
Tables 5 and 6 show the number of accurate recommendations, the accuracy and oracle score for depth 1 and 2 traversals in different tops.

Table 5. Details of depth 1 evaluation

<table>
<thead>
<tr>
<th>Recommendations</th>
<th>No. of accurate recommendations</th>
<th>Accuracy (%)</th>
<th>Oracle score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top-1</td>
<td>3,036</td>
<td>15.18</td>
<td>21.47</td>
</tr>
<tr>
<td>Top-2</td>
<td>4,540</td>
<td>22.70</td>
<td>32.11</td>
</tr>
<tr>
<td>Top-3</td>
<td>5,447</td>
<td>27.23</td>
<td>38.52</td>
</tr>
<tr>
<td>Top-4</td>
<td>6,171</td>
<td>30.86</td>
<td>43.65</td>
</tr>
<tr>
<td>Top-5</td>
<td>6,641</td>
<td>33.20</td>
<td>46.97</td>
</tr>
<tr>
<td>Top-6</td>
<td>7,073</td>
<td>35.37</td>
<td>50.02</td>
</tr>
<tr>
<td>Top-7</td>
<td>7,408</td>
<td>37.04</td>
<td>52.39</td>
</tr>
<tr>
<td>Top-8</td>
<td>7,699</td>
<td>38.49</td>
<td>54.45</td>
</tr>
<tr>
<td>Top-9</td>
<td>7,984</td>
<td>39.92</td>
<td>56.47</td>
</tr>
<tr>
<td>Top-10</td>
<td>8,240</td>
<td>41.20</td>
<td>58.28</td>
</tr>
<tr>
<td>Top-11</td>
<td>8,452</td>
<td>42.26</td>
<td>59.78</td>
</tr>
<tr>
<td>Top-12</td>
<td>8,652</td>
<td>43.26</td>
<td>61.19</td>
</tr>
<tr>
<td>Top-13</td>
<td>8,820</td>
<td>44.10</td>
<td>62.38</td>
</tr>
<tr>
<td>Top-14</td>
<td>8,968</td>
<td>44.84</td>
<td>63.43</td>
</tr>
<tr>
<td>Top-15</td>
<td>9,100</td>
<td>45.50</td>
<td>64.36</td>
</tr>
<tr>
<td>Top-16</td>
<td>9,237</td>
<td>46.19</td>
<td>65.33</td>
</tr>
<tr>
<td>Top-17</td>
<td>9,358</td>
<td>46.79</td>
<td>66.19</td>
</tr>
<tr>
<td>Top-18</td>
<td>9,478</td>
<td>47.39</td>
<td>67.03</td>
</tr>
<tr>
<td>Top-19</td>
<td>9,587</td>
<td>47.94</td>
<td>67.81</td>
</tr>
<tr>
<td>Top-20</td>
<td>9,706</td>
<td>48.53</td>
<td>68.65</td>
</tr>
</tbody>
</table>

Evaluation results show that the recommendation accuracy decreases as the traversal depth for co-authors increases. The reason is that, as the depth increases, co-authors grow exponentially in number, but become less relevant. So, even though co-authors of co-authors are obviously less relevant than the co-authors, they are much greater in quantity, hence affect the system accuracy negatively. On the other hand, this decrease in accuracy is accompanied by an increase in the oracle score of the system. It seems that the recommendation accuracy can be enhanced by assigning a proper weight to each depth in order to utilize this accountability in the future.

However, we use the information of author's own network, one may ask about the percentage of new venues in our proposed search space and finally in our recommendations. The answer of this question is shown in table 7. As it is visible in this table, the average number of extracted venues from depth one and two of co-authors network are 349.83 and 1,619.89, respectively. These large numbers show the comprehensiveness of search space. Another interesting column in table 6 is the average percentage of new venues, for the target author, in our top-20 recommendation. Again, this percentage is quite high (i.e., about 80%) and it shows our algorithm is able to discover new venues for recommendation to the user.

Table 7. Average number of extracted venues and the average percentage of unfamiliar venues in top-20

<table>
<thead>
<tr>
<th>Depth</th>
<th>Average no. of extracted venues</th>
<th>Average percentage of new venues in top-20</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>349.83</td>
<td>78.96%</td>
</tr>
<tr>
<td>2</td>
<td>1,619.89</td>
<td>83.25%</td>
</tr>
</tbody>
</table>

5.1 SVD Results

Tests of this approach are done on the same dataset. In all tests, cooperation and recent papers are extracted respectively from ten and five recent years. For calculating the SVD, the number of factors (latent semantic dimensions) is restricted in each test.

First, a test in depth 1 is applied to the dataset, with 20 factors and both dot product and cosine and methods. The accuracy of top-20 recommendations for the dot product method was 19.75%, and for the cosine method, was 20.45%. So the cosine similarity method was slightly more accurate.
Increasing the number of factors to 60 in the cosine method improves the accuracy of top-20 recommendations to 22.34%, which is 1.89% better than the same test with 20 factors. The result of this test is shown in table 8.

Table 8. SVD test results in depth 1, with 60 factors and the cosine similarity method

<table>
<thead>
<tr>
<th>Recommendations</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top-1</td>
<td>4.28</td>
</tr>
<tr>
<td>Top-2</td>
<td>6.76</td>
</tr>
<tr>
<td>Top-3</td>
<td>8.66</td>
</tr>
<tr>
<td>Top-4</td>
<td>10.28</td>
</tr>
<tr>
<td>Top-5</td>
<td>11.60</td>
</tr>
<tr>
<td>Top-6</td>
<td>12.86</td>
</tr>
<tr>
<td>Top-7</td>
<td>13.84</td>
</tr>
<tr>
<td>Top-8</td>
<td>14.76</td>
</tr>
<tr>
<td>Top-9</td>
<td>15.58</td>
</tr>
<tr>
<td>Top-10</td>
<td>16.38</td>
</tr>
<tr>
<td>Top-11</td>
<td>17.05</td>
</tr>
<tr>
<td>Top-12</td>
<td>17.80</td>
</tr>
<tr>
<td>Top-13</td>
<td>18.53</td>
</tr>
<tr>
<td>Top-14</td>
<td>19.15</td>
</tr>
<tr>
<td>Top-15</td>
<td>19.79</td>
</tr>
<tr>
<td>Top-16</td>
<td>20.34</td>
</tr>
<tr>
<td>Top-17</td>
<td>20.84</td>
</tr>
<tr>
<td>Top-18</td>
<td>21.39</td>
</tr>
<tr>
<td>Top-19</td>
<td>21.91</td>
</tr>
<tr>
<td>Top-20</td>
<td>22.34</td>
</tr>
</tbody>
</table>

In depth 2, with 20 factors and the cosine method, the accuracy of top-20 recommendations was 10.58%, which is 9.87% less than that of the same test in depth 1.

6. Conclusion and Future Work

The goal of this paper is to design and apply an algorithm to recommend appropriate venues to researchers for publishing scientific papers, by utilizing the title of papers and the co-authors network. We evaluated the proposed method with real-world data from the DBLP computer science bibliography website, and some explanations are presented about the preparation of the dataset and the challenges we encountered. The results of the evaluation show that our method is able to present effective recommendations only by publication metadata and minimum implementing facilities: with depth 1 traversal of the co-authors network, the oracle score of the system was 70.69% and the accuracy was 48.53% for the top-20 recommendations. In this evaluation, it was cleared that system responsibility increases as the traversal depth increases, but with weight tuning for each depth, the accuracy reduction should be prevented.

Our system depends on previous publications of researchers to provide them with venue recommendations, but since novice researchers usually get help from experts in the field of research, it can be argued that the proposed system resolves the cold start problem. Moreover, the combination of the suggested approach with data mining techniques and machine learning algorithms to create a model to find proper venues can be an interesting topic.

To test another approach, we used SVD, and by applying this method to the same dataset with 60 factors, we found out that our suggested system is by far more efficient. However, increasing the number of factors may enhance the results, but it is not economic.

We will focus on using more advanced methods for extracting keywords, in order to improve the matching process. Also, we aim to utilize some additional information related to venues, e.g., deadlines and locations. Bibliographic information also contains valuable data. For example, in some researches, citation information is considered a useful clue. We will also expect to launch this method as a web-based application to help researchers.
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