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Abstract  
The diagnosis of hypertensive retinopathy (CAD-RH) can be made by observing the tortuosity of the retinal vessels. 

Tortuosity is a feature that is able to show the characteristics of normal or abnormal blood vessels. This study aims to 

analyze the performance of the CAD-RH system based on feature extraction tortuosity of retinal blood vessels. This study 

uses a segmentation method based on clustering self-organizing maps (SOM) combined with feature extraction, feature 

selection, and the ensemble Adaptive Boosting (AdaBoost) classification algorithm. Feature extraction was performed 

using fractal analysis with the box-counting method, lacunarity with the gliding box method, and invariant moment. Feature 

selection is done by using the information gain method, to rank all the features that are produced, furthermore, it is selected 

by referring to the gain value. The best system performance is generated in the number of clusters 2 with fractal dimension, 

lacunarity with box size 2
2
-2

9
, and invariant moment M1 and M3. Performance in these conditions is able to provide 84% 

sensitivity, 88% specificity, 7.0 likelihood ratio positive (LR+), and 86% area under the curve (AUC). This model is also 

better than a number of ensemble algorithms, such as bagging and random forest. Referring to these results, it can be 

concluded that the use of this model can be an alternative to CAD-RH, where the resulting performance is in a good 

category. 
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1- Introduction 

Hypertension can be detected when we are diligent in 

checking blood pressure. Hypertension can cause severe 

health complications and increase the risk of heart disease, 

stroke, and sometimes death. Hypertension can also cause 

damage to the retina and blood vessels around the retina, a 

condition called hypertensive retinopathy. In hypertensive 

retinopathy, there is the thickening of the blood vessels, 

which in turn can disrupt blood flow to the retina. 

Disruption of blood flow to the retina can cause vision 

problems. 

Hypertensive retinopathy can be detected by analyzing 

the retina of the eye. Analysis can be carried out in person 

by the clinician or with the aid of a computer. Analysis for 

diagnosis is carried out with the help of computers, namely 

processing the retinal image from the fundus camera. The 

hypertensive retinopathy diagnosis model generally has 

preprocessing, segmentation, feature extraction, 

classification, and performance analysis stages[1]. 

An important stage in the diagnosis process is the 

segmentation, feature extraction, and classification stages. 

These three stages have many methods used, such as the 

segmentation stage. Segmentation has several approaches, 

one of which is clustering [2]. Retinal image segmentation 

has been done a lot, as done by Wiharto et al.[3]. This 

study analyzes the effect of the number of clusters on 

segmentation performance using the fuzzy c-means 

clustering algorithm. Besides, this study also conducted a 

comparison of the mean and median methods in 

determining the threshold used to separate blood vessels 

from the background. The same thing was done by 

Wiharto et al.[4], namely segmentation using the k-means 

algorithm, with the method of determining the threshold 

using the mean of the center of the cluster. 

The clustering approach used in the blood vessel 

segmentation process does not only feature clustering-

based but also Neural Network-based [2]. The neural 

network-based use includes self-organizing maps (SOM), 
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as used in the research of Wiharto et al.[5]. In this study, 

retinal blood vessels were segmented using SOM 

combined with the determination of the threshold which 

was the median of the center of the cluster. The use of 

clustering for segmentation was also used in the study of 

Shafiei et al.[6] for the case of CT scan images for the 

detection of lung cancer tumors. In this study, the 

algorithm for segmentation is SLIC (simple linear iterative 

clustering) based on k-means clustering. Referring to the 

study of Lupascu et al.[7], explained that SOM is better 

than k-means for retinal vascular segmentation. The ability 

to perform SOM clustering is also described in the 

research of Budayan et al.[8], and in general image 

segmentation with SOM and FCM is better than k-means 

[9]–[11]. 

The next stage in CAD-RH is feature extraction. 

Referring to the segmentation stage, which mostly focuses 

on the segmentation of retinal blood vessels, the feature 

extraction stage uses several methods such as fractal 

dimensions and lacunarity. The fractal and lacunarity 

dimensions have been associated with hypertension, 

arterial, and venous blood vessels in the retina [12]–[15]. 

Referring to this, a number of studies have used feature 

extraction for CAD-RH. Research conducted by Wiharto 

et al. [16] used the fractal and lacunarity dimensions, 

where the fractal dimensions used the box-counting 

method. The fractal dimension was also used in a study 

conducted by Syahputra et al. [17] but in combination with 

the invariant moment. Both studies use segmentation with 

a threshold approach. Invariant moments were also used in 

the study of Narasimhan et al.[18], but combined with gray 

levels. The same feature extraction as Syahputra et al. [17] 

was also used by Hutson et al.[19] but in the case of CAD-

Diabetic Retinopathy. 

The last stage in CAD-RH after feature selection is 

classification. Classification methods that have been used 

in the CAD-RH model are classification based on artificial 

neural networks, decision trees, naïve Bayesian, support 

vector machines, and ensemble learning [16]–[18], [20], 

[21]. These methods have a number of drawbacks, one of 

which is overfitting. The method that can overcome overfit 

is the ensemble method. The ensemble method has a 

number of algorithms such as random forest and 

AdaBoost. The AdaBoost algorithms has better ability 

than random forest [22] and has better overfit ability [23]. 

Referring to studies that have been carried out in the 

segmentation and classification stages, it shows that the 

segmentation performance using the clustering approach is 

able to provide performance with an excellent AUC value 

above 90%, namely the SOM method. The ability of SOM 

is better than segmentation by using a combination of 

frangi filter and otsu thresholding. The results of 

segmentation with SOM have not been tested whether they 

are able to produce features that can be optimally used for 

CAD-RH. Feature extraction used in a number of previous 

studies includes fractal, lacunarity, and invariant moment 

dimensions, with the segmentation method using a 

threshold-based approach. Another thing from previous 

studies at the classification stage, most of them use 

algorithms that are not able to overcome overfit. 

Referring to a number of studies that have been carried 

out, this study analyzes the performance of the CAD-RH 

system, where the segmentation is clustering-based, 

namely the SOM. Feature extraction uses the dimensions 

of fractal, lacunarity, and invariant moment, because of the 

large number of features it is necessary to scale to select 

the features used in the classification. The hoisting method 

used is information gain. The classification algorithm uses 

AdaBoost. CAD-RH performance is measured using 

parameters of accuracy, sensitivity, specificity, area under 

the curve (AUC), likelihood ratio positive (LR+), and 

likelihood ratio negative (LR-). 

2- Material and Method 

2-1- Dataset 

This research method uses a number of stages which 

can be shown in Figure 1. The core stages in this research 

are divided into 6 stages, namely preprocessing, 

segmentation, feature extraction, feature selection, 

classification, and performance analysis. This study uses 

data obtained online, namely the STARE (Structured 

Analysis of the Retina) dataset. The dataset consists of 50 

data, with the distribution of 25 healthy retinal data and 25 

retinal data identified hypertensive retinopathy. 

2-2- Preprocessing 

Retinal image preprocessing was performed to 

overcome noise, poor contrast, and irregular blood vessel 

width[24]. The image that is obtained in the dataset is a 

color image, for that it needs to be converted into a gray 

image. This is based on research by Dey et al.[24] and 

Kande et al.[25], who changed the retinal image to a gray 

image first before segmenting it by clustering. Before the 

retinal image is further processed, it is converted into 3 

channels of the gray image. The gray image taken is the 

green channel. Green canal image yields significant 

information about blood vessels and retinal structures 

because it has the best light reflection [26]. The use of the 

preprocessing stage is very important. If preprocessing is 

not used, the segmentation process of blood vessels will 

result in low segmentation quality. The low quality is due 

to the number of pixels of the blood vessels that are 

translated as background, so it will have an impact on the 

diagnosis result. 

The next stage of the green channel image is changed to 

a negative intensity or it is also called an inverse operation, 

then the CLAHE process is carried out on the negative 
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image. This is intended to highlight the characteristics of 

blood vessels. The process of removing the optical disk 

was carried out using the opening morphology with a 

structure ball element, which the structure is measuring at 

17x17 against the CLAHE result image. The next step is to 

subtract the CLAHE result image with the opening 

morphology image, then the optical disk removal image is 

obtained. 

 
 

Fig. 1: Research Method 

 

The next process is background subtraction. The image 

resulting from optical disk removal was processed using a 

3x3 median filter, then the morphology of the opening was 

performed with a 29x29 size disk structure element in the 

median filter image. The image resulting from the median 

filter will be subtracted with the image resulting from the 

opening morphology, then the image resulting from the 

background subtraction is obtained. The background 

subtraction process will make the background darker and 

the veins more prominent, as well as smooth the image 

texture. However, background subtraction causes the 

image to appear darker, this is because the subtraction 

between pixels makes the pixel value decrease. To 

increase the brightness, the image contrast is increased. 

Contrast enhancement is done by the contrast stretching 

process. 

 

2-3- Segmentation 

After preprocessing, the segmentation process is carried 

out using the SOM clustering method. The parameters 

used in SOM are neighborhood 3, 200 iterations. SOM 

clustering of retinal images will produce a cluster of k 

cluster centers. Each cluster has a centroid, in the case of 

SOM, the centroid of a cluster is the weight of the neuron. 

The next step is to obtain the image of the blood vessels by 

thresholding the contrast stretched image. The 

thresholding process is carried out using the median 

centroid value of the cluster generated in the SOM process 

[3], [5]. The result of thresholding is a binary image. The 

next step is to process the opening area with a radius of 30 

to remove small areas in the binary image. 

The last step in the segmentation stage is to combine the 

resulting image of the opening area with the image that 

was the result of the masking, by multiplying each pixel. 

This process is done to remove the cover on the retinal 

image. The process of making a masking image is done by 

changing the retina image to grayscale, then every pixel 

that has a value of more than 45 is converted to 1 and the 

others are converted to 0. 

2-4- Feature Extraction 

The CAD-RH stage after segmentation is feature 

extraction. Feature extraction is done by processing the 

resulting image from segmentation using the fractal 

dimension, lacunarity, and invariant moment method to 

obtain image features. Fractal-based feature extraction is 

used to identify retinal vascular patterns. One of the signs 

of hypertensive retinopathy is the appearance of tortuosity 

in the blood vessels that will affect the pattern of the blood 

vessels. It can be analyzed using fractal analysis, both 

dimensions and lacunarity [27]. In order to strengthen the 

features, an invariant moment is added, to see the features 

from the shape side. This method has the ability not to be 

susceptible to image changes caused by Rotation, Scale, 

and Translation [28]. 

2-4-1- Fractal Dimension 

Fractal is a simple geometry that can be broken in such 

a way that it becomes several parts that have the previous 

shape with a smaller size [29]. This study uses the box-

counting method to calculate the fractal dimensions of an 

image. Box-counting is done by dividing the image into 

smaller squares of a certain size. 

The following are the steps for the Box Counting 

method according to Backes and Bruno [30] : 

a. The image is divided into squares of size r. The value 

of r is changed from 1 to 2k, where k = 0, 1, 2, ... and 

so on, the value from 2k cannot exceed the image size. 

b. Counts the number of N boxes containing parts of the 

object in the image. The value of N is very dependent 

on r. 

c. Calculates the value of log(1/r) and log(N). 

d. Make a straight line using log(1/r) and log(N) 

values. 
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e. Calculate the slope (slope) of a straight line with 

equations 
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(1) 

This slope value is the fractal dimension of the image 

(FD) with the equation:  

       (2) 

Where   is the slope, n is the number of data used, x is 

the log(1/r) value and y is the log(N) value. 

 

2-4-2- Lacunarity 

One of the methods used to calculate lacunarity is the 

Gliding Box by Allain and Cloitre [31]. This method using 

a box with the size r x r, to calculate the lacunarity value 

by recording the pixel value in the box. The Gliding Box 

steps start by placing an r x r rectangle in the top left 

corner of an image. The box will process each pixel that 

contains 1 or 0 until all pixels are passed by the box. The 

distribution frequency of the pixel contents in each box is 

denoted by n (M, r). This frequency distribution will be 

used to determine the probability distribution of each value 

in the box, denoted by Q (M, r). This probability 

distribution is obtained from dividing the distribution per 

pixel by the maximum total number of runs of the box, 

which is denoted N (r). then the two distributions will be 

processed with the formula. 

  ( )  ∑  (   ) (3) 

  ( )  ∑   (   ) (4) 

Then to calculate lacunarity with box size r: 

 

 
          ( )  

 ( )  ( ( )) 

( ( )) 
 

(5) 

 

The boxes-size used in this study were 2
1
, 2

2
, ......, 2

9
. 

 

2-4-3- Invariant Moment 

Invariant moments are seven unchanging spatial 

moments in the continuous image domain for translation, 

rotation, and scale changes. The invariant moment was 

developed by Hu [32] and Wu et al.[33]. If the image 

function is expressed in  (   ), then the image with a 

height N and width M, then for geometric moments of 

order (p + q)
th

 can be expressed 
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The normalized central moment is defined as 
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By using the 2nd and 3rd normalized central moments 

orders to build 7 invariant moments M1-M7. 

 

2-5- Feature Selection 

Information Gain is a feature selection that is used to 

determine how significant the effect of a feature [34]. In 

this research, Information Gain will be used as a filter to 

filter out what features will be used in classification. These 

features are fractal dimension, lacunarity with a number of 

box sizes, and invariant moment consisting of 7 features. 

The value of the Information Gain is calculated using 

entropy. The calculation formula is as follows[34]. 
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where 

c: The number of values present in the target attribute 

pi: the number of samples in class i 

A: Attribute 

V: a possible value for feature A 

Values (A): the set of possible values for attribute A 

|Sv|: the number of samples for the value v 

|S|: the total number of data samples 

Entropy (Sv): entropy for samples that have value v 

 

2-6- Classification 

AdaBoost or Adaptive Boosting is a boosting algorithm 

introduced by Freund and Schapire [35]. The boosting 

algorithm is an ensemble learning which uses a 

combination of classifiers to get a better-combined 

classification model. AdaBoost has two variants in its 

development, namely AdaBoost.M1 and AdaBoost.M2. 

The difference between the two variants is in the handling 

of errors. Adaboost.M1 uses a weighted classification error 

while Adaboost.M2 uses a weighted pseudo-loss. In terms 

of classification Adaboost.M1 is better used in binary 

classification while Adaboost.M2 is used in multiclass 
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classification [35], [36]. In this study, using Adaboost.M1, 

because the case raised is a binary classifier. 

The steps in the Adaboost.M1 algorithm are as follows: 

a. Input is a dataset   *(     )   (     )+  label 

     *     +. Basic learning algorithm (weak 

leaner) and the number of iterations T. 

b. Initialize the weights with  ( )  
 

 
 for         

c. Iterate for         

1) Train the weak learner    from D using the 

weight distribution   .  
     (    ) (12) 

 

2) Calculate the error from    
          ,  (     )- (13) 

 

    ∑   ( )

    (  )   
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if      ⁄ , then set it      , cancel the 

loop. 

3) Determines the weight of    
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4) Update weights 
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Where    ∑   ( )  is the selected 

normalization constant so that     ( )  will 

be the function of distribution. 

 

d. Final classifier output  

     ( )        
   

∑   ( )

    ( )  

 
(17) 

 

The final hypothesis     ( )  is the weighted linear 

threshold of the weak hypothesis. That is, if given 

an instance of  , then     ( ) produces an output on 

label y which maximizes the total weight of the 

weak hypothesis predicting that label [37]. 

 

2-7- Performance Analysis 

Performance testing is carried out after the classification 

process is complete. The features that have been selected 

with information gain will be used as input in the 

classification. The test used is the k-fold cross-validation 

method with a value of k=5. Performance analysis was 

performed using several parameters, namely sensitivity, 

accuracy, specificity, likelihood ratio positive, and AUC 

(Area Under Curves). The calculation of the performance 

parameters is shown in equation (18-23).  
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Where the TP means positive RH detected as positive RH. 

The FN is positive RH which is detected as negative RH. The 

FP is negative RH detected as positive RH, while TN is 

negative RH detected as negative RH. The LR (+) is the ratio 

between the probability of a positive test in individuals with 

the disease and the probability of a positive test in individuals 

without the disease. The LR (-) is the ratio between the 

probability of a negative test result in a diseased individual 

with the probability of a negative test result in an individual 

without the disease[39]. 

3- Result and Discussion 

Referring to Figure 1, the results at the preprocessing stage 

for the retinal image conversion process into 3 image channels, 

namely green, blue, and read channel. The results at this stage 

can be shown in Figure 2. The next process is to remove the 

optical disc, with the results as shown in Figure 3. The final 

process of the preprocessing stage is contrast stretching, the 

result is as shown in Figure 4. 

  
Image original Green Channel 

  
Blue channel Read channel 

 

Fig. 2: Retina Image & Gray Image 
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Image Inverse Output CLAHE 

  

Output Morphology Output Removal OD 

 
Fig. 3: Optic Disc Removal 

 

 

  
Output median filter Output Opening 

  
Background subtraction Contrast Stretch 

 

Fig. 4: Output contrast stretch 
 

The segmentation process was carried out on 50 retinal 

images. Image segmentation is performed using the SOM 

clustering algorithm. The SOM algorithm uses neighbor 

parameter 3, 200 iterations, and the number of cluster 

centers tested is 2 to 10. The results of the image 

segmentation process using the number of clusters 5 can 

be seen in Figure 5. Furthermore, for other retinal image 

segmentation results for the number of clusters in the SOM 

algorithm between 2 to 7 can be shown in Figure 6.  

The next stage is the feature extraction process, where 

the output at this stage can be shown in Table 1, by taking 

the number of clusters as an example 5. Table 1 shows the 

average value for each feature, both hypertensive or 

normal retinopathy. Table 1 also shows the results of 

statistical testing with a significance level of 95%. The 

next step is feature selection, using the information gain 

algorithm. The results of this process can be shown in 

Table 2. 

  

Output Thresholding Output Opening 

  

Mask Output Segmentation 

 
Fig. 5: Output segmentation process 

 
 

  

ΣCluster =2 ΣCluster=3 

  

ΣCluster=4 ΣCluster=5 

  

ΣCluster=6 ΣCluster=7 

 

Fig. 6: The results of segmentation are based on the number of clusters 
 

The next test result is the result of the classification 

process. The classification results are measured by the 

performance parameters of sensitivity, specificity, 

likelihood ratio positive, and area under the curve, shown 

in Table 3. Table 3 shows the performance for testing with 

clustering variables, and the best number of features. 
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Table 1 : Average feature extraction yield 

No Feature RH Normal p-value 

1 FD 1.602208 1.575276 0.001122 

2 21 5.012032 6.029760 0.001182 

3 22 4.301156 5.183120 0.001376 

4 23 3.356580 4.024624 0.002155 

5 24 2.432772 2.831768 0.007441 

6 25 1.822812 2.018344 0.063592 

7 26 1.433240 1.529700 0.220680 

8 27 1.114265 1.172235 0.229945 

9 28 0.861410 0.890279 0.058108 

10 29 0.499498 0.499787 0.591386 

11 M1 0.582954 0.668611 0.018811 

12 M2 0.012519 0.011148 0.531156 

13 M3 0.004236 0.011822 0.019364 

14 M4 0.005215 0.010684 0.192822 

15 M5 0.000015 0.000048 0.667529 

16 M6 0.000232 0.000031 0.328706 

17 M7 0.000002 -0.000047 0.614520 

 

Table 2 : Information Gain Results 

Rank 
2 Clusters 5 Clusters 

score Feature Score Feature 

1 0.395816 FD 0.270252 FD 

2 0.360657 21 0.222020 21 

3 0.327324 22 0.208735 23 

4 0.327324 23 0.182119 M1 

5 0.236453 24 0.182119 24 

6 0.156513 M1 0.173600 22 

7 0.156513 25 0.124511 M3 

8 0.124511 27 0.106740 M6 

9 0.124511 M3 0.096311 25 

10 0.117188 28 0.087804 27 

11 0.106740 26 0.087736 28 

12 0.082296 M5 0.087736 M4 

13 0.076591 M2 0.085438 M5 

14 0.068648 29 0.085024 M7 

15 0.052821 M6 0.069342 26 

16 0.041203 M4 0.051262 29 

17 0.025695 M7 0.041203 M2 

 

The CAD-RH system model, which is a hybrid SOM 

with AdaBoost, has the best performance when the number 

of SOM clusters is 2. The resulting performance is able to 

have an AUC value of 86%, or is included in the good 

category [40]. The resulting performance requires a 

relatively large number of features, namely 11 features. In 

addition to the number of clusters 2, the performance of 

CAD-RH, in the number of clusters of 5, is also able to 

provide performance with AUC values> 80%. The 

advantage of the number of clusters 5 is that it only 

requires 3 features, namely the fractal dimensions, the 

lacunarity with the size box are 2
1
 and 2

3
. The weakness of 

the number of clusters 5 is that the specificity value has a 

large difference compared to the number of clusters 2. 

Referring to the statistical test using the t-test method with 

95% significance shown in Table 1, it can also be believed 

that 11 features and 3 features have a significant difference 

between positive and negative of hypertension retinopathy. 

This shows that the ranking generated by the information 

gain has similarities with the results of the t-test. 

Table 3 : Classification Results in each Cluster 

The number of 
LR+ SN SP AU 

cluster feature 

2 11 7.00 84 88 86 

3 4 2.18 96 56 76 

4 2 2.11 76 64 70 

5 3 4.20 84 80 82 

6 17 2.86 80 72 76 

7 5 3.17 76 76 76 

8 17 2.38 76 68 72 

9 3 1.25 80 36 58 

10 17 1.08 52 52 52 

  

The CAD-RH system in the number of clusters 2 with 

an AUC performance of 86% shows that, when the system 

is used to detect 100 patients, the system is able to detect 

as many as 86 patients with true positive hypertensive 

retinopathy. In the number of clusters, the AUC value was 

82%, which means it was able to detect correctly for 82 

patients. The performance on the number of clusters 2 and 

5 has the same sensitivity performance parameters. 

Sensitivity is the ability of the CAD-RH system to identify 

positive patients with hypertensive retinopathy, identified 

by the CAD-RH system with positive results of 

hypertensive retinopathy. This is when used for initial 

screening, the sensitivity parameter becomes vital. In this 

hybrid model, the highest sensitivity occurs in the number 

of clusters 3, namely 96%, however, the specificity value 

is very low. So the ability of the CAD-RH system is low 

when identifying negative patients, the system is identified 

as negative. 

When the number of clusters 5 shows that the invariant 

moment feature does not provide a significant additional 

performance. The test also shows that the tortuosity 

vascular pattern features can be extracted properly. When 

using fractal analysis, namely the fractal dimension and 

lacunarity. This is also supported by the results of feature 
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selection with the information gain method, where the 

invariant moment, both M1-M7, has a relatively low 

entropy value compared to the fractal and lacunarity 

dimensions. This condition also proves the relationship 

between hypertensive retinopathy with fractal and 

lacunarity dimensions[12], [13]. 

Hybrid SOM with AdaBoost on the CAD-RH system 

shows relatively good capabilities with the resulting 

performance parameters, both when the number of clusters 

is 2 and the number of clusters 5. AUC's performance is in 

the range of 80%-90%, so it is categorized as good [40]. 

Referring to the research by McGee [39], that is, one of the 

performance parameters in the diagnostic system is the 

positive (LR +) and negative (LR-) likelihood ratio. This 

parameter is not limited to a scale of 0-100. Referring to 

these parameters, the value of LR +, for the number of 

clusters 2 with 11 features shows LR + = 7 and LR- = 

0.182, while for the number of clusters 5 with 3 features 

LR + = 4.2 and LR- = 0.2, as shown in Table 3. The value 

of LR + will be better the higher the value, while LR- will 

be smaller the value. This also shows the performance in 

the number of clusters 2 is better. 

 

 

Fig. 7 : Comparison of Algorithms 

The use of AdaBoost algorithm in the CAD-RH system 

shows more capabilities when compared to other ensemble 

algorithms. The comparison of AdaBoost with other 

algorithms can be shown in Figure 7. The ability that 

approaches the AdaBoost algorithm is Random Forest 

which is able to have AUC 80% when the number of 

clusters is 2. When compared to AdaBoost When the 

number of clusters is 5, Random Forest is superior when 

referring to the LR + parameter, whereas Lower AUC 

Random Forest. This difference was caused by the better 

random forest specificity value, but lower sensitivity. This 

means that there is a Boost with a number of clusters of 5, 

still better than Random Forest. This is also supported in 

research conducted by Stella et al.[42] and also Prastyo et 

al.[43], but in a different case. In this study, a number of 

algorithms were compared, including random forest, 

AdaBoost, and support vector machine (SVM). The results 

showed that there was an AdaBoost better than random 

forest and SVM. 

4- Conclusions 

The CAD-RH system model with SOM and AdaBoost 

has good performance when using the number of clusters 2 

and the number of clusters 5. The number of clusters is 

able to provide good performance. The AUC value for the 

number of clusters 2 was 86% while for the number of 

clusters 5 the value was 82%. If we refer to the number of 

features, it achieved AUC more than 80% needed 3 feature 

when the number of clusters 5. While for the number of 

clusters 2 requires feature 11. Referring to the resulting 

performance, the Hybrid SOM and AdaBoost models can 

be an alternative in the initial diagnosis. hypertensive 

retinopathy.   
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