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Abstract  
Impulsive / hyperactive disorder is a neuro-developmental disorder that usually occurs in childhood, and in most cases parents 

find that the child is more active than usual and have problems such as lack of attention and concentration control. Because 

this problem might interfere with your own learning, work, and communication with others, it could be controlled by early 

diagnosis and treatment. Because the automatic recognition and classification of electroencephalography (EEG) signals is 

challenging due to the large variation in time features and signal frequency, the present study attempts to provide an efficient 

method for diagnosing hyperactive patients. The proposed method is that first, the recorded brain signals of hyperactive 

subjects are read from the input and in order to the signals to be converted from time range to frequency range, Fast Fourier 

Transform (FFT) is used. Also, to select an effective feature to check hyperactive subjects from healthy ones, the peak 

frequency (PF) is applied. Then, to select the features, principal component analysis and without principal component analysis 

will be used. In the final step, convolutional neural networks (CNNs) will be utilized to calculate the recognition rate of 

individuals with hyperactivity. For model efficiency, this model is compared to the models of K- nearest neighbors (KNN), 

and multilayer perceptron (MLP). The results show that the best method is to use feature selection by principal component 

analysis and classification of CNNs and the recognition rate of individuals with ADHD from healthy ones is equal to 91%. 
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1- Introduction 

Diagnosis of hyperactivity based on history and 

experiment remains essentially clinical and can be 

supported by neuropsychological assessments. But due to 

heterogeneous cognitive profiles in patients with 

hyperactivity, it is not clearly diagnosed. In general, there 

are various conditions that often complicate the diagnosis 

due to the irregularity, impulsivity, and range of natural 

cognitive profiles with variable strengths and weaknesses 

that are widespread in these areas. Hence, a biomarker will 

be of great value in reducing the intrinsic uncertainty of 

clinical diagnosis. Electroencephalography (EEG) signals 

contain rich information related to functional dynamics in 

the brain. The use of EEG in hyperactive subjects was 

begun more than 75 years ago with Jasper et al. (1938), 

that reported the increasing of the power of EEG with low-

frequencies in Front-central regions [1]. Studies on EEG 

abnormalities in hyperactive patients were first performed 

by Lubber in 1973. He concluded that theta activity 

increased in the brains of hyperactive individuals, and beta 

power is significantly reduced in these patients [2]. In 

other studies, some factors for hyperactivity diagnosis 

through electroencephalography signals were introduced to 

learn abnormalities [3]. Since then, human 

electrophysiological studies have been presented using 

EEG spectral analysis and Event-Related Potentials 

(ERPs) of functional performance in the hyperactive 

patients [4]. In contrast to EEG signals, ERPs reflect 

changes in the electrical activity of the brain that are 

blocked by the occurrence of a particular event, i.e., a 

response to a discrete external stimulus or an internal 

mental process [5]. ERPs also provide high-resolution 
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non-invasive neurophysiological measurements. This 

allows the inefficient dynamics of the brain to be assessed 

and cognitive processes that may not be apparent at the 

behavioral level to be identified [6]. 

Artificial neural networks have recently been introduced as 

an encouraging application of artificial intelligence that is 

very effective in recognizing brain models. Machine 

learning, a subset of artificial intelligence and deep 

learning, a specialized sub-discipline of machine learning, 

have been increasingly used in clinical research with 

promising results. Machine learning can be described as 

the practice of using algorithms to train a system using a 

large amounts of data, with the goal of giving it the ability 

to learn how to do a particular task and then classify or 

accurately predict.  Deep learning is a subset of machine 

learning algorithms that introduce tasks in smaller units 

that often provide higher levels of accuracy [7]. Neural 

networks are characterized by their network architecture 

which is defined by the anatomical arrangement of its 

connected processing units, i.e., artificial neurons with a 

loss or optimization function that determines the overall 

purpose of the learning process. Connections are trained or 

teach how to perform the desired task and by using of a 

training algorithm, change the parameters of the neural 

network experimentally. This is done in such a way the 

target function is eventually optimized based on the inputs 

received by the neural network. There are different types 

of neural networks with different designs and architectures 

from different principles and for various purposes [8, 9].  

In this paper, convolutional neural network (CNN) method 

has been used to find the most efficient electrode to 

diagnose patients. The hierarchy of our proposed model is 

such that after reading the signals from the input, they are 

pre-processed by the filtering method and then a FFT and 

PF are applied to all normalized signals. The output of this 

step enters the next step, i.e., feature selection. In this step, 

Principal Component Analysis (PCA) is used. Finally, the 

CNN classification method with 8 convolutional layers 

and 2 fully connected layers will be applied to learn the 

obtained features and the results will be discussed. The 

structure of the current study is as follows: In section 2, 

the database used, is introduced. In Section 3, the methods 

used in this study are briefly described. In section 4, the 

main structure of the proposed model is introduced and 

sections 5 and 6, respectively, introduce the experiments 

are done and express the results. The conclusion of the 

present study is presented in Section 7. 

2- Database 

The present study uses the standard database introduced in 

[10], which includes 57 females and 39 males. The data used 

for this study has been processed by Alpha-Neuro Center 

that is a neuropsychology research laboratory. Sampling rate 

is 2000 Hz / filter channel is below than 250 Hz. The 

received signals from 19 channels were recorded at rest for 5 

minutes and subjects were instructed to look at a certain 

point on the wall and move as little as possible and also to 

prevent movement and or blinking. NeuroGuide / WinEEG 

software has also been used to remove artifacts [10]. 

In the section on the separation of effective electrodes in 

this dataset, five groups of electrodes named Frontal, 

Central, Temporal, Parietal, Occipital are introduced, and 

the spectrum of brain waves in this dataset named delta (4-

0), theta (4-8), alpha (8-13) and beta (13-32) Hz (11) are 

divided into Hz(11). 

3- Method 

The dataset used in the current study includes pre-processed 

EEG signals on which filtering operations have been 

performed. On all signals the gap filter of 55-65 Hz, the low 

cut filter of 0.3 Hz, and the high cut filter of 30 Hz have 

been applied (the reason for such a low filter is that this data 

is used to create the neuro feedback protocol and does not 

use gamma wave bands for neuro feedback). Therefore, 

after reading the recorded brain signals of hyperactive 

individuals and in order to convert the signals from time 

range to frequency range, FFT is used and to select the 

effective feature for examining hyperactive subjects from 

those of healthy, PF are utilized. Important features of EEG 

signals are then extracted and PCA is applied to all features. 

Finally, the outputs obtained from the previous stage are 

sent to the classification to first determine the most effective 

electrode and second to determine the recognition rate of 

hyperactive subjects from those are healthy (Fig. 1).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1 General overview of the proposed method 
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Feature Selection by using PCA 
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Preprocessed EEG signals 
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3-1- Fast Fourier Transform (FFT) 

FFT is one of the most important algorithms used in signal 

processing and data analysis. Fourier analysis can transform 

a signal from the main domain, which is usually time or 

space, into a frequency domain display and vice versa. 

It is assumed that the discrete version is represented at the 

time of the audio signal by length N and the sampling rate 

fs with x [j]. The frequency content of the x [j] signal over 

a given period of time can be expressed using discrete 

Fourier transforms (FT) over time as a function of 

frequency and by using of the FT coefficients x [k]. The 

parameters transform between the time domain and the 

frequency begins using the Perceval’s theorem; Perceval’s 

theorem states that the sum of the squares of a function with 

the sum of its transformed squared is equal to the Eq. (1): 

 

∑   [ ]    
 

 

   
   ∑   [ ]  [ ]   ∑  [ ]   

   
   
             (1) 

 

Where P [k] is the power spectrum without phase and k is 

the frequency index. Usually the content of the frequency 

resulting from the FT is symmetric with respect to the zero 

frequency, so when using the power spectrum, the whole 

or only a part of it can be considered [12]. 

Since FFT converts a signal from a time or space range to a 

frequency range, it facilitates the analysis of a given signal, 

which is why this method is used in the present study. 

3-2- Peak Frequency (PF) 

The PF is defined as the maximum amount of power in the 

EEG frequency spectrum between the range of 7.5 and 

12.5 Hz. According to researches accomplished on PF, 

several important interpersonal and intrapersonal 

differences have been identified. Interpersonal differences 

are attributed to genetic factors. Low values of this feature 

indicate brain damage such as chronic fatigue syndrome 

(CFS), Alzheimer's disease, hyperactivity, etc. [10]. Based 

on the researches, it can be noted that the amount of PF is 

different in subjects with ADHD and healthy subjects [17]. 

The PF also varies with age and gender. In healthy adults, 

for example, the PF is hidden between 9.5 to 11.5 Hz. At 

PF, the PF location within the alpha band increases with 

age in childhood, culminates in early adulthood, and then 

decreases in older adulthood [17]. 

3-3- Feature Selection 

The performance of a classifier depends on the 

relationship between the number of samples, the number 

of attributes, and the complexity of the classifier. 

Therefore, by having appropriate features, classifier 

performance and recognition rate could be increased. On 

the other hand, it is observed practically that if the number 

of training samples compared to the number of features is 

relatively small, additional features could reduce the 

classifier performance. Therefore, in the present study, 

principal component analysis is used. 

3-3-1- Principal Component Analysis (PCA) 

In PCA, the principal data space is described based on the 

special vectors of the covariance matrix, and the specific 

values corresponding to the special vectors express the 

attributes' energy in line with these vectors. When the 

correlation between the variables of the problem is linear, 

linear PCA will be the first choice. However, in situations 

where the problem has a nonlinear correlation, taking benefit 

of nonlinear versions could improve the function [13].  

Technically, PCA removes the least important variables, 

while the most valuable parts of all variables are remained. 

That is why, this method is used in the present study to reduce 

the complexity of the calculations and keep the best features. 

3-4- Convolutional Neural Networks (CNN) 

The CNN is a kind of artificial neural network that is 

inspired by the function of the human and animals' visual 

cortex of the brain and is applied for functions such as 

image and video recognition, speech recognition, 

recommendation systems, natural language processing and 

other cases.  The basic assumption of CNN's architecture 

is that operations are performed on input data to preserve 

spatial and neighborhood information in the data, and 

ultimately a vector of encoded attributes is obtained. In 

general, a CNN network consists of three main layers: the 

convolutional layer, the pooling layer, and the fully 

connected layer. Different layers perform different tasks. 

There are two phases of training in each CNN. Progressive 

phase and Back propagation phase [7]. During the training 

process, the common weights in the convolutional layers 

as well as the weights among the fully connected 

convolutional layers significantly reduce the number of 

free trainable network parameters and thus increase 

generalizability. The CNN used in this study is generally 

consists of the following layers: 

Convolutional layer: This layer is the main core of the 

CNN. The convolutional layer parameters include a set of 

learnable filters. In these layers, the CNN uses various 

filters to convolute the input data as well as the mapping of 

intermediate features, and such mapping of different 

features has several main advantages. First, the weight-

shared mechanism in each feature mapping drastically 

reduces the number of parameters, and the local 

connection learns the relationship among neighboring 

pixels. It also causes the invariability and stability of the 

object's displacement, and the ratio of the freedom degree 

of the system and the number of samples required for 

learning is remarkably increased, which makes the 

generalizability of the system stronger. As mentioned 
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above, this layer performs convolution on the input EEG 

signal using the kernel. 

ReLU layer: This layer introduces a nonlinear method to 

the network, which is the most common activator function 

(Fig. 2): 

 

 

Fig. 2. Convolutional operation 

Fig. 2 shows the ReLU layer, in which it introduces a 

nonlinear method to the network that is the most common 

activator function. 

Pooling Layers: A pooling layer is usually placed after a 

convolutional layer and can be used to reduce the mapping 

size of network attributes and parameters. Like 

convolutional layers, pooling layers are remained 

unchanged toward displacement considering of the 

neighboring pixels in their own calculations. Pooling layer 

implementation using the maximum and average functions 

are the most common implementations (Fig. 3). 

 

 

Fig. 3. Pooling operation on feature mapping,  

Fully connected layer: After the last pooling layer, as 

shown in Fig. 4, there are fully connected layers. Fully 

connected layers perform like their counterparts in 

traditional artificial neural networks. The fully connected 

layer allows the network result to be displayed in the form 

of a specific size vector. This vector can be used for 

following further processing. 

4- The Proposed Method 

The purpose of the current study is to provide an efficient 

method based on reducing the dimensions of selected 

features and appropriate classification in order to achieve 

the best recognition rate for diagnosing subjects with 

ADHD at the right time. The proposed method operates in 

such a way that first the recorded brain signals of 

hyperactive individuals are read from the input, then, FFT 

is applied for the signals to be transformed from time 

range to frequency range. Also, to select an effective 

feature to check hyperactive individuals from those of 

healthy, PF is used. Therefore, the reason for selecting 

FFT is the easier analysis of pre-processed signals, and the 

reason for choosing the PF is that the amount of this 

feature varies in individuals with ADHD and healthy 

subjects, and depends on gender and age factors. So, it can 

be claimed that these two features could help increase the 

diagnosis rate of ADHD patients. PCA and No-PCA will 

then be applied to all features in the feature selection 

section. The reason for giving importance to this section is 

that the feature selection and extraction stage are very 

important. Because the more correctly the features are 

selected, the better the results will be in the classification 

stage. Finally, CNN classification is applied to diagnose 

and evaluate subjects with ADHD from healthy ones [16].  

The reason for selecting CNN classification is that this 

classification is able to store data throughout the network 

and the ability to work with incomplete knowledge, as 

well as the ability of high error tolerance. Therefore, the 

classification is expected to show desirable results. The 

architecture of the deep neural network is that first a 

convolutional layer with a nonlinear ReLU function along 

with Dropout and BN, and then a Max-pooling layer is 

added. Over several times of repeating, a two-dimensional 

matrix will be obtained and will produce a total of 78,432 

parameters. In the architecture, the first layer of large size 

filter (128 × 1 ) and in the next layers, smaller size filters 

(16 ×1 ) are used, and finally, the feature vectors selected 

with two fully connected layers with nonlinear function 

ReLU and Softmax are used to automatically recognition 

of different stages of ADHD. Also, in the network training 

section, and to determine the network meta-parameters, the 

Trial-error method and the Cross-entropy function and the 

Adam optimizer with a learning rate of 0.002 have been 

used. The total number of epochs applied in the proposed 

model is 150 and the 10 Fold method is used for Cross 

Validation of data. 

5- Performance Analysis 

This section presents an efficient method based on PCA, 

No-PCA and CNN to optimally identify hyperactive 

subjects using electroencephalography signals and also to 

determine the best and most effective electrode for better 

diagnosis of the disorder. Also, to display the performance 

of the proposed model, it will be compared with Multi-

Layer Perceptron (MLP) and K-Nearest Neighbors (KNN). 

MLP classification with back-propagation learning 
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algorithm consists of three layers: input, hidden and 

output. In input layers, the number of neurons is equal to 

the length of the input vector or the number of features. 

The most important parameters are the number of hidden 

layers, the number of neurons in each layer, the amount of 

learning and the learning time in data training and testing. 

Here, for data classification, a hidden layer with five 

neurons is considered [18]. 

In KNN classification, the number of neighborhood is 

considered 2, and Euclidean distance is used to calculate 

the distance between neighbors [10]. The findings in the 

following section are resulted from the features obtained 

from PCA and No-PCA and CNN, MLP and KNN 

classifications on central, temporal, occipital, frontal and 

parietal electrodes and include Accuracy, Recall, and F1-

score of the classification [14, 15]. 

6- Discussion of the Results 

The experiments performed in this study are divided into 

several sections. The first section is related to the 

investigation of the most functional and effective electrode 

in the diagnosis of hyperactive subjects, which will be 

calculated using PCA and NO-PCA feature selection. The 

second section deals with the recognition rate obtained of 

the most efficient electrode introduced by CNN 

classification. The third section of the tests is allocated to 

diagnosing the total rate of hyperactive patients who have 

been normalized in the pre-processing stage, and the extent 

of their disorder by applying the standard deviation 

threshold obtained from the clinic that the amount of 

which is presented in the dataset. Then, the patients are 

divided into three groups including those with low 

hyperactivity, moderate hyperactivity and hyperactivity. In 

the last part, the experiments are allocated to comparing 

the proposed model with the competing models of KNN 

and MLP in the current study. 

6-1- Results Obtained from PCA and No-PCA 

Features and CNN Classification 

In the proposed model, first all normalized signals are read 

from the input and will be divided into three groups of 

patients with low hyperactivity, moderate hyperactivity 

and hyperactivity, and FFT and PF are applied on all read 

signals. In the feature selection stage, on all the selected 

signals, once PCA and once No-PCA are applied, and at 

the end, the output of the feature selection stage enters the 

CNN classification. The results of the experiments 

performed based on the 10-fold evaluation criterion are 

reported in Tables (1) and (2), respectively. 
 
 

 

 

Table 1: Results of PCA and CNN classification on different electrodes 

F1 score Recall Accuracy 
Electrode's 

name 

0.66 0.08 54% Central 

0.66 0.07 43% Temporal 

0.45 0.05 33% Occipital 

0.61 0.08 45% Frontal 

0.73 0.04 66% Parietal 

Table 2: Results of No-PCA and CNN classification on different electrodes 

F1 score Recall Accuracy 
Electrode's 

name 

0.69 0.08 60% Central 

0.66 0.09 54% Temporal 

0.69 0.08 60% Occipital 

0.56 0.10 44% Frontal 

0.54 0.07 63% Parietal 

 

Tables (1) and (2) shows that the most effective electrode 

is related to the parietal which has a recognition accuracy 

of PCA and CNN classification of 66% and a recognition 

accuracy by No-PCA and CNN classification of 63%. This 

means that the use of PCA is effective in increasing the 

accuracy of the disorder diagnosis. 

6-2- Experiment Results on the Proposed Model 

and Competing Models of KNN and MLP 

In this part of the experiments, the purpose is to evaluate 

the performance of the proposed model. That is why, the 

introduced method will be compared with competing 

models of KNN and MLP. The results based on the 10-

fold evaluation criterion are shown in Table (3). 

Table 3:  Review of the three classifiers of CNN, KNN, and MLP 

FFT 

+No-PCA 
FFT 

+PCA 
Classifier 

accuracy: 85% accuracy: 90% 

CNN applied 

on the whole subjects 

in the dataset 

accuracy: 83% accuracy: 84% 

KNN applied 

on the whole subjects 

in the dataset 

accuracy: 71% accuracy: 61% 

MLP applied 

on the whole subjects 

in the dataset 

accuracy: 51% accuracy: 55% 
CNN applied 

On parietal electrode 

accuracy: 44% accuracy: 61.5% 
KNN applied 

On parietal electrode 

accuracy: 35.5% accuracy: 42% 
MLP applied 

On parietal electrode 

 

Table (3) shows the results of the three classifiers of CNN, 

KNN and MLP on all electrodes as well as the most 

effective electrode (parietal electrode). As it was 

explained, the input of the proposed model is the signals of 

healthy and unhealthy subjects that first the pre-processed 
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data is read and then the FFT and PF will be applied to the 

signals. Next, the PCA feature selection is applied to the 

extracted features and the best features will be selected. 

Eventually, all features will enter the classification stage. 

Also to ensure the correct operation of the proposed 

model, the experiments with No-PCA are performed once 

again. The results reveal that the best method is to use 

PCA and CNN classification on the subjects in the 

database with a recognition rate of 91%. While the 

competing models, KNN, and MLP show recognition rate 

of 88% and 66%, respectively. 

As shown in Fig. 5, for the accuracy of the PF 

performance in the feature extraction section, all of these 

experiments have been performed once by eliminating this 

feature. Investigating the results obtained from Fig. 5, it is 

observed that the use of FFT methods and PF facilitates 

the analysis of the results, and PCA causes raising the 

classification rate presented in this study by selecting the 

appropriate features. 

7- Conclusion 

The present study investigated the recognition of brain 

signals in hyperactive patients and the goal was to find the 

most effective model with the highest recognition rate to 

diagnose hyperactive subjects. Also, during the 

experiments, the most effective electrode with a high 

recognition rate in diagnosing hyperactive subjects has 

been identified. The proposed model hierarchy works in 

such a way that after reading the pre-processed signals 

from the data set introduced in the text, the FFT and PF are 

applied. In order to select the appropriate features, once 

PCA (to reduce the complexity of the calculations and 

select the best features), and once again No-PCA (to check 

the performance of PCA) are performed. 

The output of this section entered the three classifiers of 

CNN, KNN and MLP and the recognition rates in all three 

categories were examined. The results revealed that the 

most effective parietal electrode with a recognition rate of 

66%. Therefore, it could be proven that parietal lobe 

neurons play an important role in the etiology of this 

disorder. Also, the best method was to use the PCA feature 

and CNN classification applied to the subjects in the 

database and the recognition rate was equal to 91%. 

To justify the proposed model and the weakness of the 

competing models, it could be concluded that in the KNN 

classification, since the algorithm was very sensitive to the 

amount of value and was suitable for multivariate 

environments with small space, in this experiment it did 

not provide a high rate diagnosis. Also in the MLP 

network and due to the low rate of this model, we can 

point to problems such as failure to learn or retain 

information. This happens when the network parameters 

do not converge to a certain value after a long time or 

sometimes reach the state of data retention due to over-

training. One of the biggest advantages of CNN and its 

good performance is that it does not change much against 

small input errors and applies the weight sharing 

principles, which drastically reduce the number of free 

parameters. Therefore, they increase generalizability. 

In the conclusion part and according to the obtained 

results, it could be proved that CNN is suitable for 

implementing large and complicated issues, and the 

structure presented in the proposed model reduces training 

time, the number of trainable parameters, and increases the 

classification accuracy. Also, according to high accuracy 

of the algorithm, it could be used to automatically 

diagnosis of ADHD patients on EEG signals. 

 

Fig. 5 Review of Fast Fourier Transform and peak frequency performance on the classification rates 
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