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Abstract
Sparse coding is an unsupervised method which learns a set of over-complete bases to represent data such as image, video and etc. In the cases where we have some similar images from the different classes, using the sparse coding method the images may be classified into the same class and devalue classification performance. In this paper, we propose an Affine Graph Regularized Sparse Coding approach for resolving this problem. We apply the sparse coding and graph regularized sparse coding approaches by adding the affinity constraint to the objective function to improve the recognition rate. Several experiments has been done on well-known face datasets such as ORL and YALE. The first experiment has been done on ORL dataset for face recognition and the second one has been done on YALE dataset for face expression detection. Both experiments have been compared with the basic approaches for evaluating the proposed method. The simulation results show that the proposed method can significantly outperform previous methods in face classification. In addition, the proposed method is applied to KTH action dataset and the results show that the proposed sparse coding approach could be applied for action recognition applications too.
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1. Introduction
Image classification is a significant task in image processing and computer vision studies. Sparse coding method can represent images using a few active coefficients [1]. Accordingly, interpreting and applying the sparse representations are easy and simplify efficient content-based image indexing and retrieval [2]. The authors in [5] have been proposed an improved CRC-RLS method for solving the poor robustness of Collaborative Representation based Classification with Regularized Least Square algorithm.

The range of sparse coding methods have been widened every day in many fields such as pattern recognition, machine learning and signal processing [3], face recognition [4,5], image classification [7,8] and action recognition [10] in recent years. Most important targets of sparse coding is the maximum signal fidelity preservation and also improving the quality of the sparse representation. To achieve these targets, many works have been done to modify the sparsity constraint. In [7] the authors to improve the sparse coding method, have added a nonnegative constraint to the objective function of basis sparse coding method. The authors in [8] have proposed a face recognition method based on the discriminative locality preserving vectors. This method is based on the discriminant analysis on the locality preserving vectors. A robust sparse coding to improve the signal fidelity has been proposed in [9]; however, in the case of the similar images, they may be transformed into identical visual words of the codebook and encoded with the same representations. The dictionary learned from the images cannot effectively encode manifold structure of the images face in this case, and the similar images from different classes may be classified in the same class accordingly. This similarity will highly challenge the robustness of existing sparse coding algorithms for image classification problems such as face images. Similar face images are lying on a manifold structure and the face images from different classes are lying on different manifold structures [10]. It has been shown that if the geometrical structure is used and the local invariance is considered, the learning performance can be significantly improved. Recently, many literatures have focused on manifold learning problems, which represent the samples from the different manifold structures. To preserve the geometrical information of the data, the authors in [11] proposed to extract a good feature representation through which the manifold structure of data is spotted.

Regarding the recent progress in sparse coding and manifold learning, we propose a novel Affine regularized sparse coding algorithm to construct robust sparse representations for classifying similar face images.
accurately. Specifically, the objective function of sparse coding has incorporated this criterion to make the new representations of the similar face images far from each other. Moreover, to improve the objective function with more discriminating power in data representation, we also incorporate the graph Laplacian term of coefficients [8] in our objective function. For more consideration, the proposed method is applied on a well-known human action recognition dataset. The experimental results verify the effectiveness of our sparse coding approach.

This paper is continued as follows: In Section 2, some related works are introduced. The sparse coding and graph regularized sparse coding is then described in Section 3. Section 4 contains the proposed method. The experiment setup and results on face and action datasets are indicated in Section 5 and consequently, some conclusions and future work are presented in Section 6.

2. Related Work

In this section, we discuss some prior papers in sparse coding and manifold learning area. In recent years, sparse coding has been widely used in many fields in computer vision. The authors in [3] proposed a feature sign search method. This method reduces the non-differentiable problem to an unconstrained quadratic programming (QP). This problem can be solved rapidly by the optimization process. Our work also uses their method to solve the proposed optimization problem. For adapting the dictionary to achieve sparse representation, the authors in [12] proposed a K-SVD method to learn the dictionary using orthogonal matching pursuit or basis pursuit. Adding nonnegative term to the sparse constraint is a method to improve the quality of sparse representations [7]. The other methods such as graph regularization [5,8] and using weighted ℓ2-norm constraint are also introduced for improving the sparse representation. In the machine learning literature, manifold learning has also attracted extensive research interest. The authors in [8] proposed a graph based algorithm, called Graph regularized Sparse Coding (GraphSC), to give sparse representations that well consider the local manifold structure of the data. By using graph laplacian as a smooth operator, the obtained sparse representations vary smoothly along the geodesics of the data manifold. Our work in addition to the affinity constraint, incorporates the graph laplacian term of coefficients [8] in the objective function, and can discover more discriminating representations for image classification.

3. Preliminaries

This section introduces sparse coding and affine graph regularized sparse coding.

3.1 Sparse Coding

Assuming a data matrix \( Y = [y_1, ..., y_n] \in \mathbb{R}^{m \times n} \), where \( n \) is the number of samples in the \( m \)-dimensional feature space. Let \( \Phi = [\varphi_1, ..., \varphi_k] \in \mathbb{R}^{m \times k} \) be the dictionary matrix where each column \( \varphi_i \) represents a basis vector in the dictionary, and \( X = [x_1, ..., x_n] \in \mathbb{R}^{k \times n} \) be the coding matrix where each column \( x_i \) is a sparse representation for a data point \( y_i \). Assuming the reconstruction error for a data point follows a zero-mean Gaussian distribution with isotropic covariance, while taking a Laplace prior for the coding coefficients and a uniform prior for the basis vectors, then the maximum posterior estimate of \( \Phi \) and \( X \) given \( Y \) is reduced to:

\[
\min_{\Phi, X} \| Y - \Phi X \|_F^2 + \alpha \sum_{i=1}^n \| \varphi_i \|_2 \leq c, \forall i=1,2,...,k
\]  

(1)

In the above equation \( \alpha \) is a parameter for regularizing the level of sparsity of the obtained codes and the approximation of initial data. The objective function in (1) is not convex in \( \Phi \) and \( X \), therefore solving the above equation is not easy in this case. But it is convex in either \( \Phi \) or \( X \). Therefore, solving this problem is done by alternatively optimizing \( \Phi \) while fixing \( X \) and vice versa. As a result, the above mentioned problem can be split into two reduced least squares problems: an ℓ1-regularized and an ℓ2-constrained, both of which can be solved efficiently by existing optimization software [3,4].

3.2 Graph Regularized Sparse Coding

The authors in [8] have proposed a method called Graph Regularized Sparse Coding (GraphSC) method, which considers the manifold assumption to make the basis vectors with respect to the intrinsic geometric structure underlying the input data. This method assumes that if two data points \( y_i \) and \( y_j \) are close in the intrinsic geometry of data distribution, then their codes \( \varphi_i \) and \( \varphi_j \) are also close. Consider a set of \( n \)-dimensional data points \( \{y_1, ..., y_n\} \). GraphSC constructs a \( p \)-nearest neighbor graph \( G \) with \( n \) vertices each representing a data point. Let \( W \) be the weight matrix of \( G \), if \( y_i \) is among the \( p \)-nearest neighbor of \( y_j \), \( W_{i,j} = 1 \); otherwise, \( W_{i,j} = 0 \).

\[
d_i = \sum_{j=1}^n W_{i,j}, D = diag(d_1, ..., d_n)
\]

and graph Laplacian \( L = D - W \). A reasonable criterion for preserving the geometric structure in graph \( G \) is to minimize:

\[
\frac{1}{2} \sum_{i=1}^n \| x_i - x_i \|_W^2 = \text{Tr}(XLTXT)
\]  

(2)

By replacing the result into (1) the GraphSC [7] is obtained:

\[
\min_{\Phi, X} \| Y - \Phi X \|_F^2 + \gamma \text{Tr}(XLTXT) + \alpha \sum_{i=1}^n \| \varphi_i \|_2 \leq c, \forall i=1,2,...,k
\]  

(3)

In (3) \( \gamma \) is a parameter for regularizing the weight between sparsity of the obtained codes and preserving the geometrical structure.
4. The Proposed Method: Affine Graph Regularized Sparse Coding

In this section, we present the Affine graph regularized sparse coding algorithm for robust image representation, which extends GraphSC by taking into account the affinity constraints on the samples.

4.1 Problem Definition

In linear sparse coding, a collection of $k$ atoms $\varphi_1, \varphi_2, \ldots, \varphi_k$ is given that forms the columns of the overcomplete dictionary matrix $\Phi$. With a $l_0$-minimization problem, the sparse codes of a feature vector $y \in \mathbb{R}^m$ can be determined:

$$\min_{w \in \mathbb{R}^m} \|w\|_0 \quad \text{s.t.} \quad x = G_\Phi(w)$$

(4)

Where the function $G_\Phi$ is defined as $G_\Phi(w) = \Phi w$. In the proposed method, the main technical difficulty is the proper interpretation of the function $G_\Phi(w)$ in the manifold setting, where the atoms $\varphi_1, \varphi_2, \ldots, \varphi_k$ are now points in $M$ and $\Phi$ now denotes the set of atoms, and because of the nonlinearity property in this case, it is no longer possible to create a matrix with atoms. Moving to the more general manifold setting, we have forsaken the vector space structure in $\mathbb{R}^m$. In the linear sparse coding, each point is considered as a vector whose definition requires a reference point. However, in the affine graph regularized sparse coding approach, each point cannot be considered as a vector and therefore, must be considered as a point. This particular viewpoint is the main source of differences between linear and the proposed sparse coding.

In this paper, a new method is proposed to modify the usual notion of sparsity by adding an affine constraint to reduce the feature vectors dimension on a manifold. A vector $y$ is defined as an affine sparse vector if it can be written as follows [13]:

$$y = w_1\varphi_1 + w_2\varphi_2 + \cdots + w_n\varphi_n; \quad w_1 + w_2 + \cdots + w_n = 1$$

(5)

According to the definition, if the vector is constructed with combination of the affine samples, can be mapped on the space with the lower dimension. As we know, nevertheless the vectors are in the space with high dimension manifold, but they are locally on the low dimension manifold. Representing a vector in places where the manifolds are interferences is very challenging. In these cases, for representing the vectors, if the samples selection are done based on only the nearest neighbors and the sparsity term, maybe some selected samples are from the irrelevant manifold, however if the selected samples have the affinity constraint in addition, because one can consider the samples on the manifold with locally low dimension, only the samples on the relevant manifold could be selected.

For better perception of the proposed method, see Figure 1.

Two overlapped manifolds are shown in this Figure. Figure 1.a indicates a representation of the samples a,b and c regarding only the sparsity term and Figure 1.b indicates the representation of the same points regarding the manifold constraints in addition to the sparsity constraint. The samples a and b in the both Figures 1.a and 1.b are represented by the atoms from the corresponding manifolds correctly. These two samples hasn’t any conflict with the other manifold.

The sample c is under different conditions. As indicated before, this sample is located on the green manifold. If you represent this sample with its adjacent atoms and only consider the sparsity term, we should consider the other manifold samples for representation same as Figure 1.a. However, if we consider $\text{tr}(XX^T)$ and Affinity terms for its representation in addition, we will reach a better conclusion. As previously pointed out, the term $\text{tr}(XX^T)$ emphasizes on the problem that if the samples of a manifold are closed to each other, their codes will be closed to each other as well.

![Fig. 1. The effectiveness of affinity constraint in representation of samples from the overlapped manifolds](image-url)
Also, the Affinity constraint emphasizes on the problem that a collection of the closest neighbors of the concerned sample to represent every sample and then chooses a collection of weights for every sample in a way that every point is represented by the linear combination of its neighbors. The former samples are located on a manifold with high dimensions and the objective of the Affinity term is to reduce its dimensions. It is to be considered that despite the fact that the samples are on manifolds with many dimensions but they are locally located on manifolds with low dimensions. The characteristic of this new term causes the sample \( c \) to be represented with utilization of the concerned manifold data (Figure 1.b).

According to the above mentioned descriptions, we can add an affinity term to (1):

\[
\min_{\Phi, X} \|Y - \Phi X\|_F^2 + \gamma \text{Tr}(XLX^T) + \alpha \sum_{i=1}^n |x_i| + \beta(1 - \sum_{i=1}^n x_i)^2
\]

where \( \beta \) is a parameter for tuning the affinity constraint. For tuning \( \alpha \), \( \beta \) and \( \gamma \) parameters some experiments have been done that can be seen in the next section. In Figure 2, one can see the steps of the proposed method. After preprocessing the input data the samples are clustered using k-means algorithm to make the initial dictionary. Then the KSVD is applied for optimizing the dictionary. Finally the proposed sparse coding method is applied to extract the optimal coefficients and then classifying the test data based on the minimum error.

4.2 Solution of the proposed method

We apply the feature-sign search algorithm [3] to solve the optimization problem (7). For solving non-differentiable problems in non-smooth optimization methods, a necessary condition for a parameter vector to be a local minimum is that the zero-vector is an element of the sub-differential set containing all sub-gradients in the parameter vector [14].

Following [6,14], the optimization of the proposed sparse coding has been divided into two steps: 1) \( \ell_1 \)-regularized least squares problem; the affine graph regularized sparse codes \( X \) are learned with dictionary \( \Phi \) fixed and 2) \( \ell_2 \)-constrained least squares problem; the dictionary \( \Phi \) has been learned with affine graph regularized sparse codes \( X \) fixed. The above two steps are repeated respectively until a stop criterion is indulged.

The optimization problem in the first step can be solved by optimizing over each \( x_i \) individually. Since (7) with \( \ell_2 \)-regularization is non-differentiable when \( x_i \) contains values of 0, for solving this problem, the standard unconstrained optimization methods cannot be applied.

![Fig. 2. The diagram of Proposed method](image)

Several approaches have been proposed to solve the problem of this form [15,16]. In the following, we introduce an optimization method based upon coordinate descent to solve this problem [17]. It can easily be seen that (7) is convex, thus the global minimum can be achieved.

We update each vector individually by holding all the other vectors constant. In order to solve the problem by optimizing over each \( x_i \), we should rewrite the (7) in a vector form. The reconstruction error \( \|Y - \Phi X\|_F^2 \) can be rewritten as:

\[
\sum_{i=1}^n \|y_i - \Phi x_i\|_F^2
\]

The Laplacian regularizer \( \text{Tr}(XLX^T) \) can be rewritten as:

\[
\text{Tr}(XLX^T) = \text{Tr}
\sum_{i,j=1}^{n} L_{ij} x_i x_j^T
\]

Combining (7), (8), (9) the problem can be written as:

\[
\min_{x_i} \sum_{i=1}^n \|y_i - \Phi x_i\|_F^2 + \gamma \sum_{i,j=1}^{n} L_{ij} x_i x_j + \alpha \sum_{i=1}^n |x_i| + \beta(1 - \sum_{i=1}^n x_i)^2
\]

When updating \( x_i \), the other vectors \( \{x_j\}_{j \neq i} \) are fixed. Thus, we get the following optimization problem:

\[
\min_{x_i} g(x_i) = \|y_i - \Phi x_i\|_F^2 + \gamma L_{ii} x_i^2 + x_i^2 H_i + \alpha \sum_{j=1}^k |x_i^{(j)}| + \beta(1 - \sum_{i=1}^n x_i)^2
\]

Where \( H_i = 2\gamma \sum_{j=i}^k L_{ij} s_j \) and \( x_i^{(j)} \) is the \( j \)’th coefficient of \( x_i \).
Following the feature-sign search algorithm proposed in [18], the (11) can be solved as follows. In order to solve the non-differentiable problem, we adopt a subgradient strategy, which uses sub-gradients of $G(x_i)$ at non-differentiable points. Primarily we define:

$$ p(x_i) = \|y_i - \Phi x_i\|^2 + \gamma L_i x_i^T x_i + x_i^T H_i + \beta \left(1 - \sum_{i=1}^n x_i\right)^2 $$

(12)

Then,

$$ G(x_i) = p(x_i) + \alpha \sum_{j=1}^k \|x_i^{(j)}\| $$

(13)

Recall that a necessary condition for a parameter vector to be a local minimum in nonsmooth optimizations is that the zero-vector is an element of the subdifferential, the set containing all subgradients at this parameter vector [14]. We define $\nabla_i^{(j)} p(x_i)$ as the subdifferentiable value of the jth coefficient of $x_i$. If $|x_i^{(j)}| > 0$ then the absolute value function $|x_i^{(j)}|$ is differentiable, therefore $\nabla_i^{(j)} p(x_i)$ is given by sign($x_i^{(j)}$). If $x_i^{(j)} = 0$ then the subdifferentiable value $\nabla_i^{(j)} p(x_i)$ is set [-1,1]. So, the optimality conditions for achieving the optimal value of $G(x_i)$ is:

$$ \begin{align*}
\{ \nabla_i^{(j)} p(x_i) + \text{sign}(x_i^{(j)}) & \text{ if } |x_i^{(j)}| > 0 \\
\nabla_i^{(j)} p(x_i) & \leq \alpha \text{ if } x_i^{(j)} = 0
\end{align*} $$

(14)

Then, we consider how to select the optimal sub-gradient $\nabla_i^{(j)} G(x_i)$ when the optimality conditions are violated, i.e., in the case that $\nabla_i^{(j)} p(x_i) > \alpha$ if $x_i^{(j)} = 0$. When $x_i^{(j)} = 0$ we consider the first term in the previous expression $\nabla_i^{(j)} p(x_i)$. Suppose that $\nabla_i^{(j)} p(x_i) > \alpha$, this means that $\nabla_i^{(j)} G(x_i) > 0$ regardless the sign of $x_i^{(j)}$. In this case, in order to decrease $G(x_i)$, we want to decrease $x_i^{(j)}$. Since $x_i^{(j)}$ starts at zero, the very first infinitesimal adjustment to $x_i^{(j)}$ will make it negative. Therefore, we can let sign($x_i^{(j)}$) = -1. Similarly if $\nabla_i^{(j)} p(x_i) < -\alpha$ then we let sign($x_i^{(j)}$) = 1. To update $x_i$ suppose that we have known the signs of the $x_i^{(j)}$’s at the optimal value, then we can remove the $l1$-norm on $x_i^{(j)}$ by replacing each term $x_i^{(j)}$ with either $x_i^{(j)}$ (if $x_i^{(j)} > 0$) or $-x_i^{(j)}$ (if $x_i^{(j)} < 0$) if $x_i^{(j)} = 0$. Thus, (13) is converted to a standard unconstrained quadratic optimization problem (QP). In this case, the problem can be solved by a linear system. The algorithmic procedure of learning affine graph regularized sparse codes is described in the following:

- for each $x_i$, search for signs of sign($x_i^{(j)}$) i = 1, ..., k
- solve the reduced QP problem to get the optimal $x_i^*$ which minimizes the objective function
- return the optimal coefficients matrix $X^* = [x_1^*, x_2^*, ..., x_n^*]$

In the algorithm, we maintain an active set $A = \{j | x_i^{(j)} \neq 0, \nabla_i^{(j)} p(x_i) > \alpha \}$ for potentially nonzero coefficients and their corresponding signs $\theta = [\theta_1, ..., \theta_k]$ while updating each $x_i$. Then, it systematically searches for the optimal active set and coefficient signs that minimize the objective function (9). In each activating step, the algorithm uses the zero-value whose violation of the optimality condition $\nabla_i^{(j)} p(x_i) > \alpha$ is the largest.

The detailed algorithmic procedure of learning affine graph regularized sparse codes is stated in Algorithm 1.

---

Algorithm 1: Learning Affine Graph Regularized Sparse codes

**Input:** Data set of n data points $Y = [y_1, ..., y_n]$, the dictionary $\Phi$, the graph laplacian matrix $L$, the parameters $\alpha, \beta, \gamma$

1. For all $i$ such that $1 \leq i \leq n$ do
   2. **Initializing:** $x_i = \bar{0}, \theta = \bar{0}$, and active set $A = \emptyset$, where $\bar{0}, \bar{1}$ denote sign($x_i$).
   3. **Activating:** from zero coefficient of $x_i$, select $j = \text{argmax}_j |\nabla_i^{(j)} p(x_i)|$. Activate $x_i^{(j)}$ (add $j$ to the active set) only if it locally improves the objective function:
      - if $\nabla_i^{(j)} p(x_i) > \alpha$, then set $\theta_j = -1$, $A = \{j\} \cup A$
      - if $\nabla_i^{(j)} p(x_i) < -\alpha$, then set $\theta_j = 1$, $A = \{j\} \cup A$
   4. **Feature sign:** let us separate $\Phi$ as some submatrix that contains only columns corresponding to the active set as $\Phi$. Let $\bar{x}_i$ and $\bar{p}_i$ be subvectors of $x_i$ and $p$.

The resulting unconstrained QP is as follows:

$$\min u(\bar{x}_i) = \|y_i - \Phi \bar{x}_i\|^2 + \gamma L_i \bar{x}_i^T \bar{x}_i + \bar{x}_i^T \bar{R}_i + \beta (1 - \sum_{i=1}^n \bar{x}_i)^2 + \alpha \bar{x}_i^T \bar{H}_i$$

Let $(\partial u(\bar{x}_i)/\partial \bar{x}_i) = 0$, the optimal value of $x_i$ under the current active set is obtained as follows:

$$-2\bar{\Phi}^T (y_i - \Phi \bar{x}_i) + 2\gamma L_i \bar{x}_i + 2\gamma \left(\sum_{i=1}^n L_i \bar{x}_i\right) + \beta (1 - \sum_{i=1}^n \bar{x}_i)^2 + \alpha \bar{x}_i^T \bar{R} = 0$$

$\bar{x}_i^{\text{new}} = (\bar{\Phi}^T \bar{\Phi} + \gamma L_i \bar{L}_i + \beta I)^{-1} (\bar{\Phi}^T y_i + \beta 1^T \bar{x}_i - \frac{1}{2} (\alpha \bar{\Phi} + \bar{R}))$

Where I is the identity matrix.

In the next step a discrete line search is performed on the line segment from $\bar{x}_i$ to $\bar{x}_i^{\text{new}}$ and checks the objective value at $\bar{x}_i^{\text{new}}$ and all points where the sign of any coefficient changes. Then the point with lowest objective value is replaced with $\bar{x}_i$. At last the zero coefficients of $\bar{x}_i$ are removed from the active set and update $\theta = \text{sign}(x_i)$.

5. **The optimality conditions:**
   - **Condition (1):** nonzero coefficients have the optimality condition as:
     $$\nabla_i^{(j)} p(x_i) + \text{sign}(x_i^{(j)}) = 0, \forall x_i^{(j)} \neq 0$$
If condition(1) is not established go back to step 4
Else
    Check condition(2).

Condition(2): zero coefficients have the optimality condition as:
\[
\|x_i\|_0^p(x_i) \leq \alpha, \forall x_i = 0
\]
If condition (2) is not established go back to step 3
Else
    Return \(x_i\) as the solution.
End

4.3 Learning Dictionary

The learning dictionary \(\Phi\) with the sparse codes \(X\) fixed is transformed to the following least square problem with quadratic constraints:
\[
\min_{\Phi} \|Y - \Phi X\|_F^2 \quad \text{s.t.} \quad \|\phi_i\|^2 \leq c, \forall i = 1, ..., k
\]

Many methods have been proposed for solving this problem.

In this paper, we use the Lagrange dual method, which has shown more efficient than gradient descent. The solution for this problem has been well described by prior works [6] and in this paper we do not consider it.

5. Experiments

In this section, for evaluating the proposed approach, some experiments for image classification has been performed.

5.1 Data Preparation

ORL, Yale face database are two well-known datasets widely used in computer vision and pattern recognition researches. The experiments has been done on these two datasets. In continuation we have introduced these two datasets.

- ORL face dataset

The ORL (Olivetti Research Laboratory) dataset contains 400 images consisting of 10 different images from 40 distinct persons [19]. The images of each person, were taken under different conditions such as times, lighting, facial expressions such as open / closed eyes, smiling / not smiling and facial details such as glasses / no glasses. The background of the whole images was homogeneous and dark. The size of each image was 92x112 pixels (Figure 3).

- Yale face dataset

The Yale Face Database [20] contains 165 images consisting of 11 images from 15 different persons under different conditions. The size of each image is 243x320. The conditions are consists different facial expression or configuration, center-light, with glasses, without glasses, left-light, right-light, normal, happy, sad, sleepy, surprised, and wink (Figure 4).

5.2 Experimental Setup

For evaluation of the proposed approach, the results of this method on two defined datasets are compared with two state-of-the-art basic approaches, Sparse Coding (SC) [2] and Graph Regularized SC (GraphSC) [6] for image classification.

Each of the three methods can learn sparse representations for input data points. In particular, SC is a special case of the proposed method with \(\gamma = 0\) and GraphSC is a special case with \(\beta = 0\).

Following [6,21] the SC, GraphSC, and proposed methods are performed on data as an unsupervised dimensionality reduction procedure. For reducing a dimension of data, before applying the above algorithm, PCA is applied by keeping 98% information in the largest Eigen vectors.

Under our experimental setup, we have tuned the optimal parameters for the target classifier using leave one subject out cross validation method. Therefore, we evaluate the three baseline methods on datasets by empirically searching the parameter space for the optimal parameter settings, and report the best results of each method. For Sc and Graphsc the parameters have been set according to [11].

For the proposed method, we set the trade-off parameters \(\alpha, \beta, \gamma\) through searching. In Figure 5a the plots are show the parameter value changes for ORL face dataset.

As can be seen from Figure 5, the parameters \(\alpha, \beta, \gamma\) are set to 30, 0.1 and 0.6 respectively.

At first the value for \(\gamma\) parameter is achieved, for the best recognition rate assuming \(\alpha, \beta = 1\). As can be seen from Figure 6a the highest recognition rate is achieved for \(\gamma = 0.6\). At the next step, the value for \(\alpha\) is achieved assuming \(\gamma = 0.6\) and \(\beta = 1\) for the best recognition rate.

As can be seen from Figure 6b the best value for this parameter can be a number between 28 and 45. We set \(\alpha = 30\) and using the same experiments the best value for \(\beta\) is achieved 0.1.
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It should be noted that, the affinity constraint can be more successful when the sparsity is large enough because have the coefficients not enough sparsity, the coefficients may be selected from the hyperplane with higher dimensions than data’s original dimension. In this case if the affinity constraint is added to the objective function, it may even worsen the performance with respect to the GraphSC method.

5.3 Experimental Results

For evaluating the proposed method, two experiments have been carried out. The first experiment is done on ORL face dataset for face recognition and the second one is done on Yale face dataset for face Expression recognition.

The classification accuracy of the proposed method and the two baseline methods on the two face image datasets ORL and Yale face dataset is illustrated in Figure 6 and Figure 7 respectively. As mentioned before the ORL dataset contain 40 classes of faces. Due to the lack of space in the Table only 10 classes are depicted. Among the whole dataset, classes 4 and 6, classes 8 and 10, classes 14 and 17, classes 5 and 18 are very similar to each other. Therefore, we use these classes in addition to classes 1 and 2 in the confusion matrix to show the superiority of the proposed method in classifying face datasets in Figure 6. Also in Figure 7 the results for Yale face dataset are shown. From the results we observe that the proposed method achieves much better performance than the two baseline methods.

The average classification accuracies of the proposed method on the two datasets are 91% and 63.46%, respectively for the only classes shown in the Figures. We have noticed that our proposed approach outperforms the first two baseline methods. Incorporating the graph Laplacian term of coefficients in addition to affinity constraint, leads to improve the sparse representations with more discriminating power to alleviate the classification problems.

The mean recognition rate for the selected classes are shown in Table 1. The performance improvements are 18%, 15.98% and 3.1%, 4.5% compared to baseline methods SC and GraphSC, respectively.

<table>
<thead>
<tr>
<th>Class</th>
<th>Sc</th>
<th>GraphSC</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>0.95</td>
<td>0.8</td>
<td>0.98</td>
</tr>
<tr>
<td>Class 2</td>
<td>0.92</td>
<td>0.85</td>
<td>0.94</td>
</tr>
<tr>
<td>Class 3</td>
<td>0.94</td>
<td>0.87</td>
<td>0.96</td>
</tr>
<tr>
<td>Class 4</td>
<td>0.96</td>
<td>0.89</td>
<td>0.97</td>
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Fig. 6. The image confusion matrix for ORL data between three methods Sc, GraphSc and the proposed method.
a) SC recognition rate for Yale face dataset

<table>
<thead>
<tr>
<th>method</th>
<th>mean recognition rate for ORL data</th>
<th>mean recognition rate for Yale data</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC method</td>
<td>73%</td>
<td>47.48%</td>
</tr>
<tr>
<td>GraphSc method</td>
<td>87.9%</td>
<td>58.96%</td>
</tr>
<tr>
<td>DLPV method [8]</td>
<td>97.6%</td>
<td>----</td>
</tr>
<tr>
<td>Proposed method</td>
<td>98.8%</td>
<td>63.46%</td>
</tr>
</tbody>
</table>

b) GraphSc recognition rate for Yale face dataset

If we add the ORL absent classes, the recognition rate is raised up to 98.8%. For better evaluating the proposed method, the recognition rate for all classes of ORL dataset is compared with a recent non-sparse based method in face recognition application at 2015 [8]. The authors in this paper have proposed a face recognition method based on the discriminative locality preserving vectors (DLPV). The best result in this paper for the ORL dataset is reported 97.6%. With comparing these two methods the superiority of the proposed algorithm becomes clear.

5.4 Experiment on action dataset

For more evaluation the proposed sparse coding method, this method is applied on KTH action dataset. The KTH dataset [22], contains six actions including walking, jogging, running, boxing, hand waving and hand clapping, performed several times by 25 subjects in four different scenarios. Overall, it contains 2391 sequences. Some samples of KTH dataset are shown in Figure 8.

At first the dataset has been divided into two 50% portions as train and test data randomly for each class. Then the HOG3D descriptor is extracted from data. For reducing the dimension, PCA is applied with keeping 98% of information. Then the proposed sparse coding method is applied for feature extraction from the descriptor. We use SVM method for classifying the data.

The results show that the proposed method could classify the KTH data with about 94% precision. This result show that the proposed method can be applied in action recognition applications same as to the face recognition.

6. Conclusion and future work

In this paper, a novel approach for robust face recognition namely affine graph regularized sparse coding has been proposed. In the proposed method, the well-defined graph regularized sparse coding method has been improved by adding the affinity constraint. Using this term, until the sparsity is big enough the manifold structure of features is better preserved. The results indicate that the proposed method with comparison to some other approaches has the better performance for face recognition. In addition the results show that the proposed method could be applied for human action recognition datasets as well. In future works we would apply the proposed method for action recognition artificial and real world datasets for evaluating the proposed method.
References


Mohsen Nikpour received the B.Sc And M.Sc degrees in electrical engineering from Mazandaran University, Iran, in 2004 and 2008 respectively and Know he is a Ph.D Student in electrical engineering in Babol Noushirvani University, Islamic Republic of Iran. His current research interests include Image processing, video processing, video coding, image segmentation and image denoising.

Mohammad Reza Karami-Mollaee received the B.Sc in Electrical and Electronic Engineering in 1992, M.Sc of signal processing in 1994, and Ph.D in 1998 in Biomedical Engineering from l.N.P.L d’Nancy of France. He is now an associate professor with the Department of Electrical and Computer Engineering, Babol University of Technology. Since 1998 his research is in signal and speech processing. He published more than 100 articles in journals and conferences. His research interests include Speech, Image and signal processing.

Reza Ghaderi received B.Sc in 1989 from Ferdooosi University of Mashhad, IRAN, M.Sc in 1991 from Tarbiat Modares University, IRAN and Ph.D in 2001 from Surrey University UK all in Electronic Engineering. Currently he is an associate prof. at Nuclear Eng. Dept. of Shahid Beheshti Univ., Tehran, Iran. His research interests are neural networks, pattern recognition, system modeling, signal processing, Fuzzy logic, artificial intelligent.