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Abstract

In this paper, we propose an efficient noise robust edge detection technique based on odd Gaussian derivations in the wavelet transform domain. At first, new basis wavelet functions are introduced and the proposed algorithm is explained. The algorithm consists of two stage. The first idea comes from the response multiplication across the derivation and the edge localization in noisy condition, the second one is pruning algorithm which improves fake edges. Our method is applied to the binary and the natural grayscale image in the noise-free and the noisy condition with the different power density. The results are compared with the traditional wavelet edge detection method in the visual and the statistical data in the relevant tables. With the proper selection of the wavelet basis function, an admissible edge response to the significant inhibited noise without the smoothing technique is obtained, and some of the edge detection criteria are improved. The experimental visual and statistical results of studying images show that our method is feasibly strong and has good edge detection performances, in particular, in the high noise contaminated condition. Moreover, to have a better result and improve edge detection criteria, a pruning algorithm as a post processing stage is introduced and applied to the binary and grayscale images. The obtained results, verify that the proposed scheme can detect reasonable edge features and dilute the noise effect properly.
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1. Introduction

Nowadays, image processing has an important role in the proceeding of new science. Edge detection has various applications and is a useful tool in the registration, pattern recognition, topological recognition, image compression and other computer vision fields. Classical edge detectors like Roberts, Sobel and Prewitt have a simple structure which helps the time consumption saving. However, they have problems in the noisy condition and cannot discriminate the noise and background points properly. Furthermore, they cannot present images in automatic zoom and different scales.

One of the most popular algorithms is Gaussian-based edge detection due to the noise removal [1-2]. Canny proposed an edge detector based on Gaussian filter and identified three criteria for the optimal edge detector (good detection, good localization and low spurious response), which was successful in the noise free and high-contrast images [3]. Canny detector is a popular method which has been revised many times since it has been introduced [4-5]. But the noise interference is inevitable and natural images are almost polluted by the noise. The edge detection would be challenging and time consuming when the noise contaminates the image unexpectedly [6].

Another noise removal solution is the usage of scale-space theory. Multi-scale edge detection using wavelet transform has been introduced by Mallat [7]. Selecting a large scale can block the noise effect. In this condition, spurious and false responses are weakened and disappear. But it occurs with the dislocation edge error too. On the other hand, selecting the low scale results in the noise sensitive detection. Therefore, there is a tradeoff between the good detection and the edge localization in noisy images. Multiresolution analysis has been introduced to obtain an intermediated compromised result. Zhang has continued Sadler [8] idea and proposed the scale multiplication to compromise between the localization error and the noise sensitive detection [9]. Zhu has used the scale multiplication technique based on the odd Gabor transform domain for the noise overcoming in the edge detection [10].

A number of Cellular Automata (CA)-based edge detectors have been developed recently due to the simplicity of the model and the potential for simultaneous removal of different types of noise in the process of detection [11-13].

With the increasing requirements of the accuracy of algorithms in the image edge detection, some intelligent algorithms are used, such as artificial neural network [14], fuzzy optimization [15], Genetic algorithm, ant colony optimization [16] and Particle Swarm Optimization.

Also, some new techniques have been developed in this field, which improve the edge detection performance, such as designing edge detector filters in potential field [17], Krawtchouk orthogonal polynomials [18], arctangent edge model [20], wavelet transform [19,21] and gravity field [22-23].

In this paper, we focus on the Gaussian edge detection and develop Canny edge detector by the derivation of
Gaussian wavelet function and improve results by introducing an algorithm which joints different edge maps. We show that this technique reduces spurious responses and improves edge detection criteria.

Our paper is organized as follows: Section 2 discusses the principal of the edge detection idea by the wavelet transform and introduces new wavelet functions based on $n$th derivative Gaussian, which are used in this paper for the edge detection. Section 3 deals with our scheme description and famous edge detection criteria and Section 4 demonstrates experimental results.

2. New Bases Introduction

Canny has used the first order derivative of the Gaussian filter as the wavelet function. We develop this idea to $n$th order derivative of the Gaussian filter. The wavelet functions derived from $g(x,y)$ in the direction of $x$ and $y$ as:

$$
\psi^1_x(x,y) = \frac{\partial g(x,y)}{\partial x^n}
$$

$$
\psi^1_y(x,y) = \frac{\partial g(x,y)}{\partial y^n}
$$

$n = 1, 2, ...$

These bases satisfy the admissibility condition and tend to 0 in $\pm \infty$. Assume $g_s(x,y)$ be the smoothing function at the scale $s$:

$$
g_s(x,y) = \frac{1}{2\pi s^2} e^{-\frac{1}{2s^2}(x^2+y^2)}
$$

Hence, scaled wavelet bases are defined as:

$$
\psi^n_s(x,y) = s^n \frac{\partial^n g_s(x,y)}{\partial x^n}
$$

$$
\psi^n_s(x,y) = s^n \frac{\partial^n g_s(x,y)}{\partial y^n}
$$

For an image $f(x,y)$, its wavelet transform has two elements in the $x$ and $y$ directions.

$$
W^x_s(f(x,y)) = f(x,y) * \psi^n_s(x,y)
$$

$$
W^y_s(f(x,y)) = f(x,y) * \psi^n_s(x,y)
$$

$$
M_s(f(x,y)) = \sqrt{W^x_s(f(x,y))^2 + W^y_s(f(x,y))^2}
$$

The points at which their modulus values $(M_s(f(x,y)))$ are the local maximums correspond to abrupt change points in the corresponding positions of the smooth image or the position of the sharp and steep changes, whose sizes reflect the gray strengths in the positions. So, as long as we detect the local maximum value points of the wavelet transform series modulus along the gradient direction, the edge points of the image are gained.

3. Method Description and Analysis Parameters

In this section, we describe the proposed method. Then some famous criteria are discussed briefly, which are used in experimental results.

3.1 Method Description

Traditionally, first derivation of the Gaussian wavelet is considered as an edge detector [3]. Finding local maxima of absolute $M(x,y)$ in $A(x,y)$ direction yields edge points (magnitude and orientation). Another method is the usage of the second derivation of the Gaussian filter response and finding zero-crossing points, which is very sensitive to the noise. Zhang improved results by the scale multiplication method [9]. We complete Zhang method and introduce here a novel technique of the Gaussian wavelet edge detection to refine the noise interference. This technique is based on the multiplication of $\psi^n_s(x,y)$ edge responses not only across the scale $s$, but across the derivation $n$. This procedure has two freedom degree parameters to adjust noise and the edge dislocation. Fig 1 shows the block diagram of the proposed method. Our method consists of five steps:

1- Input noisy image which has been corrupted by AWGN.
2- Calculate $\psi^n_s(x,y)$ and $\psi^n_s(x,y)$ according to Eq (3) in unit scale and $n = 1, 2, 3$. The length of filters is 7.
3- Obtain relevant coefficients in $x$ and $y$ directions by convolution of calculated bases in step 2 with the noisy image.
4- Prepare the edge maps of every derivation (i.e. $n=1, 3, 5$) according to Eq (4-c) which named $W^n_s(x,y)$. These results are shown in the first stage of Figure 1.
5- Apply pruning algorithm to different edge maps and yield a result with higher quality and lower fake edges.

3.2 Analysis Criteria

Pratt [25] introduced a criterion that shows the quantity performance of edge detection, which is used in much research [10, 24]. This parameter is called figure of merit and defined as:

$$
F = \frac{1}{\max[N_f, N_s]} \sum_{i=1}^{N_s} \frac{1}{1 + \alpha d^2(i)}
$$

Where $N_f$ is the number of true edges, and $N_s$ represents the number of marked edges by the detector algorithm. $\alpha$ is a penalty scaling number that controls false edges and is set on 1/9 in this paper like Pratt work. $d$ means the Euclidian distance between the point detected by the algorithm procedure and marked as the edge point and its actual edge in the reference map. There
are three types of distance definition between two pixels \((x_1, y_1)\) and \((x_2, y_2)\) which are used in this paper as follows:

- Cityblock: in 2D space, the cityblock distance is defined as \([|x_1-x_2|+|y_1-y_2|]\)
- Chessboard: which is identified by \(\max(|x_1-x_2|,|y_1-y_2|)\)
- Quasi-Euclidean: the quasi-Euclidean distance is calculated by:

\[
d_{\text{quasi-euclidean}} = \begin{cases} 
|x_1-x_2| + (\sqrt{2}-1)|y_1-y_2| & |x_1-x_2| > |y_1-y_2| \\
(\sqrt{2}-1)|x_1-x_2| + |y_1-y_2| & \text{otherwise}
\end{cases}
\] (6)

Second parameter is based on the distance between marked edges and true edges. Root mean square localization error is denoted by \(D\) and designed by Zhang [9]:

\[
D = \sqrt{\frac{1}{N} \sum_{i=1}^{N}(p_{a}(i) - p_{d}(i))^2}
\] (7)

where \(N\) in this formula is the number of edge points. The actual edge position is denoted by \(p_a\) and the detected edge point by the algorithm is denoted by \(p_d\).

The edges are classified in four groups in the edge detection process:

True positive (TP): these edges are actual edges, and we detected them correctly. An edge detector would be more powerful that has a higher TP edges result.

False positive (FP): this criterion refers to the amount of the edges that are not real edges; but we detected them as true edges.

True negative (TN): these points are not edges and we ignored them correctly. TP has a reverse relationship with FP in most cases. The greater true negative means the better edge detection result.

False negative (FN): we neglected this type of points as edges. But they are true edges. Lower FP means better edge quality.

True positive rate (TPR): this normalized criterion contains correct and false detection pixels, and shows the sensitivity of results. True positive rate is calculated as:

\[
TPR = \frac{TP}{TP + FN}
\] (8)

False positive rate (FPR): conversely, FPR refers to the error of edge detecting. False positive rate is between 0 to 1 and specified by:

\[
FPR = \frac{FP}{FP + TN}
\] (9)

Precision (PREC): another evaluation parameter declares how the percentage of marked edge points is true. Precision is obtained from [2]:

\[
PREC = \frac{TP}{TP + FP}
\] (10)

\(F\) alpha-measure (\(F_{\alpha}\)): \(F\) alpha-measure shows the overall quality and is given by [26]:

\[
F_{\alpha} = \frac{PREC \cdot TPR}{a \cdot PREC + (1-a)TPR}
\] (11)

Where \(a\) is a scaling constant between 0 and 1.

Accuracy: it shows the precision of diagnostic true edges in edge detection. Accuracy is delivered by percentage and obtained from:

\[
\text{accuracy} \% = 100 \times \frac{TP + TN}{TP + TN + FP + FN}
\] (12)

4. Experimental Results

In this section, the ability of proposed edge detector is shown. We present results in visual and statistical modes.

4.1 Visual Results

In this part, the wavelet response of proposed bases is investigated. We applied three wavelet bases \(\psi^1(x, y), \psi^2(x, y)\) and \(\psi^3(x, y)\) to the images. The results are illustrated in Fig 2. Two types of image were considered in this paper: binary (‘WAVELET TRANSFORM’) and grayscale (‘Lena’ and ‘cameraman’) with the size of 256*256 pixels.

Each image has two columns. First one is a noise free image and its wavelet edges respectively. And second column shows the image with an exploited edge from the wavelet coefficient at scale \(s=1\). These results are achieved after applying the threshold to wavelet coefficients at the scale \(s=1\). The images are corrupted by additive white Gaussian noise with the different variance. We find out, there is a little difference between \(\psi^1(x, y), \psi^2(x, y)\) and \(\psi^3(x, y)\). So all of them can be used in edge detection separately. In much research, first order derivative of the smooth function is used as the edge detector.

![Fig. 2. First, third and fifth Gaussian derivation wavelet response with different noise power density in scale s=1. First columns of images are noise free.](image-url)
Fig 3 shows the results of the edge detection based on first, third and fifth order derivation of the Gaussian smooth function (response of $\psi^1(x,y), \psi^3(x,y)$ and $\psi^5(x,y)$) in ideal (first rows) and various noise power (second and third rows) cases. The first rows indicate the noise free response where coefficients multiplication, $W^1(x,y) \times W^3(x,y)$ or $W^3(x,y) \times W^5(x,y) \times W^5(x,y)$ extenuates thick edges. When the image is polluted a little by noise, the best choice is the use of single $W^1(x,y)$ for the edge detection. When the noise power density is considerable, and we cannot ignore the effect of noise, it is better to use $W^3(x,y) \times W^5(x,y)$ instead of the traditional one for edge detection. Assume that the image is contaminated by noise significantly. The best choice is $W^1(x,y) \times W^3(x,y) \times W^5(x,y)$ where the wrong edges number is lowest and true edges remain meaningful.

4.2 Statistical Results

The previous part shows the edge detection in the visual scene. In this part, the statistical results of the parameters which have been introduced in section 2, are calculated and presented in tables for the discussion and comparison. We can investigate the edge responses and obtain results similar to the ones in the previous part. Table 1 shows the calculated statistical parameters of the three images (‘wavelet transform’, ‘Lena’, ‘cameraman’) with the different noise power.

Table 1. Statistical results of edge detection. $d_1$=‘cityblock’, $d_2$=‘chessboard’ and $d_3$=‘quasi-Euclidian’ distance definition (refer to section 3)
5. Improved Algorithm

In the previous section, we saw that $W_i^1(x,y)$ (traditional wavelet edge detection) was useful in low noise condition and had good results in parameters listed in Table 1. But its drawback is the acting on the medium and high noise level. In other words, it is very sensitive to noise contaminating. In this condition, $W_i^1(x,y) \times W_i^3(x,y)$ or $W_i^1(x,y) \times W_i^2(x,y) \times W_i^3(x,y)$ is introduced as a method to refine noise. $W_i^1(x,y) \times W_i^3(x,y)$ and $W_i^1(x,y) \times W_i^2(x,y) \times W_i^3(x,y)$ are powerful to remove spurious responses where created by the noise. Their suppressing noise parameters such as D, FPR, PREC, $F_1$ and Accuracy have been better than $W_i^1(x,y)$ parameters.

But the edge quality was low, and it could detect only main and thick edges and had low TPR and Figure of merit criteria. $W_i^1(x,y) \times W_i^2(x,y)$ or $W_i^1(x,y) \times W_i^3(x,y) \times W_i^5(x,y)$ kills noise and details simultaneously. So in high polluted images another algorithm is essential to pick up good characteristics of $W_i^1(x,y)$ such as TPR and F and pick up good characteristics of $W_i^1(x,y)$ such as FPR and PREC to improve the edge detection criteria and handles a reasonable response. This algorithm must be applied as a post-processing to result edges, i.e. wavelet coefficients after a thresholding process. An improved edge detection algorithm named pruning algorithm is introduced here. Pruning algorithm is a post-processing stage that applied to binary image (detected edge map). It is useful where there are similar edge maps such as multiresolution levels of an image, and we want to fuse them. In pruning algorithm, a binary frame with the complete edge and also with the high polluted noise is chosen as the initial edge image. Other frames are used to improve edges in the initial edge image.

This algorithm uses $W_i^2(x,y)$ as a basic edge frame. In this process, all the detected points in $W_i^2(x,y)$ are considered as candidate edges and tries to remove false edges by searching the neighborhood of pixels in other frames like $W_i^2(x,y) \times W_i^3(x,y)$ or $W_i^1(x,y) \times W_i^3(x,y) \times W_i^5(x,y)$. The pruning algorithm is as follows:

1. Define an $n$-connected neighborhood for searching areas as shown in Fig 4.
2. For each pixel belonging to $W_i^1(x,y)$, determine this pixel and study $n$-connected neighborhoods in $W_i^2(x,y)$ or $W_i^3(x,y)$. If FPR is more important to us, $W_i^2(x,y)$ is selected for searching area and if Accuracy and TPR are more important in the edge detection, $W_i^3(x,y)$ is a better choice.
3. To achieve noise reduction, if the number of detected edges in $W_i^2(x,y) \times W_i^3(x,y) \times W_i^5(x,y)$ or $W_i^2(x,y) \times W_i^3(x,y) \times W_i^5(x,y)$ is less than a certain threshold, it is considered as a noisy edge.

Fig. 4. N-connected neighborhood for searching areas

The pruning algorithm is as follows:

1. Define an $n$-connected neighborhood for searching areas as shown in Fig 4.
2. For each pixel belonging to $W_i^1(x,y)$, determine this pixel and study $n$-connected neighborhood in $W_i^2(x,y) \times W_i^3(x,y)$ or $W_i^2(x,y) \times W_i^3(x,y) \times W_i^5(x,y)$. If FPR is more important to us, $W_i^2(x,y) \times W_i^3(x,y) \times W_i^5(x,y)$ is selected for searching area and if accuracy and TPR are more important in the edge detection, $W_i^2(x,y) \times W_i^3(x,y)$ is a better choice.
3. To achieve noise reduction, if the number of detected edges in $W_i^2(x,y) \times W_i^3(x,y) \times W_i^5(x,y)$ or $W_i^2(x,y) \times W_i^3(x,y)$ is less than a certain threshold, it is considered as a noisy edge.
\( W_2(x, y) \times W_2(x, y) \) is more than \( N \), \( p(i, j) \) is denoted as a real pixel, otherwise \( p(i, j) \) in \( W_2(x, y) \) changes to zero.

This algorithm applied to study images and results are shown in Fig 5 and Table 2.

This algorithm applied to study images and results are shown in Fig 5 and Table 2.

<table>
<thead>
<tr>
<th>Wavelet Transform</th>
<th>Image ( W_1 )</th>
<th>( W_1 \times W_1 )</th>
<th>( W_1 \times W_1 \times W_1 )</th>
<th>( W_1 \times W_1 \times W_1 \times W_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved</td>
<td>0.954</td>
<td>0.961</td>
<td>0.964</td>
<td>0.960</td>
</tr>
</tbody>
</table>

**6. Conclusions**

An efficiency edge detection algorithm to remove spurious noise based on nth order derivative of Gaussian wavelet is presented in this paper. To approach the goal, first a new set of wavelet bases is introduced. After that, a new algorithm based on the wavelet coefficients multiplication is presented. We showed that how the use of higher order of Gaussian derivations can improve edge detection criteria. Our algorithm is applied to noisy binary and grayscale images in order to verify the efficiency of the proposed scheme for these two types of images and the results are carried out in both visual and statistical data. The results are compared with the traditional wavelet transform edge detection and investigated edge detection parameters. Our method has two freedom parameters (nth order derivative and the scale) to compare the basic Gaussian wavelet edge detection, which has a single parameter (scale) to adjust the resolution and noise refining. Finally, a neighborhood searching algorithm as a post processing stage is applied to improve the proposed method. The experimental results verified that our scheme is capable of improving image criteria on demand.
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