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Abstract  
Cloud computing is becoming an important and adoptable technology for many of the organization which requires a large 

amount of physical tools. In this technology, services are provided and presented according to users’ requests. Due to the 

presence of a large number of data centers in cloud computing, power consumption has recently become an important issue. 

However, data centers hosting Cloud applications consume huge amounts of electrical energy and contributing to high 

operational costs to the environment. Therefore, we need Green Cloud computing solutions that can not only minimize 

operational costs but also reduce the environmental impact. Live migration of virtual machines and their scheduling and 

embedding lead to enhanced efficiency of dynamic resources. The guarantee of service quality and service reliability is an 

indispensable and irrevocable requirement with respect to service level agreement. Hence, providing a method for reducing 

costs of power consumption, data transmission, bandwidth and, also, for enhancing quality of service (QoS) in cloud 

computing is critical. In this paper, a Big Bang–Big Crunch (BB-BC) based algorithm for embedding virtual machines in 

cloud computing was proposed. We have validated our approach by conducting a performance evaluation study using the 

CloudSim toolkit. Simulation results indicate that the proposed method not only enhances service quality, thanks to the 

reduction of agreement violation, but also reduces power consumption. 

Keywords: Cloud computing; Virtual machine; Big Bang–Big Crunch algorithm; Energy; Service level agreement. 

 

1- Introduction 

Cloud can be defined as a new computing technology and 

paradigm that provides scalable, on-demand, and 

virtualized resources for users [1]. Cloud computing is a 

computing model based on computer networks which 

presents a new pattern for providing, consuming and 

delivering computational services (such as infrastructure, 

software and other computational resources) via using 

network [2, 3]. Information technology resources are such 

as wireless sensor networks (WSNs) [4-6], mobile ad hoc 

networks (MANETs) [7-9] and Internet of things (IoT) 

accessed at users’ request time and based on their needs; 

they are delivered in a flexible and scalable manner 

through the internet. That is, users only pay the costs of 

their own consumed electricity and water. In case cloud 

computing is applied, users will only pay the cost of 

services they have used [10-12]. A user and a service 

provider should sign an agreement so that a service can be 

provided and delivered to the user. In such an agreement, 

the level and content of the provided services, i.e. data 

quality, data management, costs, etc., are mentioned and 

announced by the providers of cloud computing.  

Indeed, as mentioned above, cloud computing is a 

requested computational model which requires a large 

amount of physical tools. The services are provided as 

soon as they are requested by the users. Hence, excessive 

requests of cloud computing increases power consumption 

in data centers. These centers consume huge amounts of 

power which consequently leads to releasing large 

amounts of carbon. Resource optimization, power 

consumption reduction and virtual machine stabilization 

are considered as the major challenges in this research 

domain [13].  

Systems can be used simply and straightforwardly through 

the application of cloud computing. Scalable resource 

management in cloud computing is made possible via 

virtual machines [14, 15]. As the number of requests for 

using virtual machines increases, cloud computing 

resources will be also increasingly used. As a result, 

scheduling resources can be considered as an effective 

method [16, 17]. As the number of requests increases, the 

number of virtual machines will be insufficient; thus, 

solutions are needed for enhancing scalability and 
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reducing overheads in resource scheduling and enhancing 

service quality [18-20].   

Since the application and utilization of cloud computing 

has increased significantly [21], approaches and solutions 

need to be proposed for enhancing service quality, service 

reliability, optimal resource use and saving power 

consumption. Virtualization carries out live migration of 

virtual machine in the network by guaranteeing the lowest 

drop. Durability of the fixed virtual machine can enhance 

the efficiency of the dynamic resources. 

Service quality guarantee and reliability according to 

service level agreement is considered to be an irrevocable 

and indispensable requirement for cloud service providers 

[22].  

Power consumption optimization in cloud data centers is 

composed of two steps: the first step is the effective 

allocation of virtual machines which is aimed at maximal 

utilization of available resources and saving energy [23-

27]. The second step is the optimization of the allocated 

resources. Given the above-mentioned discussions, it is 

imperative that methods be presented for reducing costs of 

power consumption, data transmission, bandwidth and also 

for enhancing service quality in cloud computing.  

In this paper, by capitalizing on Big Bang–Big Crunch 

algorithm [28] in the resource allocation stage, we made 

an effort to enhance QoS (quality of service) and reduce 

power consumption. In this paper, we consider the power 

consumption of different network elements that create the 

network topology in backbone networks as well as the 

power consumption in physical machines and data centers. 

Simulation results show that the proposed scheme is an 

energy efficient embedded scheme for cloud computing 

environment.  

The rest of the paper is organized as follows: in Section 2, 

previous methods and works regarding power 

consumption in cloud computing are briefly reviewed. In 

Section 3, the proposed algorithm is presented. In Section 

4, the required simulations for the proposed algorithm 

were carried out in Cloudsim environment and the 

obtained results were compared with those of other similar 

algorithms. In Section 5, the conclusions and findings are 

summed up and directions for further research on 

optimizing service quality in cloud computing are 

recommended.  

2- Related Works 

One of the critical issues which has attracted most users’ 

attention is the optimal and maximal use of resources. 

Embedding virtual machine is one of the most 

fundamental approaches for virtualization in cloud 

computing [29]. Embedding or allocating resources can be 

done in different domains such as operating systems, 

management of data centers and the selection of the best 

virtual machine. It was aimed at meeting users’ needs.  

Embedding virtual machines is a mapping process from 

virtual machine to physical machine. In other words, it is 

the selection of the best and most ideal physical machine 

for virtual machine. The number of virtual machines in 

each class may be different depending on users’ demands 

[30]. In the architecture of embedding a virtual machine, 

each data center has a series of physical servers. Each 

physical server is virtualized through several virtual 

machines [31].   

The current problem in embedding virtual machines is 

concerned with how to embed virtual machines in 

achieving maximal efficiency. Here, the term efficiency 

refers to lesser use of load threshold, cost reduction, 

scalability and power consumption in cloud data center. 

However, it should be noted that some of the objectives 

are in contrast with each other. Hence, all of them may not 

be achieved in an embedding scheme. In case an 

appropriate method is not used in data centers, undesirable 

results such as increased power consumption, reduced 

service quality, reduced customer satisfaction and other 

problems might be imposed on service providers.  

By capitalizing on proper allocation of virtual machines or 

techniques in data resource migration among virtual 

machines, power consumption can be optimized in cloud 

computing. Here, some of the previous works on saving 

power consumption in cloud data centers and efficient 

techniques of embedding virtual machines are reviewed in 

short.  

In [32], the authors investigated the issue of allocating 

virtual machines by focusing on maximal use of multi-

dimensional resources and reducing power consumption. 

The problem of allocating virtual machine was solved by 

using honeybee algorithm via hierarchical clustering 

which was intended to reduce power consumption in 

servers.   

In [33], the authors proposed a method for allocating 

dynamic resources of data centers based on functional 

demands. It was aimed at optimizing the number of active 

servers and supported green computation. An effective 

algorithm, namely variable item size bin packing (VISBP), 

was obtained which operates well in real environments by 

adjusting available resources in physical servers. Their 

proposed approach supports green computing by 

optimizing the number of servers used. Experimental 

results show that the VISBP has better performance in hot 

spots’ migration and load balance when compared to the 

existing algorithm. On the other hand, the assumption in 

the paper that all physical machines are homogeneous with 

unit capacity may be the cardinal restriction of its 

application. 

In [34], the authors proposed the idea of the pool of 

available physical resources which is presented like a 

backpack; it is solved by genetic algorithm so as to 
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achieve optimal allocation. In this way, a better solution 

can be achieved by considering several multi-dimensional 

parameters in the demand for virtual machine. As a result, 

virtual machine migration is reduced and energy is saved 

as much as possible [35].  

In [22], virtual machine was selected and embedded for 

reducing power consumption and enhancing service 

quality in virtualization and virtual machine stabilization. 

It was intended for achieving optimal resource efficiency. 

In this work, researchers used a computational 

evolutionary algorithm, i.e. compatible genetic algorithm, 

based on virtual machine stabilization method. Virtual 

machine was embedded by compatible genetic algorithm 

via various virtual machine selection policies such as 

minimum migration time, highest solidarity and 

correlation and random selection. It was implemented by 

different processors; it was found that compatible genetic 

method is desirably responsive to large areas. In cases 

where energy issue is of high significance, this method can 

guarantee high service level and service quality for large 

cloud computing systems with the least amount of 

agreement violation.  

In [36], the issue of embedding virtual machine and data 

was regarded as an NP-Hard problem. The meta-heuristic 

algorithm of ant-colony optimization was used for solving 

this problem. In this method, a set of neighboring physical 

machines was selected for embedding data and virtual 

machines. Data are distributed in physical storage tools of 

the selected physical machines. For processing the 

capacity of each physical machine, a set of virtual 

machines is embedded in these physical machines so that 

the data stored in them can be processed. Simulation 

results indicate that this method selects physical machines 

close to each other and tasks are carried out in the 

allocated physical machines. In this way, the total time for 

doing tasks is reduced. However, in this scheme each 

virtual machine is mapped onto single physical machine, 

which shows that the amount of network resource 

allocated is not less than its demand and hence the 

proposed embedding algorithm may not give efficient 

result in terms of power consumption. 

In [37], the authors presented a method for allocating 

virtual machine by using eagle strategy from Hybrid Krill 

Herd (KH). It was aimed at enhancing the use of services 

for internet users. Cloud computing services are presented 

through the communications of cloud data centers and 

through sharing the resources of virtual machines. 

Efficiency parameter is reduced in allocating virtual 

machine and in abnormal working load of cloud centers 

and in obstructions. Quality of experience (QoE) is 

reduced in data centers. The policy of optimizing virtual 

machine allocation eliminates the impact of remoteness 

from data center and obstruction impact. In this way, 

uninterrupted access with appropriate throughput is 

provided for optimizing the quality of experience. 

Furthermore, an additional optimization flag is added to 

the service level agreement. When the workload is 

explosive, the virtual machine is automatically expanded 

by using Hybrid Krill Herd (KH). If optimization flag is 

adjusted properly, optimization is done again. Change and 

reaction protocol and the agreement protocol were 

recommended for predicting optimal resources in virtual 

machines for avoiding abnormality and density. Initial 

parameters such as delay, packet delivery rate and 

throughput are continuously controlled and observed for 

activating re-optimization and accessing the quality of 

experience with minimal load. Experimental results 

indicate the enhanced capacity of hybrid KH algorithm on 

particle optimization algorithm, ant colony optimization 

algorithm and genetic algorithm.  

In [38], using imperialistic competitive algorithms and 

genetic algorithm, researchers tried to allocate virtual 

machines to physical hosts. Here, the intersection 

operation of the genetic algorithm was mixed with IC. 

Simulation results indicate notable improvements with 

regard to power consumption of the proposed algorithm. 

This scheme infers that the users need to send the 

maximum resource requirement of the virtual machines 

and virtual links, which may lead to the resource over-

subscription problem and cost ineffectiveness. 

 

In [39], the authors developed a new and effective 

evolutionary method for allocating VMs which was 

capable of maximizing the energy efficiency of a cloud 

data center via reservation of VMs. A new fitness function 

was presented based on energy definition which can 

effectively reduce power consumption and use the 

resources of data centers based on reserve. According to 

this evolutionary algorithm, a VM allocation method was 

put forth which was able to carry out VM to PM mapping 

with the best energy efficiency. Finally, an efficient 

simulation engine was developed for maximizing heuristic 

solutions of optimal VM allocation which can reduce the 

required time for evaluating VM allocation solutions in 

each iteration. The experimental results of the simulation 

in CloudSim and cloud environment indicate that the 

method proposed in this study can achieve not only an 

optimal allocation solution for a set of protected VMs but 

also can obtain further VMs with fewer physical machines 

for achieving higher energy efficiency.  

In [40], the authors presented a novel merge-and-split-

based coalitional game-theoretic scheme for VM 

consolidation in heterogeneous clouds. At first, they 

partition PMs into different groups based on their 

workload levels, then they employ a coalitional-game-

based VM consolidation algorithm (CGMS) in selecting 

members from such groups to form effective coalitions, 

performs VM migrations among the coalition members to 

maximize the payoff of every coalition, and finally keeps 

PMs running in a high energy-efficiency state. 
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In [41], the authors proposed a spatial task scheduling and 

resource optimization (STSRO) method to minimize the 

total cost of their provider by cost-effectively scheduling 

all arriving tasks of heterogeneous applications to meet 

tasks' delay-bound constraints. STSRO well exploits 

spatial diversity in distributed green cloud data centers 

(DGCDCs). In each time slot, the cost minimization 

problem for DGCDCs is formulated as a constrained 

optimization one and solved by the proposed simulated 

annealing-based bat algorithm (SBA). As a result, the 

acceptance ratio and resource utilization is not optimized. 

In [42], the authors proposed  an energy aware clustered 

load balancing system in which, heterogeneous resources 

are clustered into different groups by using a partitioning-

based clustering algorithm. The clustering reduces number 

of resources needs to be searched and hence minimizes the 

time required for resource discovery. An energy aware 

best-fit virtual machine (VM) allocation is used for 

reducing the power consumption. The process allocations 

to VMs are done based on best-fit allocation strategy for 

optimal space utilization. 

The above-mentioned brief review of the related works 

shows that several methods have been developed and 

proposed for embedding and allocating virtual machines. 

Nonetheless, controlling and reducing power consumption 

and enhancing service quality still remain as serious 

challenges in cloud computing. The method proposed in 

this paper for optimizing efficiency and reducing power 

consumption in cloud computing by embedding virtual 

machine via Big Bang–Big Crunch algorithm are 

discussed in the following section.  

3- The Big Bang–Big Crunch Optimization 

Algorithm  

Big Bang–Big Crunch optimization algorithm is a meta-

heuristic population based evolutionary scheme presented 

by Erol and Eksin [28] . It includes the following stages:  

Step 1: (Big-Bang phase): An initial generation of N 

candidates is generated randomly in the   search 

space, similar the other evolutionary search 

algorithms. 

Step 2: The cost function values of all the candidate 

solutions are computed. 

Step 3: (Big Crunch phase): This phase comes as a 

convergence operator. Either the best fit individual 

or the center of mass is chosen as the Centre point. 

The Centre of mass is calculated as: 

                
∑

  

  
 
   

∑
 

  
 
   

                                        (1) 

Where in Eq. (1), xc is the position of the center of 

mass, xi is the position of the candidate,  fi is the 

cost function value of the ith candidate, and N is the 

population size. 

Step 4: New candidates are calculated around the new 

point calculated in Step 3 by adding or subtracting 

a random number whose value decreases as the 

iterations elapse, which can be formalized as: 

                  =   
             

 
                  (2) 

Where in Eq. (2), γ is a random number, ρ is a 

parameter limiting search space, xmin and xmax are the 

upper and lower limits, and k is the iteration step. 

Step 5: Repeat step 2-4 until stopping criteria has not been 

achieved. 

4- The proposed Method  

In this paper, the technique of optimally allocating virtual 

machines to the requests was proposed for enhancing 

efficiency and service quality and reducing power 

consumption in cloud computing. Accordingly, Big Bang–

Big Crunch meta-heuristic method was proposed for 

allocating virtual machines to the requests. In the next 

stage, since the objective of the proposed method was to 

reduce the utilization of physical machines for reducing 

power consumption and enhancing system efficiency, 

system should be planned in such a way that the highest 

number of physical hosts should be put in the sleep mode. 

Hence, sleep/awake technique and threshold were used for 

determining hosts which should be turned off.  

4-1- Fitness Function 

The value and fitness of a solution should be measured by 

a fitness function so as to find out how appropriate the 

response of that solution is. Based on effective parameters 

about the quality of a solution, this function attributes a 

value to the solution. In the proposed algorithm, by 

applying this function on all the solutions, the fitness of 

each one is measured; the solution with the best value 

which may be maximal or minimal according to the policy 

of placing parameters is considered as the most suitable 

solution. The following parameters were used in the 

proposed method. Table 1 gives the parameters used in the 

formulas.  

Table 1. Parameters used in the proposed method  

Parameter Description 

 
V 

The set of virtual machines 

P The set of physical hosts 

Vi One virtual machine in the V set 

Vi
CPU 

Vi
CPU 

The amount of required processor for virtual 

machine i 

Vi
mem 

 

The amount of required main memory for 

virtual machine i 
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Pj One physical host in the set P 

Pj
CPU The processing capability of physical 

machine Pj 
Pj

wcpu 

 

The total workload of the processor of the 

physical host Pj 

Vjp The set of virtual machines allocated to 

physical hosts 

 

 

 

 

 

 

 

 

In the physical host,    is measured according to Eq. (3):  

(3)     
 

       
   

 

Where, in Eq. (3)    refers to efficiency rate of the 

processor of the physical host pj. Consequently, power 

consumption will be computed as follow [35].  

(4)                          

Where in Eq. (4), Pmax is the maximum power consumed 

when the server is fully utilized; k is the fraction of power 

consumed by the idle server; and u is the CPU (central 

process unit) utilization. In this way, the fitness function 

for measuring the value of each response is computed via 

Eq. (5).  

          ∑      
 
                                    (5) 

In the first stage of the proposed method, after a virtual 

machine is requested by a user, virtual machines are 

randomly allocated to requests according to Big Bang–Big 

Crunch algorithm. Given the total allocation methods, N 

allocation methods are defined as the initial population. In 

the third stage, solutions change their directions. Then, in 

the fourth stage, the best virtual machine allocation is 

searched by orbiting around the initial response so that a 

more optimal allocation is obtained. After a certain 

number of the iteration of the algorithm, the best virtual 

machine allocation to the requests is determined.  

Excessive use of resources, especially the processor, leads 

to the overheating that resource and, consequently, heat 

loss and power loss. Furthermore, resource reception 

requests which arrive at the resources with overload 

should stay in the service reception queues; hence, it 

results in the increased response time, violation of service 

level agreement and reduced service quality. On the other 

hand, resources with an amount of load less than normal 

which are on need to consume energy so that they can 

keep their physical machines in the awake mode. They use 

a negligible portion of their capacities and have poor 

efficiency; this is considered as a waste of resource and 

power. Hence, it is necessary that a technique be used for 

determining hosts with low load and hosts with excessive 

load. For doing so, efficiency threshold is determined for 

processors of the physical machines.  

For finding machines which should migrate, we need to 

determine machines with overload or machines with less 

than usual load. The existence of hosts with overloads 

leads to reduced system efficiency and service quality and, 

also, increased temperature of the system. As a result, it is 

imperative that hosts with overload be determined and that 

working loads be distributed in a balanced way in the 

entire system. The method developed in [43] was used for 

determining threshold. 

Figure 1 indicates an example for virtual network 

embedding in physical machines.  

   

Switches

Switches

Physical 

machine

A virtual 

machine

ACC

 
Fig. 1.  An example of virtual network embedding: Physical network. 

Degree of CPU use of all host machines was considered as 

a criterion for determining overly used machines and less 

used machines. If a host machine is specified as an overly 

used machine, some of the virtual machines of this host 

machine will migrate to another host machine. Also, in 

case the host machine is determined as a less used 

machine, some of the virtual machines of this host 

machine will migrate to another host machine. Then, 

according to sleep/awake technique, unused machines will 

go into sleep/awake modes. According to Beloglazov 

method, if CPU use is less than low threshold (LT) value, 

that host machine will be regarded as a less used machine. 

On the other hand, if CPU use is more than up threshold 

(UT) value, it will be considered as an overly used 

machine. In this way, LT and UT are used for specifying 

less used and overly used machines.  

As shown in Fig. 2, by defining threshold boundaries, we 

will deal with three types of hosts. That is to say, hosts 

with values less than low threshold are regarded as hosts 

with low working loads. Hosts with working loads which 

are higher than up threshold value are known as hosts with 

overloads. Finally, hosts with working load between UT 

and LT are considered to be the ideal hosts.  

 
Fig. 2.  Classification of hosts in terms of working load  

 

hosts with low working loads 

ideal hosts 

hosts with load 
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In the proposed method, we tend to reduce the utilization 

of working machines in line with reducing power 

consumption and enhancing system efficiency. After low-

load hosts are determined, we can migrate virtual 

machines of these hosts to other hosts according to sleep-

awake algorithm and change their mode to the sleep mode. 

In this way, power consumption is reduced; even by 

turning off these hosts, their power consumption can be 

reduced to zero. Hence, it can be argued that turning off an 

idle host can prevent the loss of power consumption.  
Algorithm 1 shows Pseudo code of possible migration. 

 

 

 

 
Algorithm 1. Pseudo code of possible migrate 

1: Input: VMList: GV(NV, EV), Physical list: GP(NP, EP) 
2: Output: allocation of VMs, Embedded list 

3: for i=1 to all host (PMs) 

4:   if (is_underload (hosti)==true) 
5:  VM_selction=Random Selection (between all VMs in 

Hosti); 

6:            VM_selction used as input for allocation agent 
7:         else 

8:        foreach VM in VMList do 
8:        If ((Possible_migrate (all Hosti )==true) 

9:             all Hosti VMs migrate 

10:              end if 

11:                 end for 

12:            end if 

13:       end for 

14:   return migration_List 

15: end. 

 

As a result of identifying a host with overload, there will 

be two possible modes. The first mode is that there are 

ideal hosts and by sending one virtual machine of the host 

with overload, we can modify this host into an idea host. If 

one machine of the host is identified as an overly used 

machine, a number of the virtual machines of this host will 

be migrated to another host. Random selection (RS) policy 

was recommended for selecting the virtual machine which 

should be migrated from the host. According to this 

policy, the system randomly selects one of the virtual 

machines for migration; as a result of this migration, the 

host is modified into an ideal host and it is no longer 

considered as a host with overload. Consequently, service 

quality is enhanced because no queue will be established 

for receiving services; the system will produce less heat 

and power consumption will be optimized. The second 

mode is that there are no ideal machines; in this case, the 

mode of one sleeping machine will be changed into awake 

mode. Then, the virtual machine of the host with overload 

will migrate to that host.  

The time complexity of the proposed scheme with m 

number of physical machines (physical servers) and n 

number of virtual machines (VMs) is O(m log m + n
2
). 

According to algorithm 1, the running time of calculation 

of bandwidth availability of each physical machine is O(m 

log m). On the other hand, embedding n virtual machine to 

m physical machine using algorithm 1 and Big Bang–Big 

Crunch algorithm is O(n
2
). Hence, the time complexity of 

the proposed scheme can be written as: O(m log m +n
2
)  

Figure 3 indicates the flowchart of the proposed scheme. 

The set of v nodes are grouped such that those that are not 

connected to each other in the topology graph are put into 

one group. Separate groups are created for all the other 

nodes that are connected to each other to avoid embedding 

nodes that are connected into the same substrate node.  

Start

Obtain the graph of nodes with its CPU

And request bandwidth

Group unconnected nodes to avoid 

embedding nodes in the same substrate 

nodes

Choose a group of  virtual nodes to 

embed in physical machine

Select one node with least low 

workload  as candidate of group of 

nodes

Choose a group of  virtual nodes to 

embed in physical machine

Is this CPU sufficient

 for group of nodes 

in candidate node?  

Embed the group to the candidate 

machine.

All groups 

embedded?

End

More 

candidate 

nodes?

Remove 

candidate node

No

Yes

Yes

No

No

 
Figure 3. Flow chart of the proposed scheme 

5- Performance Evaluation             

For evaluating the proposed method, we simulated, 

investigated and compared it with genetic algorithm and 

PABFD (Power Aware Best Fit Decreasing) algorithm 

[43]. CloudSim was used for simulating the proposed 

method which is a well-known Toolkit in Java language 

for simulating cloud computing. In the respective scenario, 

a data center was simulated by 100 heterogeneous physical 
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nodes. Each node was considered with the following 

specification: a CPU core with identical performance of 

1000, 2000 or 3000 millions of commands at each second 

(MIPS), 8 gigabyte of RAM memory and one terabyte 

storage space. The degree of power consumption of a 

physical host ranges from 175 watt with 0% CPU use to 

250 watt with 100% CPU use. Each virtual machine needs 

250, 500, 750 or 1000 MIPS, 128 megabyte RAM and one 

gigabyte storage space. The user records requests for 

supplying 290 homogeneous virtual machines which 

simulates the capacity of the entire data center. Each 

virtual machine executes a web application program or any 

other application with a variable working load. For the 

sake of usefulness and efficiency, CPU was modeled 

according to a randomly distributed variable. The 

application program for 15000 MIPS is equal to a 10-

minute execution on 250 CPU units with 100% usefulness. 

At the beginning, VMs were considered according to the 

requested specifications and 100% usage. Each experiment 

was executed for 10 times and the results were obtained 

according to average values.  

One of the significant parameters of the proposed method 

is the number of iterations of the algorithm which is 

regarded as the condition for the termination of the 

algorithm. The number of iterations affects the results and 

it has been experimentally demonstrated and determined 

which is shown in Fig. 4. In these experiments, the 

proposed scenario was executed with differing number of 

iterations. The vertical axis of Fig. 3 indicates power 

consumption based on kilowatt per hour and the horizontal 

axis indicates the number of iterations of the algorithm. It 

was observed that the best power consumption was related 

to 100 iterations of the algorithm.  

 

 
Fig. 4. The impact of the iterations in Big Bang–Big Crunch algorithm  

 

In one experiment, the degree of power consumption was 

investigated by assuming IQR as host overload detection 

algorithm and RS (Random Selection) and MMT 

(Minimum Migration Time) algorithms were considered as 

VM selection algorithms. The proposed algorithm, genetic 

algorithm and PABFD algorithm were implemented in 10 

random executions. As shown in Fig. 5, with regard to 

using RS algorithm, the proposed method had the average 

power consumption of 47 watts per hour which was the 

lowest power consumption in comparison with GA 

(Genetic Algorithm) and PABFD algorithms. Furthermore, 

with respect to using MMT algorithm, the proposed 

algorithm had the lowest power consumption of 45 watts 

per hour in comparison with GA and PABFD.  

 
Fig. 5. Average power consumption by considering IQR as host overload 

detection algorithm in 10 executions  
 

In another experiment, the degree of violated SLA (service 

level agreement) was investigated by assuming IQR as 

host overload detection and MMT and RS were used as 

VM selection algorithms. As shown in Fig. 6, by using 

MMT algorithm as VM selection algorithm, the degree of 

violated SLA for the proposed method was 1.321% which 

was better than those of GA and PABFD.  

 

 
Fig. 6. Average rate of violated SLA by assuming IQR as host overload 

detection algorithm in 10 executions  
 

In another experiment, power consumption was examined 

by assuming MAD as host overload detection and RS and 

MT were used as VM selection algorithms. The proposed 

method, GA and PABFD were implemented in 10 random 

executions. The results indicate that the proposed method 

had the lowest power consumption of 47 watts per hour in 

comparison with GA and PABFD. Moreover, regarding 

the use of MMT, the proposed method had the lowest 

power consumption (45 watts per hour) in comparison 

with the other two algorithms.    
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Fig. 7. Average power consumption by assuming MAD as host overload 

detection algorithm in 10 executions  

As depicted in Fig. 7, it is observed that the proposed 

method had the lowest power consumption in comparison 

with GA and PABFD. Using RS and MAD, PABFD had 

better performance than GA. In this figure, the vertical 

axis denotes power consumption based on Watt per hour.  

In another experiment, the degree of violated SLA was 

examined by considering MAD as host overload detection 

algorithm and MMT and RS were used as VM selection 

algorithm. The degree of violated SLA was randomly 

investigated in 10 executions. The average of ten 

executions is shown in Fig. 8. Given MMT as VM 

selection algorithm, the average degree of violated SLA 

for the proposed method was 1.038%. Also, given RS as 

VM selection algorithm, the degree of violated SLA was 

0.435%. it can be maintained that the proposed method 

outperformed GA and PABFD with respect to the degree 

of violated SLA in using RS and MMT algorithms.  

 

 
Fig. 8. Degree of violated SLA by using MAD as host overload detection 

algorithm in 10 executions  

  

In on more experiment, power consumption was 

investigated by considering LR as host overload detection 

algorithm and RS and MMT as VM selection algorithms. 

GA and PABFD as well as the proposed method were 

implemented in 10 random executions. As depicted in Fig. 

9, the proposed method had the lowest average power 

consumption of 56 watts per hour in comparison with GA 

and PABFD. Also, regarding the use of MMT algorithm, 

the proposed method consumed 44 watts per hour which 

was less than the power consumptions of GA and PABFD.  

 
Fig. 9. Average power consumption by considering LR as host overload 

detection algorithm in 10 executions  

 

In another experiment, LR, RS and MMT were considered 

as host overload detection algorithm and VM selection 

algorithms for investigating the degree of violated SLA. 

As depicted in Fig. 10, the degree of violated SLA for the 

proposed method regarding the use of MMT and RS 

algorithms were 1.087% and 0.672%, respectively. Hence, 

it can be highlighted that, given RS and MMT algorithms, 

the degree of violated SLA in the proposed method was 

better than those of GA and PABFD.  

 

 
Fig. 10. Average degree of violated SLA by considering LR as host 

overload detection algorithm in 10 executions  

 

Moreover, LRR, MMT and RS were, respectively, used as 

host overload detection algorithm and VM selection 

algorithm for checking power consumption. As Fig. 11 

shows, the average power consumption of the proposed 

method was 46 Watts per hour which was less than those 

of GA and PABFD. Also, with respect to using MMT 

algorithm, power consumption of the proposed algorithm 

was shown to be 42 Watts per hour which was the least 

amount among the three algorithms.  
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Fig. 11.  Average power consumption with respect to LRR as host 

overload detection algorithm in 10 executions  

Moreover, LRR, MMT and RS were respectively used as 

host detection and VM selection algorithms for examining 

the degree of violated SLA. As shown in Fig. 12, the 

degree of violated SLA for the proposed method regarding 

the use of MMT algorithm as VM selection algorithm was 

1.076%. The degree of violated SLA for the proposed 

method, using RS algorithm as VM selection algorithm, 

was 0.418% which was better than those of GA and 

PABFD.  

 

 
Fig. 12. Average degree of violated SLA with respect to using LRR as 

host overload detection in 10 executions  

 

In sum, the results of simulations indicate that the 

proposed method along with LRR and MMT algorithms 

were desirable for detecting overload of physical host and 

selecting virtual machine. The average power consumption 

of the proposed method was 42 Watts per hour. The 

proposed method along with LRR and MMT was able to 

optimize power consumption for 11.90%, ESV for 5%, 

and EST for 49%.  

6- Conclusion and Directions for Further 

Research  

Cloud computing centers consume vast amounts of power 

which, consequently, lead to the release of significant 

amounts of carbon. Resource optimization, reduction of 

power consumption and stabilization of virtual machines 

are considered as critical challenges in this domain of 

study which has attracted many researchers’ attention. 

Indeed, reduction of power consumption, reduction of 

SLA agreement violation and service level and optimal use 

of resources were the primary objectives of the present 

study. Also, heat production reduction, cost reduction and 

having more green pastures were regarded as the 

secondary objectives of the study. By capitalizing on Big 

Bang–Big Crunch algorithm in allocating virtual 

machines, the proposed method was able to optimize 

power consumption and service quality in cloud 

computing. Furthermore, the proposed method optimized 

agreement violation and power consumption. Simulation 

results indicate that the proposed method along with LRR 

algorithm was suitable for detecting overload of physical 

host and MMT algorithm was appropriate for selecting 

virtual machine. The average power consumption of the 

proposed method was 42 Watts per hour which is regarded 

as optimal power consumption. Also, the proposed method 

as well as LRR and MMT algorithms was able to optimize 

power consumption for 11.90%, ESV for 5% and EST for 

49%.  
As directions for further research, for covering the 

difference regarding the degree of violated SLA in service 

level, cloud service providers can provide more service 

level than that requested by the users. Hence, it is 

recommended that a two-objective fitness function be used 

for reducing power consumption and service level 

agreement violation.  
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