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Abstract 
Predicting collaboration between two authors, using their research interests, is one of the important issues that could 

improve the group researches. One type of social networks is the co-authorship network that is one of the most widely 

used data sets for studying. As a part of recent improvements of research, far much attention is devoted to the 

computational analysis of these social networks. The dynamics of these networks makes them challenging to study. Link 

prediction is one of the main problems in social networks analysis. If we represent a social network with a graph, link 

prediction means predicting edges that will be created between nodes in the future. The output of link prediction 

algorithms is using in the various areas such as recommender systems. Also, collaboration prediction between two authors 

using their research interests is one of the issues that improve group researches. There are few studies on link prediction 

that use content published by nodes for predicting collaboration between them. In this study, a new link prediction 

algorithm is developed based on the people interests. By extracting fields that authors have worked on them via analyzing 

papers published by them, this algorithm predicts their communication in future. The results of tests on SID dataset as co-

author dataset show that developed algorithm outperforms all the structure-based link prediction algorithms. Finally, the 

reasons of algorithm’s efficiency are analyzed and presented. 

 

Keywords: Link prediction; Social networks; Content-based; Interest. 
 

 

1. Introduction 

As a part of recent study progress, a great deal of 

attention has been devoted to computational analysis of 

social networks. Indeed, a social network is a social 

structure composed of a set of social actors and set of 

communications between these actors. A social network 

can be imagined as a graph in which the nodes show the 

entities that are in a social context and the edges refer to 

the communication, interaction, collaboration or the effect 

between these entities. Any unit that could connect to 

other units could be considered as a node in the social 

network. One of the social networks is co-author network. 

In these networks, the nodes represent the papers’ authors 

and the edges show the collaboration of these authors in 

writing papers. Like other social networks, these social 

networks are dynamic and they are changing over the 

time via adding the nodes and edges. The dynamics of 

these networks has turned them into a challenging topic 

for study. The network becomes even more complex as 

network nodes and edges grow, and they can be analyzed 

using the network analysis. In the social network analysis, 

analyzing the communication between this network’s 

actors and analyzing the content published by these actors 

are the main concerns. Indeed, a social network analyst 

seeks to discover how their entities are created and 

connected to the social network. The social network 

analysts believe that the success or failure of a community 

depends on the structural patterns in the social network 

graph [1]. SNA fields are divided into descriptive and 

predictive, and they can focus on the links or social 

networks’ entities. Link prediction is a prediction issue 

focusing on the links. Link prediction is a sub-branch of 

social network analysis being used in other fields as 

recommender systems, molecular biology and criminal 

researches. This is the only sub-branch of social network 

analysis focusing on the links instead of focusing on the 

entities. This makes the link prediction attractive and 

makes it distinguished from other data mining domains. 

Link prediction is a sub-set of link mining [2]. Link 

mining is a subset of data mining. Our field of study is to 

predict the network of collaborator writers. In these 

networks, the authors represent the network nodes and 

their collaboration is shown as link in the network graph. 

These networks show the collaboration between the 

papers’ authors. 

There are few studies on link prediction using the 

content published by nodes to predict the link. For this 

reason we have developed an algorithm based on the 

content published by nodes. To define the problem, 

suppose a snapshot of a social network, can we infer 

which new interactions among its members are likely to 

occur in the near future? We consider this question as the 

link prediction problem. This issue focuses on the links 
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between the entities in network. Indeed, the collaboration 

prediction between the entities in the network is called 

link prediction. The goal of link prediction is to estimate 

the probability of creating links between the nodes in 

social networks [3], [2]. This estimation could be 

performed via analyzing attributes of entities and network 

structure. The meaning of network structure is the 

structure of other links in the network. In fact, the 

structural characteristics of the social network are the 

same as the topological properties of the network graph. 

In link prediction, the target is predicting links at time t2, 

while we have links at time t1 [4]. Any link prediction 

algorithm gives a score to a non-existing link and this 

score shows the probability of existence of the link at 

time t2 and it calculates the similarity between the nodes 

that are in the end of the link. All the nonexistent links 

will be sorted in a descending order according to their 

scores, and the links at the top of the list are most likely to 

exist in the future [5], [2]. Considering a social network G 

(V, E) at time t1, where V is the set of nodes and E is the 

set of edges. The interaction between nodes u ,v is shown 

as edge e, as e ϵ E. Link prediction is defined as: The link 

prediction algorithm only by accessing the graph of the 

time interval t1, should predict existence of the edges that  

exist in time interval t2, but they haven’t existed in time 

interval t1. As t2>t1, set t1 is called training set and set t2 is 

called test set. 

In this study, different methods of link prediction have 

been analyzed and investigated and a content-based 

method has been presented for link prediction in co-

authorship network. 

2. Literature Review 

From a specific view, link prediction methods are 

divided into four categories [6]: Node-based methods, 

topology-based methods, social theory-based methods 

and learning-based methods. 

2.1 Node-based Methods 

The calculation of similarity between a node pair is a 

solution for link prediction. This solution is based on a 

simple idea: nodes that are more similar to each other are 

more likely to have a link between each other. Indeed, 

people tend to create relationship with people who are 

similar in educations, religions, interests and locations. In 

this method, the similarity between non-connected pair of 

nodes in a social network is computed. This method is 

based on the criterion to analyze the proximity of nodes. 

Each pair (x,y) has a score and higher score means x , y 

are more likely to communicate with each other in the 

future,while lower score means that the nodes are more 

likely to have no link in the future. Thus, a list of scores 

in descending order will be achieved and the links at the 

top are most likely to exist in future. By this list, we can 

predict the links that will be created in future [6]. 

 

In a social network, a node has some attributes such as 

a profile in online social networks, mail name in e-mail 

networks and a series of published articles in scientific 

social networks. The information is used directly to 

calculate the similarity of two nodes. Since in most cases 

the values of node’s properties are textual, typically, text-

based and string-based similarity metrics are used. Papers 

[7], [8] have discussed about these criteria in details. 

The authors [9] have defined a tree model to study the 

keywords of the user profile. They have used the distance 

between the keywords to estimate the similarity between 

the node pairs. They also have shown that by increasing 

the number of friends and keywords, the average 

similarity between the user and his friends decreases.  

The authors [10] have found that most user profiles in 

current social networks are missed. To overcome this 

limitation, they have proposed a method, using stronger 

profiles, to infer some of the lost values, before 

calculating similarity.  

The authors [11] have used overlapping user interests 

to measure the similarity. User interests are inferred from 

the actions they take, such as editing an article in 

Wikipedia. All actions that a user does can be shown as a 

vector, then, the similarity between two users will be 

obtained via the cosines similarity of their vectors.  

Generally, node-based metrics use the attributes and 

actions reflecting the user interests to calculate the 

similarity between node pairs. These methods are useful if 

we can access to the user profile information and his 

performance, or we can infer them. 

2.2 Topology-based Metrics 

Even in networks where no information is available of 

nodes and edges, we can calculate the similarity between 

nodes by many other criteria, because the majority of 

criteria are based on graph topology and they don’t need 

to know the attributes of nodes and edges. The graph 

structural attributes are defined in details in [12]. These 

methods are called similarity-based criteria. These 

methods use simple algorithms that, at the worst state, 

have time complexity of O (n
3
). According to the 

attributes of these criteria, we can divide them into three 

groups of neighbor –based criteria, path-based criteria and 

random walk-based criteria [6]. 

In social networks, people tend to create new 

relationships with people that are closer to them. It is 

clear that the neighbors are the closest people to a social 

network user. For this reason, many neighbor-based 

criteria are developed by researchers for predicting links 

that will exist in future. For example, an algorithm called 

common neighbors is developed by the authors of paper 

[13]. In this algorithm, to estimate the similarity between 

the nodes, their common neighbors are computed. Other 

neighbor- based algorithms are generalizations of this 

algorithm. For example, the authors of paper [14] have 

introduced Adamic/Adar criterion to compute the 

similarity between websites. Paper [4] shows that 

Adamic/Adar (AA) is one of the best link prediction 

methods. After the extraction of the attributes of web-
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pages, they will give the higher weight to the common 

attributes of two websites that is rare. It means that the 

attribute that is common between just two websites takes 

the highest weight. This criterion can be generalized to 

common neighbors of two nodes. In this way, the 

common neighbors between the two nodes, which are rare 

and shared only between the two nodes, take higher 

weight. Indeed, the common neighbors between the node 

pair that has lower degree take higher weight. Whenever 

the network studied is a co-author network, if an author 

has many co-workers, the probability of being shared 

between the nodes will be greater, but this probability will 

be very low for the nodes with lower degree. 

This criterion is presented as [14]: 
 

  (   )  ∑
 

   | ( )|
                                           ( )

   ( )  ( )

 

 

Paper [4] shows that Adamic/Adar (AA) is one of the 

best link prediction methods. 

In addition to node-based criteria and neighbor –based 

criteria, we can use the path between two nodes to 

estimate similarity between node pair. For example, 

authors of paper [15] have established Katz based on the 

influence of all paths. This criterion [15] counts all paths 

between all pairs of nodes. In this criterion, we can give 

more weight to shorter path, because it is obvious that:  

the longer the length of the path, the less impact will have 

in linking the nodes. The formula of this criterion is 

represented as [15]: 
 

    (   )  ∑    |       
 | 

   =     
     

           ( ) 
 

In this formula,        
  is the set of all paths from x to 

y that have length 1 and β   . If β is very small, this 

criterion will act similar to common neighbors, because 

long paths are not included in the calculation. 

There are other criteria estimating the similarity 

between nodes via paths between them. Papers [16], [17], 

[18] have developed path-based criteria for link prediction. 

The social relations between the social network nodes 

can be modeled using random walk. There are some 

methods computing the similarity between nodes in social 

networks based on random walk. These methods by 

defining a special destination for a random walk, from a 

special node, use the probability of going to the neighbors 

for prediction. For example, hit time (HT) is expressed by 

[19]. In this algorithm, the similarity between x,y nodes is 

estimated using calculation of the required walk number 

for a random walker, from the node x to node y. The 

smaller this number means the two nodes are more similar 

to each other. This method is formulated as [19]: 
 

  (   )    ∑        (   )                                 ( )

   ( )

 

 

In this equation, Pi,j is the probability of going from 

node i to node j. Matrix P is defined as: P=  
   . In this 

formula,    is the diagonal matrix A in which(  )    

∑      . Clearly, the smaller this value is, the more similar 

the two nodes. So, in order to obtain the similarity 

between nodes, we multiply the value in negative. 

The other random walk-based methods are expressed 

in papers [20], [21], [22], [23]. 

2.3 Social Theory-based Criteria 

Social theory-based criteria can improve the efficiency 

of link prediction using additional information about 

social relationships. These methods are particularly 

suitable for large-scale social networks. In recent years, 

many researchers have applied old social theories, such as 

community, triadic closure, strong and weak ties, 

homeomorphisms, and structural balance, for analyzing 

and exploring social networks. 

In paper [24], by considering user interest and user 

behavior, topology information is combined with 

community information. In this study, tweeter dataset is 

used for link prediction. They have shown that this 

method could improve the link prediction efficiency in 

directional, big scale networks. 

In a paper [25], a link prediction model has been 

developed based on weak ties. It also uses three 

characteristics of the centrality of common friends, such 

as centrality, proximity, and betweenness. Each common 

neighbor, depends on their centrality, plays a different 

role in probability of communication between nodes. The 

weak tie is also considered for improving prediction 

accuracy. This model can be defined as follows [25]: 
 

   (   )  ∑( ( )  ( ))
  

 

                                          ( ) 

 

F(z) is the switch function, and if z is common 

neighbor of x, y nodes, its value will be 1, otherwise its 

value will be zero. W(z) defines the centrality value of a 

node. β  Parameter can moderate the quota of each 

common neighbor in probability of connecting two nodes. 

It is obvious that when this parameter is greater than 1, 

larger centrality values will be much more effective than 

smaller centrality values. When this parameter is less than 

0, it restrains and prevents impacts of larger centrality 

values more than lower centrality values.  

There are other social-theory based methods for link 

prediction. The authors of papers [26], [27], [28] have 

proposed some social theory-based criteria for link prediction. 

2.4 Learning-based Methods 

In recent years, many methods are presented based on 

learning. These methods use the external information and 

the attributes provided by algorithms considered in the 

previous sections for link prediction. These methods also 

create a training mechanism for prediction and consider 

special patterns that are special for each graph, in 

prediction. These algorithms have better efficiency 

compared to the previous algorithms, but due to the time-

consuming training phase, they have high time complexity 

and sometimes they couldn’t be applied on large networks. 
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For example, in paper [29], Support vector machine 

(SVM) is used for link prediction. The performance of 

this algorithm is in this way that each sample of paired 

nodes taken will be mapped to a point in the space. These 

samples have positive or negative label. So, two classes 

with empty gap are in the space. Now, the samples 

entering, based on their closeness to the classes, will be 

mapped to a class. This algorithm plots some hyper 

planes and attempts to extract a hyper plane showing the 

distinction between the classes better. 

Generally, these methods are performed using a link 

prediction training mechanism. 

3. Problem Solving Method 

In this section, we explain the proposed method to 

extract people interest and method of interest vector 

formation for each author. 

Generally, this section consists of six parts. First 

section is network preparation, as the algorithm can be 

applied to it. Second section is language processing of the 

network’s content. Third section is extraction of papers’ 

keywords. Fourth stage is extraction of the papers’ topics 

and forming subject vector for papers. In the fifth stage, 

authors’ study fields are extracted. Finally, in the sixth 

stage, based on the fields of authors, link prediction is 

performed. In the following, each of these sections is 

explained separately.  

3.1 The Preparation Method of Network 

The network that is used for this study is co-

authorship network of SID site. This network consists of 

raw data in XML format. For each year, there is a XML 

file. At first, these files are integrated with each other, 

then to use this network, it is required to extract the graph 

of training time interval and testing time interval. The 

graph of training set includes papers’ authors and their 

links during 2000-2005. The testing graph includes papers’ 

authors and their links during 2006-2012. In this stage, 

different types of mapping are performed. These 

mappings include: 

The mapping of papers to corresponding XML file: 

since this network is stored in XML format, using this 

mapping, the location of the article can be obtained in the 

corresponding XML file. By this mapping, we can easily 

get other information about the articles, such as keywords, 

relevant organization, the link to PDF format of the paper 

and gathering time.  

The mapping of paper to the authors: Using this 

mapping, we can achieve the authors of each paper based 

on their ID. 

The mapping of authors to the papers: Using this 

mapping, we can achieve the papers written by each author. 

The mapping of papers to the papers’ summary: Using 

this mapping, we can achieve the abstract of each paper. 

Mapping papers to the keywords of papers: Using this 

mapping, we can achieve the keywords of each paper’s abstract. 

The mapping of papers to the root words of papers’ 

keywords: Using this mapping, we can achieve root of the 

keywords in papers’ abstract. 

For these mappings, we use some Hash Map functions. 

By defining key and value for these functions, mappings 

are performed. 

3.2 Language Processing of the Network Content 

In this section, the abstract of each paper is processed 

by language processing to be used in the next steps for 

extracting articles from articles. In this stage, Persian 

processing tool, developed by [30] in telecommunication 

research center, is used. This system can do all the 

necessary actions for different layers of Persian language 

processing, from its initial layer which is lexical layer up 

to the upmost layer which is syntax. This Toolkit 

performs a combination of these processes: normalization, 

tokenization, Spell checker, morphological analysis, 

Persian Dependency Parser, Semantic Role Labeling. 

This toolkit, by receiving the Persian raw data, performs 

semantic and morphological analyses. These analyses 

include normalization, Tokenization, stemming and 

Lemmatizing. Thereupon, by adding this information to 

raw text, by Dependency Parser ParsiPardaz, Dependency 

Parse Tree is generated for Persian sentences. 

The processes we've been using with this toolkit 

include the following: 

Text normalization: The characters of words that are 

in the abstract are normalized in this stage. For example, 

converting Arabic ی to Persian ی or converting the 

characters "َاِ"، "اُ"، "ا"  to a unified form "ا" . As the same 

way, we convert the words "سرِ"و  "سرُ"، "سَر"  to a uniform 

word "سر" . Before any language processing, the upper 

level of this conversion should be performed. It means 

that the similar characters should be unified. This 

challenge that exists in Persian language is called 

Unicode Ambiguity. To solve this problem, Lemmatizing 

is used to perform normalization task. 

Tokenization: In this stage, text sections are defined. 

For this stage, Persian language processing toolkit, 

developed by [30] in telecommunication research center, 

is used. This toolkit performs text tokenization based on 

syntactic dependency rules and some semantic and 

syntactic features. In this method, all compound words 

are connected by hemi-space. For example, instead of” 

است آمده ,”آمده است ” is used. Since in the next steps, the 

extraction of subjects, the border between words is 

specified by a Space character, thus, tokenization is used 

which specifies the boundary of words by putting together 

compound words with hemi-space and putting the Space 

character, the border of words is defined.  

These two tools are in the first level of Persian 

Language processing toolkit ParsiPardaz, lexical layer.  

3.3 Keyword Extraction 

In this stage, Stop words, the words that are common 

and not useful, will be eliminated from the abstract. At 
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first, all punctuation marks are eliminated from the text. 

Then, stop words will be deleted from the abstract’s 

words. To extract stop words, the different steps have 

been taken. These steps include: 

Eliminating common Persian words: There is a list of 

common Persian words that using this list consisting 500 

words, a part of common words has been eliminated from 

the abstract [31]. 

Eliminating some respect words such as Engineer, 

Doctor, etc. 

Eliminating some verbs gaining a list of common 

words among all papers using tf/idf method: This step, 

depending on the textual content of each network, can 

provide a different list of words to the user. 

Extracting root of keywords: in the next steps, 

keywords of abstract are used in two ways: Once by 

considering keywords without the root of words and another 

time by considering their root. we can use root of the words 

instead of the words, as keywords. In this way, some words 

like subject and subjects are considered to be the same and it 

will be effective in calculating similarity between vectors of 

people’s study field. To extract the root of words, stemming, 

the developed toolkit in telecommunication research center 

is used [30]. Stemmer tool is located in the second level of 

this toolkit, Morphology Layer. This tool applies the word 

structure to extract the root of words and acts independent 

from its content. 

This step is one of the important sections in our 

algorithm. 

3.4 Extracting Articles’ Topic 

In this section, we label all existing articles in dataset 

with the extracted topics. Indeed, for each paper, its 

interference with the topics is calculated. The set of 

documents is denoted by D and the set of words in the 

domain is denoted by V. In this step, this set includes the 

extracted keywords in the previous step, because the input 

words of the LDA algorithm are more useful and show 

the concept of the document more effectively, the 

algorithm will perform better. A denotes the set of authors 

and H denotes the set of extracted topics in this section. 

Each author participates in writing some of papers that are 

member of the D set. Each author that is a member of A 

set collaborates in writing the set of papers and this set is 

denoted by Da and a denotes the code of author of this set 

of papers. To extract the subject of papers the developed 

LDA algorithm in paper [32] is used. LDA is used due to 

its superiority compared to the similar methods of topic 

extraction. This topic model is used on discrete sets such 

as textual sets. LDA is applied on many topics such as 

Collaborative Filtering, Text Classification, Word Sense 

Disambiguation [33] and Community Recommendation 

[34]. LDA is a Generative Model for the text and other 

Discrete Data Collections. In the context of textual 

modeling, this model claims that each document is 

produced in a combination of subjects. So, this algorithm 

returns interference level between documents and subjects 

as output by taking the document text and the number of 

requested subjects. 

This algorithm defines a matrix | |    for each paper. 

The elements of this matrix are consistent with the initial 

values of relevance between the words and topics. These 

values are considered similar for all subjects. The optimal 

value of this parameter will be investigated in the next 

chapter. This algorithm defines a matrix for each word 

with dimensions | |     . The elements of this matrix are 

consistent with the initial values of relevance between 

documents and topics. These values are considered 

similar for all topics. The optimal value for this parameter 

will be investigated in the next chapter. 

LDA considers each document as polynomial 

distribution on topics. For each word existing in the 

document, it gives the topic distribution on the words, it 

shows a matrix in which rows are words and columns are 

topics. K is one of the inputs of algorithm. It shows the 

number of topics that we expect the algorithm to extract. 

If we define k topics, a matrix | |    is defined showing 

the distribution of topics on the existing words in the 

domain of words. This matrix is denoted by φ . The 

probability of existence of the word w on topic kth is 

denoted by     . This probability values are achieved by 

applying LDA algorithm to the initial matrix, several 

times. The optimal value of the number of these iterations 

will be investigated in the next chapter. Then, using this 

distribution, the distribution of document on the topics is 

computed using the used words in this document and 

distribution of topics on these words. Indeed, a matrix 

with dimensions | |    is defined. The rows of this 

matrix are the papers and the columns are topics. Each 

element of this matrix indicates the probability of 

belonging an article to a special topic. This matrix is 

denoted by θ. The probability that document    is related 

to kth topic is denoted by     . For each paper the sum of 

these values is 1. The values are achieved by applying 

LDA algorithm on the initial matrix, several times. The 

optimal value of these iterations will be investigated in 

the next chapter. In this study, we apply LDA to the 

extracted keywords of the existing papers in the network 

to have a set of users’ interests and to increase the 

accuracy of link prediction algorithm. Generally, the 

fewer the number of defined topics is, in each topic there 

are more concepts, and the topics will therefore be more 

general and the more the number of topics is defined, the 

less the concepts within these topics will be and the topics 

will be more specific. The effect of defined topics will be 

evaluated in the next chapter. 

Generally, for each social network user and for each 

paper, we define a vector denoting the topic distribution 

of the paper. Then, topic distributions are used to achieve 

the study fields of authors and then we use the similarity 

estimation of authors’ study field for link prediction. This 

topic distribution is shown as a matrix that its elements 

show the thematic interference of papers with the defined 

topics. Finally, as an output of this step of the algorithm, 

we have the subject vector of the same number of articles 
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existing in the data set and the elements of these vectors 

show the interference of document with extracted topics. 

These vectors are extracted from matrix θ  achieved by 

LDA algorithm. Indeed, each row of this matrix 

represents the corresponding vector of a paper. 

For example, the topic vector is defined for di paper as: 
 

  = [               | |] 
 

These values show the similarity between document    
and different topics. These values are between zero and one 

and define the relevance of document    to different study 

fields. Also, sum of the values of these elements is one. 

3.5 Extracting Authors’ Study Fields 

In this step, using the vectors extracted in the previous 

step, for all authors, we make an interest vector. The 

elements of these vectors show the interest of the given 

author in the given study field. The number of elements in 

these vectors is equal with the number of elements in 

subject vectors of the papers. Indeed, using the topics of 

each paper, the study field of each author could be 

defined. Accordingly, the study field of each author is 

derived from the average of the subjects of all articles 

written by him. To extract the study field of authors, 

various methods, such as maximizing between the 

subjects of articles written by author, have been evaluated 

and this method has been the best. 

It should be noted that the number of extracted topics 

for all articles and authors is the same and the topics are 

similar. For example, if 100 topics are defined for each 

paper, all authors have these 100 topics. The relevance of 

each author to each topic is computed using the 

probability number assigned to that subject for articles 

written by that author. Each person is the author of some 

papers. To achieve the activity of authors in different 

study fields, we compute the mean of the corresponding 

elements in the subject vector of the articles published by 

this author and we put them in a vector called Interest 

Vector. The interest vector is defined for the author ai as: 
 

  = [               | |] 
 

These values show the belonging of ai author to 

different topics. 

The elements of vector    are computed as follows: For 

example, the first element of ai authors’ interest vector, if 

this author participates in writing the papers d1, d2, d3, d4, 

it is computed as: 
 

    = AVG (                   ) 
 

Finally, this step’s output is the amount of the authors’ 

activity on extracted topics, as interest vectors for the 

authors. In the last section of this chapter, using these 

vectors, the level of similarity between the authors is 

estimated to predict the collaboration between them. 

 

 

 

3.6 Link Prediction Based on the Similarity of 

Authors’ Study Fields 

In this method, the probability of creating link 

between two authors who have not previously 

collaborated is consistent with the similarity between 

study field vectors of these two authors. To calculate the 

similarity, Cosine Similarity formula is used. Other 

methods as Euclidean similarity have been evaluated and 

finally, Cosine Similarity has generated the best results. 

Cosine Similarity is a similarity criterion between two 

vectors which calculates the cosine of the angle between 

two vectors. Zero’s cosine is equal to one, thus if two 

vectors are match in each other, their similarity is equal to 

one. It is clear that this value shows the highest similarity 

between two vectors. Indeed, if the interest vectors of two 

authors are consistent, the similarity of these two authors 

is considered as 1. For any other angle, this value is less 

than 1. If two vectors with angle 90 degree are in the 

space, their cosine similarity is zero. It is obvious that this 

value shows the lowest similarity between the vectors. 

Since cosine similarity is computed in positive space, the 

similarity between vectors will be between zero and one. 

In information retrieval and Text Mining, this criterion is 

used to estimate the similarity between document vector 

and query vector or the similarity between the vectors of 

two documents [35]. Also, in data mining, this method is 

used to estimate the coherence of clusters [36]. The 

reason to use cosine similarity is that this criterion is 

effective on evaluation, especially for sparse vectors, 

because only non-zero values are considered. Since the 

interest vectors of authors are sparse, we use this criterion. 

Cosine similarity of two vectors is computed as [35]: 
 

          
∑      
 
   

√∑ (  )
  

    √∑ (  )
  

   

                         ( ) 

 

In this formula, A, B are study field vectors of two 

authors. K is the number of topics. 

Based on the following formula, we compute the 

similarity between two authors with each other: 
 

     (   )  ∑
      (   )

    (| ( )|)
   ( )  ( )

                               ( ) 

 

According to this formula, if there is much similarity 

between the topics that the two authors are interested in 

and the degree of the common node between two authors 

is low, they will be more similar to each other and it is 

highly probable that they will establish a link in future. 

The reason is that the lower the degree of the common 

author, the better it is and it shows that the mentioned 

node has higher similarity to these two authors, rather 

than the case in which common author has many common 

authorships. This criterion is the combination of content 

similarity between the nodes with Adamic- Adar criterion. 

Indeed, in Adamic- Adar criterion, the content similarity 

of the authors is not involved in link prediction. 

This method is called Structure Topics Prediction. 
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4. Experiments and Results 

We used a useful dataset in order to applying our 

algorithm to this. The students of DBRG Lab, a Lab in 

Tehran University, had produced a dataset that is 

extracted from co-authorships between authors of existing 

papers in Academic Jihad Scientific Information Database. 

The developers of this dataset have named it as SID. The 

generated graph of this dataset is not weighted and not 

directed. This dataset is related to articles from 1379 to 

1390. In order to link prediction we divided the data into 

two periods of training and testing. These two periods are 

as follows: collaborations between the authors from 1379 

to 1374 - collaborations between the authors from 1385 to 

1390. The output of a link prediction algorithm is a sorted 

list of scores allocated to links not existing in the training 

time graph. One of the methods being used to evaluate the 

results of link prediction algorithms is the area under 

Receiver Operating Characteristic (ROC) curve [37]. This 

method is called AUC (Area under Receiver Operating 

Characteristic). The horizontal axle of ROC chart shows 

the false positive links and in the vertical axle, true 

positive links are considered. The false positive links are 

called FP and the number of true positive links is called 

TP. In this method, an algorithm has a better output that 

gives higher score to the links created in the testing time 

interval than the links not created in this time interval. 

The number of links not existing in training set is denoted 

by n. Also, n1 is the set of the links created in the test set 

and n2 is the set of links not created in the test set. We 

achieve all pairs       and represent the number of 

them with k. If in m number of k pairs, the score given to 

the existing link is higher than the score given to the non-

existing link and in b numbers, it is opposite. AUC 

criterion is achieved as [38]: 
 

    
(  

 

 
)

 
                                                                     ( ) 

 

Another method for evaluating link prediction 

algorithms is Area under Precision-Recall Curve (AUPR). 

This criterion uses the area under Precision-Recall chart. 

The precision and recall are defined as: 
 

           
  

     
                                                          ( ) 

 

       
  

     
                                                                 ( ) 

 

In fact, precision is equal to the percentage of predicted 

links that are correctly predicted and recall is is equal to 

the percentage of the links generated in the test interval 

that are predicted. Indeed, in recall points, the precision of 

the algorithm is measured and the chart is plotted.  

In the following, we compare the proposed algorithm 

with other algorithms in the domain of the link prediction 

using the criteria mentioned. 

Based on the results achieved from previous sections, 

we compare the results of proposed algorithm with other 

structural link prediction algorithms. In the following 

Table, for Katz algorithm, parameter β is 0.005 and the 

maximum distance from the source node is considered as 

5. For RootedPageRank, the probability of return to the 

previous node is considered as 0.5. For 

StructureTopicsPrediction algorithm, α  is 0.5 and β  is 

0.001, the number of topics is 150 and the number of 

iterations of LDA algorithm is 200. 

Table 1. the results of proposed algorithms with other algorithms 

AUC AUPR Algorithm 

0.735185072 0.033441885 StructureTopicsPrediction 

0.630440334 0.028207159 Common neighbors 

0.712968505 0.034373253 Adamicadar 

0.467782634 0.009238340 Jaccard Coefficient 

0.500000000 0.010419157 Distance 

0.627418673 0.017296527 PreferentialAttachment 

0.648661437 0.029558192 Katz (5-0.005) 

0.612446540 0.014508203 RootedPageRank (0.5) 
 

As shown, Adamic-Adar and Katz algorithms have 

good results. In the comparison of the proposed methods 

with other methods, we can achieve the following results: 

The combination of content and structure can improve 

prediction outcomes. The results of proposed algorithm 

indicate this matter. 

Our method can improve Adamic- Adar, as the best 

algorithm between the other algorithm, results about 3% 

and can improve Katz,s results about 10%. The 

combination of content and structure can improve the 

prediction results. The results of Structure Topics 

Prediction algorithm are good examples. 

The best AUC criterion belongs to Structure Topics 

Prediction. According to the studies [37], the importance 

of AUC criterion is higher than the importance of AUPR 

and the algorithm with the better AUC has good results. 

Although AUPR criterion shows the area under precision-

recall chart, but AUPR chart is effective on the 

comparison between the performances of algorithms. 

Because it is possible that an evaluation method has the 

best value of AUPR, but in some cases it has lower 

quality than the other algorithms and vice versa. For this 

purpose, the following diagrams are used to evaluate the 

results of the algorithms more precisely. AUC, P-R charts 

are plotted to compare the proposed algorithm with two 

algorithms having the best results. 

 

Fig. 1. ROC Chart  
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Fig. 2. P-R Chart 

According to the results of these evaluations and the 

optimal adjustment of the input parameters of LDA 

algorithm, this method is compared with the existing 

methods in link prediction. The results of this comparison 

show that the combination of content and structure can 

increase accuracy of link prediction algorithms. 

5. Conclusion and Further Studies 

Based on the purpose of this study, the achievements 

of this study are: Different methods of link prediction 

have been studied. A link prediction algorithm based on 

the content and interests of people has been presented. 

The comparison between the performance of existing 

algorithms and presented algorithm in this study has been 

evaluated through several evaluation methods and finally, 

the outputs are analyzed.  

In future studies, to improve the quality of algorithms, we 

can work effectively on extracting the subject of the content 

published by the network nodes and recover the network 

content effectively. For example, we can extract the 

keywords of texts exactly and to improve the content-based 

algorithm results, we can improve the extraction of 

keywords. Also, we can use the data fusion algorithms to 

combine the results of different algorithms and achieve better 

results. Also, the data fusion algorithms can be used in 

allocating study fields to the authors. Generally, to improve 

this section of algorithm, the extraction of authors’ study 

fields from the topic of their study, we can make efforts. 

It is possible that a link predicted by a method is 

created in a period after test set. Indeed, the link is 

predicted true but it is not created at appropriate time. The 

current methods for evaluating the accuracy of algorithms 

did not consider this matter. Considering this case, to 

some extent, could provide a more accurate assessment of 

the accuracy of the algorithms. 
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Abstract 
Today, increased competition between organizations has led them to seek a better understanding of customer behavior 

through innovative ways of storing and analyzing their information. Moreover, the emergence of new computing 

technologies has brought about major changes in the ability of organizations to collect, store and analyze macro-data. 

Therefore, over thousands of data can be stored for each customer. Hence, customer satisfaction is one of the most 

important organizational goals. Since all customers do not represent the same profitability to an organization, 

understanding and identifying the valuable customers has become the most important organizational challenge. Thus, 

understanding customers’ behavioral variables and categorizing customers based on these characteristics could provide 

better insight that will help business owners and industries to adopt appropriate marketing strategies such as up-selling 

and cross-selling. The use of these strategies is based on a fundamental variable, variety of products. Diversity in 

individual consumption may lead to increased demand for variety of products; therefore, variety of products can be used, 

along with other behavioral variables, to better understand and categorize customers’ behavior. Given the importance of 

the variety of products as one of the main parameters of assessing customer behavior, studying this factor in the field of 

business-to-business (B2B) communication represents a vital new approach. Hence, this study aims to cluster customers 

based on a developed RFM model, namely RFMV, by adding a variable of variety of products (V). Therefore, CRISP-DM 

and K-means algorithm was used for clustering. The results of the study indicated that the variable V, variety of products, 

is effective in calculating customers’ value. Moreover, the results indicated the better customers clustering and valuation 

by using the RFMV model. As a whole, the results of modeling indicate that the variety of products along with other 

behavioral variables provide more accurate clustering than RFM model. 

 

Keywords: Clustering; Data Mining; Customer Relationship Management; Product Variety; RFM Model. 
 

 

1. Introduction 

Today, increased competition between organizations 

has led them to seek a better understanding of customer 

behavior and their partners through innovative ways of 

storing and analyzing the customer information [1]. One of 

the major challenges of customer relationship management 

(CRM) is to establish more profitable and long-term 

relationships with customers [1] [2]. The emergence of new 

computing technologies has brought about major changes 

in organizations’ ability to collect, store and analyze large 

datasets. Therefore, over thousands of data can be stored 

for each customer, enabling the analysis of customer 

purchasing history [3]. To understand and identify valuable 

customers, they should be segmented based on their 

behavior [4] [5]. The most frequently used model in 

customer segmentation is the RFM model, which consists 

of three behavioral variables: R (Recency), F (Frequency) 

and M (Monetary) [4]. Buying goods or services is the 

organization’s customer communication channel. It can be 

used, along with other behavioral variables, to better 

understand and categorize customers’ behavior, and adopt 

appropriate strategies such as up-selling and cross-selling. 

Since the RFM model is incomplete, studies have tried to 

improve and develop the model by adding other variables. 

Although, purchasing goods and services is the main 

channel of communication in businesses, few studies have 

considered the importance of identifying the products 

purchased. Since the variety of products is one of the main 

parameters of assessing customer behavior, studying this 

factor in the field of business-to-business (B2B) 

communication represents a vital new approach. 

Accordingly, based on the sales strategies of up-selling and 

cross-selling as the important tools of increasing customer 

value to organizations, this study tries to improve the RFM 

model by adding the variable of product variety (V). This 

will help customer recognition and provide more accurate 

understanding of the customer in the field of B2B. 

mailto:n.abdolvand@alzahra.ac.ir
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For the purpose of this research, the literature is 

reviewed first. The research methodology then addresses 

the model development and measurement tools. After the 

statistical analysis is explained, the conclusions and 

recommendations of the study are discussed. 

2. Literature Review 

In recent decades, social and economic changes in the 

interaction between organizations and customers have made 

customer relationship management (CRM), one of the most 

important processes in the business environment (followed 

by business partner relationship management) [3]. CRM can 

be defined as the collecting, storing, and analyzing customer 

data in order to increase customers’ loyalty and value, and 

to increase organizational benefits [4] [6] [7]. In order to 

increase customer satisfaction and prevent customers from 

leaving the organization, the organization should focus on 

segmentation and meeting customers’ individual needs [8]. 

Generally, “customer segmentation” is the process of 

dividing customers into different groups based on 

geographical, demographic and ethnological information, in 

order to adopt strategies tailored to each group based on the 

consumption of goods and services and customers’ purchase 

history [4] [8] [9]. The segmentation process continues to 

achieve a harmony in customer value; along with detecting 

and correct placement of clients in related groups, it is one 

of the most essential factors in CRM and business success 

[4] [9]. Since there isn’t a preferred approach to customer 

segmentation, the best model is one that draws a proper 

insight of current and potential customers, and help 

organizations to achieve effective markets and appropriate 

customer feedback [10]. Different techniques and forms of 

data analysis can be used for customer segmentation; the 

most common are the use of data mining techniques and 

customer behavior variables. Data mining is the process of 

discovering and extracting hidden patterns from large 

amounts of data [2]. The RFM model, which tries to 

identify customers based on their behavioral characteristics, 

is one of the most widely used [4] [11] [12]. This behavioral 

model uses three criteria of customer transactions: recency, 

frequency and monetary. These categories are then 

interpreted by data mining tools and algorithms. Thus, the 

RFM model predicts the customer’s next movements based 

on their behavior [13]. It is not only considered as a 

segmentation model, but also includes the concept of 

customer value. That is why many studies use this model for 

the discovery and analysis of customer value based on past 

purchase behavior [13]. On the basis of their purchasing 

behavior, the RFM reveals that valuable customers are those 

with the highest frequency and monetary value and the 

lowest recency. Despite its simplicity of understanding, 

interpretation, and implementation [14] [15] [16], the model 

has shortcomings, such as inattention to personal 

characteristics and demographic variables of customers [14] 

[16]. Thus, studies have been done with the aim of 

increasing the accuracy of RFM model output by adding 

variables which can be categorized in two groups of 

customer-oriented and product-oriented. In the first group, 

factors such as customer lifetime value and imposed costs 

(eg, [4] [14] [17] [18] [19] [20] [21]), are taken into 

consideration, and in the second group, product life cycle 

(eg, [16]) as well as the types of products are considered as 

the basis for the development of model [14] [16].  Cheng 

and Chen [13] based their study on RFM model, and, by 

adding customer credit to the model, segmented customers 

of an e-services company in Taiwan. After customer 

clustering using their proposed LEM2 algorithm, they 

extracted important rules for future marketing decisions and 

company’s strategies. Moreover, Khvajvand et al [1] in their 

study in the cosmetics industry have classified and valuated 

customers based on the number of products purchased by 

customers along with other behavioral variables in their 

proposed model. Given the RFM variables. Chang and Tsai 

[22] generalized RFM model to the groups of products and 

services, and proposed a concept, named Group RFM or the 

GRFM, to discover better customer consumption behavior. 

They believed that the final value of customers purchase 

should be calculated, and behavioral variables should be 

classified based on purchases. Noori [11] added the variable 

of customer deposit to the RFM model to classify mobile 

banking users. He indicated that identifying customers by a 

behavioral scoring facilitates marketing strategy assignment.  

Most studies used customer-business approach (B2C) 

to develop model, and a few studies have been conducted 

in the field of business-business (B2B). In the field of 

B2B, the firm will reap huge profits from the large 

volume of purchases. Therefore, understanding customers 

would be the success key in his area. Some researchers 

proposed reasons such as quality of communication, trust, 

participation, satisfaction, increased buying, and 

organizational changes as the effective factors of 

maintaining customers in B2B organizations [16]. 

Hosseini et al. [16] have added product life cycle / 

product duration to RFM model, and classified customers 

into 34 categories in a B2B company.  Kandeil et al. [4] 

also used LRFM clustering techniques to segment 

customers of a B2B distributor. Moreover, Venkatesan 

and Kumar [17] have studied the customer lifetime value 

of a B2B Manufacturer, and indicated that selecting 

customers based on the CLV provides more profits than 

other metrics. RFM evolution is briefly shown in Table 1. 

Table 1. RFM Model Evolution 

Added 

Variable 
Resource Industry 

Customer 

Lifetime Value 

(Ansari & Riasi, 2016) Steel Company 

(Kandeil et al., 2014) Distribution Company 

(Reinartz & Kumar, 2000) Distribution Company 

(Alvandi et al., 2012) Bank 

(Venkatesan & Kumar, 2004) 
International Software 

and Hardware 

Producing Company 

(Wei et al., 2012) Children’s Dental Clinic 

Customer 
Lifetime Value 

and Imposed 

Costs 

(Soeini & Fathalizade, 2012) Insurrance 
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Added 

Variable 
Resource Industry 

Groups of 
Products and 

Services 

(Chang and Tsai, 2011) 
Educational 

Organization 

Number of 

Products 
(Khvajvand et al, 2011) Cosmetics Industry 

Customer 

Credit 
(Cheng and Chen, 2009) E-Services Company 

Product Life 

Cycle / Product 
Duration 

(Hosseini et al., 2010)  

Customer 

Deposit 
(Noori, 2015) Bank 

 

According to studies carried out in this context, few 

studies have considered the importance of the product and 

their varieties, and reasonable valuation of customers 

based on product variety is not provided. In addition, 

most surveyed industries were in the field of B2C, and 

there has been insufficient attention to B2B domains. 

Therefore, with regard to the importance of the variety of 

products in leveraging strategies such as up-selling and 

cross-selling, increasing profitability of organizations, and 

customer maintenance, this study aims to add the variable 

of variety of products as a new behavioral variablein the 

RFM model, and to classify customers of the company in 

the field of B2B. 

3. Methodology 

Different algorithms and techniques are being used to 

classify, valuate, and model customer buying behaviors 

which are classified in two groups of clustering and 

association rule mining. Accordingly, clustering 

techniques and K-Means algorithms are used in this study. 

The CRISP-DM methodology, which is one of the 

greatest analytical methods for data mining projects, is 

used in this study. Moreover, K-Means algorithm and 

Silhouettes’ measure of clustering quality is used to 

measure and to determine the number of clusters. This is 

done on 924 normalized records of customers by using 

SPSSModeler.14 software. Then, the ANOVA test is run 

on obtained clusters, and Duncan's post hoc test is used to 

determine distinct clusters using the SPSS.16 software. 

Finally, hierarchical analysis method is used for 

weighting the R, F, M, V variables, and to calculate the 

value of each customer. 

3.1 Data Analysis 

This study was conducted based on the CRISP-DM 

methodology which consists of six phases of business 

understanding; namely data understanding, preparation, 

modeling, evaluation and deployment [23] [24]: 

Phase 1. Business Understanding 

At this phase an overview of the type of business, 

Based on which the research is done is obtained, and the 

overall targeting is done based on the current strategies 

and business nature [24]. The objective of this study is to 

evaluate the variety of products purchased by customers 

along with other behavioral variables of the RFM model 

in the field of food and sanitary distribution company in 

the field of B2B to determine the similarity of customers 

based on their equity value, and to make company 

capable to identify high-value customers. 

Phases 2 and 3. Data understanding and Preparing 

The second phase involves collecting, describing and 

evaluating the data quality. In general, the aim of this 

phase is to select the appropriate data source in order to 

reach the goal [24] [25]. Thus, using the information 

available in our database, the data of over 1,000 

customers, including customer code, name and total 

amount of purchase, are recorded in the database. In this 

stage, the output reports are received using Microsoft 

Excel 2010, and after the initial data sorting, the index 

values are extracted. Finally, the required variables, 

namely, the number of customers’ purchases, customer's 

last purchase date, purchase amount, and the variety of 

purchased products in the last 6 months are extracted. 

Then data are prepared for modeling (third phase). Data 

preparation includes the process of excluding outliers and 

data normalization. In this study, 1112 records are 

collected; the number of data after removing duplicates 

data is reduced to 967 data records. Given that the values 

of 2, 2.5 and 3 are the common standard deviations values 

for detecting distortion, by considering these values and 

testing them on the data, the value 3 was used to 

determine the distortion data. Finally the number of data 

after removing duplicates and invalid data is reduced to 

924 data records. The SPSSModeler.14 software is used 

for identifying outliers. 

Then based on MIN-MAX method and using the 

formulas (1, 2, 3 and 4), indexes are normalized in the 

range of zero and one in order to prepare for modeling 

phase (next phase). In these formulas, MAXr, MAXf, 

MAXm, and MAXv represent the highest value, and 

MINr, MINf, MINm, and MINv represents the lowest 

value in the dataset, which are ultimately normalized to 

the final values of V', M', F', R'.  
 

 (1, 2, 3 & 4) 

Phase 4. Modeling 

In this phase, the proposed model is explained and 

developed. According to the purpose specified in the first 

phase, the CRISP- DM methodology as well as K-means 

algorithm that is one of the most famous and widely used 

clustering algorithm are used to develop the model. The 

K-Means algorithm is based on partition clustering that 

the number of clusters should be preset. Then, based on 

the number of initial clusters, data are placed in different 

clusters. One of the fundamental issues in this algorithm 

is to find the optimal number of clusters. In this study, the 

silhouette measure that uses the combination of two 

criteria of solidarity and density is used to determine the 

optimal number of clusters ranging from 3 to 10. In this 
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measure, the average distance of samples in a cluster is 

compared with the average distance of samples in other 

clusters. The results are indocated in table 2. According to 

the results, the best value for silhouette criteria in K-

means algorithm is 3 clusters with the value of 0.540. 

Then, by increasing the number of clusters to a value of 

10, standard numeric value of silhouette is declining. 

Whatever the output of this standard is closer to one, the 

quality of clusters resolution is better. Therefore, the 

optimal number of clusters will be 3. After that, the Mean 

value of behavioral variables in each cluster is evaluated. 

This helps to ensure that before proceeding to the next 

test, customers are grouped in significant clusters. 

Table 2. Values of Silhouette Criteria in K-Mean Algorithm 

 Cluster’s Number Value 

1 3 0.540 

2 4 0.491 

3 5 0.492 

4 6 0.461 

5 7 0.468 

6 8 0.476 

7 9 0.445 

8 10 0.448 

 Valuation and Determination of the RFMV Model 

Parameters Weight Using a Hierarchical Analysis: 

The weight of each parameter should be determined in 

order to rate and cluster customers. In this study, 

hierarchical analysis method, the most efficient decision 

support technique, is used for weighing the indexes of R, 

F, M and V. Then, respondents were asked to do paired 

comparison, and give the value of 1 to 9 to each index. 

The company's managing director and sales manager’s 

ideas are used to determine the weight of parameters 

through the Expert choice software. According to formula 

(5), considering the total value of 1 and Inconsistency 

Index of 0.1, the total weight of 0.054, 0.075, 0.636, and 

0.236 are obtained for the indexes of R, F, M and V 

respectively. Since the Inconsistency of variables is less 

than 0.1, the results are reliable. 
 

WR + WF + WM +WV =1   (5) 
 

Then, the indexes’ value of each customer is 

calculated based on the formula (6): 
 

CLVi=WR’*R’ +WF’*F’+WM’*M’ + W v’*V’  (6) 
 

After determining the indexes’ weight and value of all 

customers, customers’ value is determined according to the 

Mean value of each cluster. Then, each index Mean is 

determined from the data extracted in the first phase (Table 3). 

Table 3. Customers’ Average Value 

Cluster 
Average 

Value 

Total Average 

Value 

Cluster Value Than the 

Average 

1 0.33040 

0.16718 

Upper 

2 0.07996 Lower 

3 0.09155 Lower 
 

Then, the total value of each cluster is divided by the 

number of members of that cluster, in order to determine 

the mean value of each cluster. The value obtained for 

each cluster is shown in Table 4. 

Table 4. Clusters’ Indexs’ Mean 

Cluster 
R’’ 

Average 

F’’ 

Average 

M’’ 

Average 

V’’ 

Average 

Average 

Value 

Cluster 1 0.0043 0.0384 0.1763 0.1113 0.3304 

Cluster 2 0.0332 0.0027 0.0282 0.0154 0.0796 

Cluster 3 0.0084 0.0110 0.0442 0.0276 0.0915 

Total 0.0154 0.0174 0.0829 0.0606 0.1672 
 

With regard to the main objective of the study, and 

given the value of customers based on behavioral 

variables, customers are categorized into three groups: 

high-value, middle-value and low-value. Due to the fact 

that each index can be dual-mode (above average and 

below average) the factors related to the variety of 

products are examined. The symbols ↑ and ↓ are used to 

compare the average of each cluster with total means. If 

the index is higher than the total average, the symbol ↑ is 

used and ↓ is used otherwise. The lower R (Recency) is 

better which means that customer purchased the products 

in closer intervals, while the value upper than mean is 

better for other variables. Given the customer value based 

on the behavioral variables, three categories of customers 

are considered in this study including, high-value 

customers that has better situation in terms of the average 

value of the indexes in the data, and indexes’ mean in the 

cluster. This group has lower recency, and in terms of the 

other variables is better than other clusters. Moreover, the 

variety of products in the cluster is significantly higher 

and is distinct from other clusters. 

Middle-value customers whose customers have an 

average level in terms of indexes, and have relatively low 

distance with the mean values obtained for indexes. In 

terms of the recency and variety of the products these 

customers are in the middle. In this study, nearly 51% of 

our customers are in this level. With regard to the number 

of members in the cluster, the movement of customers to 

other clusters is examined by dividing the cluster into 

sub-clusters. Firstly, for further investigation of the third 

cluster, this cluster is hierarchically divided based on K-

mean algorithm. 

According to the Means of R, F, M, and V variables, 

the Mean-values will be considered as a basis for of sub-

clusters comparison. Based on the results, the highest 

silhouette is 0.454, which is related to the clustering with 

5 clusters. Therefore, the data of third cluster is divided 

into 5 clusters based on K-Mean algorithm (Table. 5). 

Table 5. Sub-Clusters Information 

Sub-Clusters 
Number of 

Items 
Total Percent 

Variables (Higher than 

Mean-Value) 

1-3 12 2.6% FM 

2-3 100 21.5% RFMV 

3-3 59 12.7% MV 

4-3 173 37.1% R 

5-3 122 26.2% - 
 

The final group includes low-value customers. This 

group doesn’t have a desirable condition based on the 
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indexes’ values relative to the total value. The customers 

of this group have higher Recency, and lower Frequency 

and Monetary compared to the others. Moreover, the 

variety of purchased products is lower than, others. 

Phase 5. Evaluation 

After clustering and analysing the results, the 

differentiation of clusters created by K-mean algorithm 

and their resolution are evaluated through ANOVA test. 

As indicated in Table 6, significance levels (sig) of all 

variables (R (F=1.580, Sig= 0.000), F (F=790.748, Sig= 

0.000), M (F=342.468, Sig= 0.000), and V (F=649.677, 

Sig= 0.000)) are lower than 0.05. Therefore, the 

homogeneity of populations’ mean is rejected showing 

that clusters have different mean. 

Table 6. ANOVA Test Results 

Variable 
Source of 

Change 
SOS df 

Mean 

Square 
F Sig 

R 

Inter group 45.21 2 22.608 

1.580 0.00 Intra group 13.17 921 0.014 

Total 58.39 923 - 

F 

Inter group 24.23 2 13.117 

790.75 0.00 Intra group 15.27 921 0.017 

Total 16.33 923 - 

M 

Inter group 6.96 2 3.482 

342.47 0.00 Intra group 9.36 921 0.010 

Total 16.33 923 - 

V 

Inter group 20.82 2 10.410 

649.67 0.00 Intra group 14.75 921 0.016 

Total 35.57 923 - 
 

After determining the incompatibility between 

variables, Post-Hoc Duncan test is used to ensure that 

clusters are distinct. In this test, if the variables do not 

have a significant distinction in the cluster, the similar 

values are placed in a sub-group. In other words, if we 

consider three clusters, the output of Duncan test should 

have three columns for each variable. The results of each 

variable are indicated in table 7. According to the results, 

the average values in all three clusters are quite distinct. 

Table 7. Distinguishing Variable between Clusters 

Clusters’ Mean Number of 

Items 
variable Cluster 

3 2 1 

  0.803 

181 

R 

1 
0.512   F 

0.277   M 

0.471   V 

 0.160  

466 

R 

3 
 0.147  F 

 0.069  M 

 0.117  V 

0.616   

277 

R 

2 
  0.038 F 

  0.044 M 

  0.065 V 
 

Phase 6. Deployment 

After reviewing the results and valuation, the model is 

assessed. If the results are consistent with the primary 

targets of business, and seem to satisfy business needs, 

they will be used in a real environment. A new phase will 

be defined otherwisw, and the process will be repeated. 

 RFM and RFMV Comparison 

In this part, the results of the RFM and RFMV are 

compared with each other. Based on comparative analysis 

test, weights of R, F and M are equal to 0.088, 0.139 and 

0.733 respectively in RFM model, while they are equal to 

0.054, 0.075, 0.636 and 0.236 for R, F, M and V 

respectively in RFMV model. The average value obtained 

for the clusters is indicated in Table 8. 

Table 8. Clusters’ Average Value OF RFM & RFMV 

Variable Model Cluster 1 Cluster 2 Cluster 3 

Average value of R 

(Recency) 

RFM 0.06 0.08 0.17 

RFMV 0.004 0.032 0.009 

Average value of F 

(Frequency) 

RFM 0.03 0.53 0.13 

RFMV 0.038 0.003 0.011 

Average value of M 

(Montery) 

RFM 0.04 0.26 0.07 

RFMV 0.176 0.028 0.044 

Average value of V 

(Variaty) 

RFM - - - 

RFMV 0.111 0.015 0.028 

Cluster’s Average Value 
RFM 0.09 0.28 0.09 

RFMV 0.330 0.080 0.092 
 

Based on the results, in valuation using the RFM model 

the value of clusters is not distinct. Moreover, the values of 

cluster 1 and 2 are equal, therefore they are not distinct. 

However, the clustering based on a RFMV model by adding 

a variety of products (V), three clusters have different 

values. Thus, valuation would be better by using variable V. 

On the other hand, the role of the variable V in clusters’ 

detachment and valuation is well confirmed. The results 

indicate that compared with clustering with RFM model, 

using the variety of products along with other behavioral 

variables provides more accurate clustering for companies. 

4. Discussion 

With the aim of finding groups with more product 

diversity along with other behavioral variables, the 

clusters are discussed in this section: 

Cluster 1 (↑↑↑↑) high-value customers are the most 

valuable clusters among our customers and have the best 

condition in terms of the variety of the products. 

Moreover, regarding other factors are at a good level. 

This cluster has the potential to buy more and apply 

incentive programs, and is an appropriate group to impose 

the strategies of up-selling and cross-selling. The 

organization can make loyal customers by identifying and 

targeting these customers. Moreover, company can 

increase the probability of sales success and profitability 

by offering more products to this group. 

Cluster 2 (↓↓↓↓) low-value customers are not in a 

desirable situation in terms of the obtained indexes. The 

notable point is that more than half of the firm's clients are 

in this cluster. This group has the least indexes’ value. Low 

variety of the products of this cluster indicates that the 

customers of this group have low interest in diversified 

purchases. Therefore, offering additional products to these 

customers has not significant impact on the company's 

sales. Moreover, low recency of the cluster indicates its low 

frequency. This means that customers of this group for did 
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not interact with the company for a long time. The 

remoteness of the firm and the high recently can be one of 

the reasons for turning customer away from the firm. 

Cluster 3 (↓↓↓↑) middle-value customers have an 

average value in terms of indexes. The recency of this 

group is less than average, which means the continuation 

of the customer relationship with the firm. Thus, with 

increasing volume and variety of products of this group, 

the monetary will increase. This group has a potentiality 

to become high-value customers through incentive 

programs and increasing the variety of products. The low 

average of this cluster in terms of monetary, frequency, 

and variety of products could be too risky. Low recency 

indicates that customers haven’t interacted with the 

company for a long time. This will lead to the customer’s 

defection. Since the cost of attracting new customers is 

high, company should provide appropriate strategies to 

keep its recency in a suitable level and to maintain 

customers, and then to increase the customers’ value.  

The sub-cluster of 3-2 (↑↑↑↑) has a higher average 

among other sub clusters of third cluster. Due to the high 

variety of products, this group has the potential to migrate 

to a higher level in the first main cluster. The group 

consists of 21.5% of total customers of third cluster. 

Sub-cluster 3-5 (↓↓↓↓) is the most critical sub-cluster 

among others. The Average values of all the variables in this 

group are lower than total average values of the third cluster. 

This group is on the verge of moving to the second 

main cluster, and then leaving the firm, and hence their 

disconnection. This group includes 26.2 % of total 

customers of third cluster that is a significant digit 

compared with other clusters. 

Sub-clusters 3-1 (↓↑↑↓) and sub-cluster 3-3 (↓↓↑↑) 

are complementary. The organization could increase the 

variety of products and monetary factors of these groups 

to move into the sub-cluster 2-3, and then move to the 

first cluster of general classification by increasing the 

potential value of both groups using up-selling and cross-

selling strategies. These two groups include about 15 

percent of the third cluster’s customers. 

Sub-cluster 3-4 (↑↓↓↓) has kept its relationship with 

the firm, but their low volume of transactions is 

noticeable. The high recency of this group compared with 

the total mean is the only positive point of the group. 

5. Conclusion 

Social and economic changes between organizations 

and customers, have turned the transactional marketing to 

relational marketing. Although purchasing goods and 

services shape the nature of communication in 

organizations and businesses, few studies have considered 

the importance of this item. So, the nature of products is 

the missing link of researches in the field of customer 

behavior. In this study, the variety of products along with 

behavioral variables of RFM model was considered to 

identify the high-value customers. This would help 

organizations to find the best customers to implement the 

strategies of up-selling and cross-selling. Moreover, they 

can increase the customer buying domain through 

offering diverse products. The subsidiary purpose of this 

study is to compare the function of K-Mean algorithm on 

the data. In this study, the accurate identification of 

customers’ groups as well as behavioral and demographic 

data was obtained using the RFM model besides adding 

the variable of variety of products to this model. 

Therefore, organizations can adopt the appropriate 

strategies in each category, and can increase their 

Probability of success. As the results indicated, the 

recency and frequency values in cluster 1 and 3 are pretty 

close together, but the significant differences in the values 

of variables F and R make a huge difference in CLV of 

these clusters. According to the results, variable V has the 

significant role in the distinction and valuation of clusters. 

On the other hand, the valuation using RFMV model is 

more distinctive than RFM model. Moreover, in 

clustering using the RFM model, despite the difference in 

variables’ Mean, the average value of clusters 2 and 3 are 

equal, while are distinct in the RFMV model. 

The results indicate that the variable V, variety of 

products, is effective in calculating customers’ value. 

Moreover, from a practical perspective, it could have 

advantages such as accurate recognition of different 

groups, identifying subgroups to assess the movement of 

customers between groups, increased effectiveness of 

applied strategies, and increased profitability of 

organizations. As a whole, the results of modeling 

indicate that the variety of products along with other 

behavioral variables provide more accurate clustering 

than RFM model. It also could provide a more accurate 

understanding of customers’ groups. This variable is 

important in providing campaigns and strategies that are 

directly related to the variety of products. Clustering 

based on RFMV model can specify the most distinctive 

and meaningful groups to apply up-selling and cross-

selling strategies. In other words, the variety of products 

associated with each group can assist organizations to 

identify the target groups. 

According to the results, the surveyed company that is 

B2B, can group customers in appropriate clusters by 

differentiating their characteristics. 

Previous studies on the clustering customers using 

RFM model have only added one variable to the model. 

For more general information, to achieve more practical 

results, it is suggested that future studies add two or more 

variables to RFM model so to identify the variable with 

greater impact on understanding the customer. 

Furthermore, future studies can use methods such as 

Markov chain to study the movement of customers 

between groups. This will help organizations to analyze 

and evaluate the increase and decrease of customers in 

groups by combining and comparing the results. Moreover, 

it is suggested that future research expand the scope of 

study to various industries, and compare their results. 
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Abstract 
In today's competitive environment, customers are the most important asset to any company. Therefore companies 

should understand what the retention and value drivers are for each customer. An approach that can help consider 

customers‘ different value dimensions is the value network. This paper aims to introduce a new approach using data 

mining techniques for mapping and analyzing customers‘ value network. Besides, this approach is applied in a real case 

study. This research contributes to develop and implement a methodology to identify and define network entities of a 

value network in the context of B2B relationships. To conduct this work, we use a combination of methods and 

techniques designed to analyze customer data-sets (e.g. RFM and customer migration) and to analyze value network. As a 

result, this paper develops a new strategic network view of customers and discusses how a company can add value to its 

customers. The proposed approach provides an opportunity for marketing managers to gain a deep understanding of their 

business customers, the characteristics and structure of their customers‘ value network. This paper is the first contribution 

of its kind to focus exclusively on large data-set analytics to analyze value network. This new approach indicates that 

future research of value network can further gain the data mining tools. In this case study, we identify the value entities of 

the network and its value flows in the telecommunication organization using the available data in order to show that it can 

improve the value in the network by continuous monitoring. 

 

Keywords: Business-to-business Marketing; Business Customers‘ Value Network; Market Segmentation; Data Mining; 

Telecommunication Industry; Value Network Analysis. 
 

 

1. Introduction 

As organizations move towards customer relationship 

management, the marketing function is the most impacted 

due to these changes. Under these conditions, data mining 

tools uncovering previously unknown patterns from large 

customer databases could help effective customer 

relationship management, because that can be done only 

based on understanding needs and preferences of the 

customers. However, discovered knowledge has to be 

managed in a systematic manner for true marketing [1]. 

Companies have different sources of value. Customers 

and their relationships with a company comprise an 

important part of organizational value [2]. So to survive 

in industry it looks building strong lasting relationships 

with customer who is possible through the value creation 

has become the most important marketing activity. 

Therefore, organizations must understand what creates 

customer value [3]. 

Value is the fundamental basis for all marketing 

activities [4]. From a company‘s viewpoint, all customers 

do not have the same value, and marketers evaluate 

customers to recognize key accounts for building a 

relationship with them [5]. In order to recognize key 

accounts many researches apply market segmentation 

using data mining techniques [6,7,8,9,10,11,12,13]. A 

concept guiding today‘s business in developing proper 

relation is the value of a customer defined as the profit 

resulting from customer‘s contribution. The common 

model for measuring customers‘ value is the RFM model, 

which made up of three major factors: recency, frequency, 

and monetary [14]. The model analyzing customer 

behavior [14, 15, 16] has been widely applied in many 

practical areas in a long history and has been the most 

frequently adopted in segmentation technique [16]. 

Recency represents the time of the last transaction, while 

frequency denotes the number of transaction in a certain 

period of time and monetary means the amount of money 

spent in this specified time period [14, 15, 16]. 

Nonetheless, large amounts of the value over time lost 

because many customers change their spending behavior 

more than defect so an important form of customer 

segmentation which to do is customer migration. It 

focuses on smaller changes in customer spending and 

considers customer value at different points in time to 

help companies not only stem the downward course, but 

also influence upward migration earlier [17,18]. Coyles 

and Gokey [17] found ―that improving the management 

of migration as a whole by focusing not only on 

defections, but also on smaller changes in customer 
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spending can have as much as ten times more value than 

preventing defections alone.‖ 

Marketing can be seen as network relationship 

interactions [19, 20] and network analysis can be used to 

describe the value creation [21]. In network perspective 

the key to value creation lies in understanding how value 

is created in relationships and it is the network of 

relationships that provides understanding the competitive 

environment. Therefore, we must extend any analysis 

away from viewing value creation. Dynamic nature is one 

of the most important aspects of network, because one 

relationship affects positively or negatively in others, an 

action by one participant in the network can influence 

other network members or an action by one participant 

may require further actions by other participants to be 

effectiveness [22]. In this regard, in order to help 

marketers recent studies introduced "customers value 

network", a new form of value networks an extension of 

Allee‘s [23] contribution, that focuses on relationships 

between a company and its business customers. 

Customers‘ Value network is a mostly qualitative 

approach to distinguish business customers‘ different 

value dimensions and gain a better understanding of their 

customers. On the other hand, many organizations have 

enormous amounts of customer data in large databases. 

Marketers have realized that the knowledge in these huge 

databases is a key to supporting marketing decisions so 

use data mining tools to discover hidden knowledge about 

customers from those. However, data mining techniques 

haven‘t been used within the value network field, so we 

introduced a new multi-method for mapping customers‘ 

value network to gain the benefit from data available.  

In this research following introducing research 

Methodology, we implement the approach in the case of a 

telecommunication for understanding the potential 

benefits. Finally, implications for marketers and related 

research are presented. 

2. Methodology 

On the one hand, Value network is an approach via 

which the great amount of qualitative information 

gathered through interviews link in a map to provide a 

fast, systematic way to analyze the data [24]. On the other, 

data mining is one important technique of knowledge 

discovery in the database which has been applied in many 

fields, especially in CRM and marketing in recent years. 

However, it has not been used in the value network field, 

so we proposed a novel multi-method to model customers‘ 

value network. A new model of value network applies 

data mining to use both qualitative and quantitative data. 

2.1 Data Mining 

Data mining is a process of extracting the unknown 

and valuable patterns from the huge amounts of data. The 

aim of data mining is to find out interesting knowledge 

from sizeable data set [25]. The identification of patterns 

in a large data set is the first step and Data mining tools 

provide marketers with just the customer knowledge but 

to gain useful marketing insights and making critical 

marketing decisions the discovered knowledge has to be 

managed in a systematic manner [1]. The process of data 

mining breaks into five major phases, namely Business 

Understanding, Data Understanding, Data Preparation, 

Modeling, Evaluation and Deployment, that the sequence 

of the phases is not strict and moving back and forth 

between different phases is always required [26]. 

2.2 Customers’ Value Network 

Value is the fundamental basis for all marketing 

activities [4] which the traditional mechanism creating it 

is the value chain [22, 23, 27]. In recent years, because 

this Mechanism is inadequate to understand the 

complexities of value exchange [22, 23, 27], that shifts to 

value network.  

Value network is defined as‖ any purposeful group 

creating social and economic good through complex 

dynamic exchanges of value." Value network analysis is a 

business methodology that can help companies to 

distinguish and model value exchanges between 

networked parties as well as analyse, evaluate, and 

improve value conversion [21, 23, 27, 28]. This definition 

can be used in both internal and external perspective. 

External value networks include relationships between the 

organization and its suppliers, its investors, its strategic 

business partners, and its customers [21, 28]. 

Value networks involve different roles and 

organizations with different needs; hence, it is necessary 

to make specific propositions that create value for all 

participants in the network [29]. 

Traditional network research has extensively 

investigated the organizations that compose the network, 

while the whole network as a form of governance has not 

been so frequently studied [30]. Understanding network 

dynamics would influence managers' decisions regarding 

entering into new alliances by providing information on 

constraints from their current ties [31]. Network 

governance is needed for goal-oriented networks if they 

are to be effective [32]. Stable networks reinforce 

relational ties among members and ensure equitable 

distribution of value [33]. A new governance model is 

needed to realize a system in which ‗sustainability issues 

are integrated in a way that ensures value creation for the 

firm and beneficial results for all stakeholders in the long 

term‘ [34,45]. 

 The integration of sustainability at network level and 

the achievement of common and individual goals within 

the network could be then enhanced by new governance 

mechanisms. Rethinking the purpose of the firm as part of 

a value network could enable innovations towards new 

sustainable business models [38]. 

Greater stakeholder engagement is among the big 

changes that firms need to undertake in the pursuit of a 

long-term aim of sustainability [3637]. Den Ouden [29] 

suggests that specific arrangements are required for all 

parties in order to have a sustained portion both at the 

beginning and in the longer term, so they contribute to the 
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flourishing of the whole system. The analysis of the value 

flows within the network shows how different choices 

affect the mutual satisfaction of stakeholders, and hence 

the sustainability of the network [39]. Mutual value 

creation in sustainable business models, therefore, 

requires systemic consideration of a wide set of 

stakeholders who have a stake and responsibility in the 

value creation system [38]. 

In this regard, the study introduced a new concept of 

value network that focuses on relationships between a 

company and its business customers – called the 

―business customers‘ value network (BCVN)‖. 

Furthermore, they developed a systematic approach for 

mapping of BCVN that includes: describing the focal 

company, recognizing business customers, identifying the 

value exchanges, finalizing the value exchange and 

concluding the final map. To analyze business customers‘ 

value network, the paper used a combination of 

qualitative research approaches, namely in-depth 

interviews and consensus expert opinion. This approach 

helps marketers and managers distinguish business 

customers‘ different value dimensions in order to 

understand customers [40]. 

2.3 Proposed Method 

Customers are the most important asset in each 

business unit, so organizations should develop long-term 

relationships with customers to survive in the challenging 

environment of a global market. To build a relationship 

with customers, organizations must understand its 

customers. However, on the one hand, hundreds of 

thousands of public customers have diverse dimensions of 

values and behaviors, and One-dimensional analysis isn‘t 

useful so it‘s essential to examine customers from several 

aspects. On the other hand, it is difficult to integrate and 

combine various analyses, so there is a need for a 

technique that summarizes them. An effective way to do 

this is visualization. Visualization is a technique for 

graphical representation of large amounts of data that its 

purpose is improving data representation to obtain 

maximum results and recognition.  

In this section, a new approach for mapping and 

analyzing customers‘ value network is developed. 

Identifying and defining network entities of a value 

network, and drawing on innovative mapping, this 

approach presents an in-depth, multi-faceted picture of 

customers for marketing managers to gain a deeper 

understanding of their customers, the characteristics and 

structure of their customers‘ value networks and helps 

them better align their marketing strategies with the needs 

of customers to retain them. To conduct this work, we use 

a combination of methods and techniques designed to 

analyze large customer data-sets (e.g. clustering and RFM) 

and to analyze value network as well as to analyze 

customer migration. The method breaks into four major 

phases that are as follows and are shown in figure 1. 

 

2.3.1 Business Understanding and Defining Network’s 

Purpose 

This phase includes the first step the process of data 

mining and BCVN. First, we begin by defining and 

describing the focal company. It is necessary to identify 

fully the aim of the company formation, its goals, its 

products and/ or services, its customers and its 

interactions with them. Next, understanding the objectives 

and requirements from a business perspective, we can 

define the purposes of network and its mapping (Indeed 

main aim of customers‘ value network is deeper 

understanding from customers). 

 

Fig. 1. Phases of proposed model 

2.3.2 Data Analysis 

In this phase, Data mining-related activities conduct in 

two steps, namely data preparation, modeling and 

evaluation. The data preparation phase covers all 

activities what to do to construct the final data set as data 

collection, data cleaning and so on. In modeling and 

evaluation phase, various modeling techniques must are 

applied and assessed to get objectives. To achieve 

favorable objectives can step back to the data preparation 

several times. 

In preparation phase, First all customer data bases are 

identified then useful bases are selected and pre-processed. 

Second, as data variety is great, it‘s essential for 

achieving better analysis to classify data in categories 

according to similarity of them (as payment behavior, 

consumption behavior and so on). Third, the categories 

are prioritized using expert opinions.  

In modeling phase, although various data mining 

techniques can be applied, the most important activity in 

our research is customer segmentation, because 

segmentation is a very common interest in marketing as 

well as we would primarily identify network entities. 

Therefore, customers with each category of features 

separately are clustered to determine segments of diverse 

aspects of customer behavior. Doing this, we understand 

how behavior of customers according to each category of 

features is. Results of the highest priority category are 

main segments, and others are Subsidiary. 
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2.3.3 Mapping 

Mapping is a key phase in our approach. In this 

research, we only consider the relations between the focal 

company and its business customers (i.e. the star schema). 

In fact, for mapping network elements, there is no 

mandatory rule and it is more important that elements be 

selected in such a way that those get better understand. In 

order to be included mass information in a map, we should 

use from various elements and ways such as shape, shape 

division, color, page segmentation and so on. It is better 

that more significant segments are shown by more visible 

parts. Finally, we try to include important information in 

the map to draw a more intelligible picture from network. 

The basic mapping steps are as follows (it is essential to *9 

determine in any steps what element to use):  

Step 1, identifying and describing Entities of networks 

using results of main segmentation 

Step 2, identifying and describing subgroups of any 

Entity of networks using results of Subsidiary segmentation 

Step 3, extracting creation patterns of Entity: we can 

discover the pattern using classification technique to can 

both analyze current patterns and monitor network 

changes over time 

Step 4, grouping entities according to current value 

and future value (those can be guessed based on value 

segmentation.) 

Step5, identifying value exchanges existing among nodes 

Step 6, mapping 

2.3.4 Migration Analysis using Data Mining Technique 

Another form of customer analysis less noticed by 

many marketers is management of small changes in 

customer behavior while if not pay attention to that, they 

are losing a great deal of value. However, doing that is 

vital because continued tendency to downwards drift may 

causes significantly more value is lost over time than is 

lost through churn, and worse yet that customers tend not 

to return to their former group [17, 18]. It considers the 

customers group at different points in time to find out 

customers who change their buying patterns to give 

companies an early chance to correct any downward 

migration in their spending habits long before it leads 

them to defect [17]. Coyles and Gokey [17] found 

―companies not only can reduce downward migration by 

Systematic communication with target customers and 

tailoring tactics appropriately, but also helps them 

influence upward migration." 

In this section, we apply data mining technique to 

analysis customer migration for gaining more insight of 

value network. The basic steps of migration segmentation 

are as follows:  

Step1, identify value criteria of customer in order to 

do segmentation 

Step2, Selecting a proper time interval for dividing the 

data set into two sections (to create data set1 and data set2).  

Step3, implementing a clustering algorithm for data 

set1 for extract customer segments (the number of 

segments equal nodes of value network) 

Step4, giving any segment a value degree  

Step5, implementing classification algorithm based on 

results of clustering for identifying customer segments in 

data set2 (because patterns of segment formations within 

two data sets should be like to be comparable, we carry 

out this)  

Step6, comparing segmentations (in all data, data set1 

and data set2) 

Step7, Clustering customers into three clusters: 

 Positive migration: who have increased value degree 

 Negative migration: who have decreased value degree 

 Stable: who have held steady in their segment 

2.3.5 Situation Analysis 

Once the network mapped, we can now describe the 

situation of the customers‘ value network as it is. 

Describing network requires addressing several basic 

questions. The essential questions are:  

 How are the overall patterns of creation entities? 

 How are the overall patterns of migration? 

 How are the overall patterns of exchanges and 

value creation? 

 Does value management exist within the network? 

 Is a group that received value from the 

organization is less than the value which that 

creates for the organization and it is necessary to 

be given it value-added? 

 Is a group that be overheads (does not create any 

value for the organization)?  

 What are the most appropriate channels to 

communicate with each group of customers? 

 What are the opportunities of value creation? 

 Which groups are appropriate for proposing new service? 

 What are the overall patterns within the system? 

How assess you status of the network as a whole? 

3. Case Study (Telecom) 

In this section, in order to demonstrate the proposed 

approach application in the real world and to understand the 

potential benefits, it is applied to the Fixed-line 

Telecommunication Company. Step-by-step Implementation 

of the model is as follows.  

Telecommunication operators are organizations that 

create value by linking customers who are interdependent. 

Value is about the connectivity to a network, which can 

be reached, and the conductivity of a network, what can 

be transacted [30]. This industry produce and storing a 

massive amount of data (i.e. call detail, network data) all 

over the world and because manual analysis of the 

extraordinary size databases is difficult, this industry is an 

early adopter of Data Mining technology. 

Telecommunication companies store a huge amount of 

data from and about its customers as Demographic data, 

Account Information, Service usage information, Bill 

information, Calling behavior information, payment 

behavior, etc. These data sources can be used for 

Comprehensive analysis of customers (analyzing all 
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aspects of customers). The application of data mining to 

customer relationship management can help telecom 

companies win new customers in the mass market, allow 

existing customers to be more profitable, retain valuable 

customers, offer their customers more personalized 

services, etc. [31]. 

Step-by-step implementation of proposed model in the 

fixed-line telecommunication is as follows. In the 

research, we applied the data set that includes data related 

to six two-month periods of Subscribers of Telecom 

Company of Dez (subset of KHZ Telecommunication). 

The company that has approximately 11000 fixed-line 

business subscribers provides services of voice call, 

ADSL, intelligent network (IN), easy internet (EI) and 

electronic payment system (1818). “Discovering of 

creating-value opportunities for customer in order to 

generating more profits for the business” is defined as 

purpose of network. 
In second phase, in order to customer clustering, we 

used bill information that includes customer‘s monthly 

consumption and debt )i.e. data analysis is shown in 

figure 2(. The two segmentation schemes considered are 

customer value segmentation and customer anti-value 

segmentation. Value segmentation focuses on identifying 

the contribution that a customer makes to overall 

organizational revenue based on current relationships 

with the organization. The other form of segmentation is 

segmentation according to customer debt. Because 

revenue is more important than debt from expert‘s view, 

main clustering is performed based on revenue 

information and debt information is used for the second 

level of clustering. Considering RFM model, we made of 

three major factors for value clustering: R, the time of the 

last revenue period, F, the number of revenue period, M, 

average of the amount of money spent in any period. As 

well as for anti-value clustering, three factors are made of: 

R, the time of the latest debt period, F, the number of debt 

period, M, average of the amount owed in any debt period. 

Using Two-steps algorithm, customers divide into five 

value segment and three anti-value segments that each 

reflects the different pattern of subscribers‘ behavior. 

Then according to segmentation results, other 

characteristics within each group as ARPU (Average 

revenue per user) and behavior service is gotten. 

Segmentation results are demonstrated in table1. Data 

mining is carried out using the default option of the spss 

Clementine 12 on a machine with RAM 8.00 GB and 

x64-based processor.  

In the third phase, i.e. mapping, focal company is 

indicated by Oval and circles denote value segmentations 

discovered in the previous phase that the more customers in 

any group, the bigger its circle. Circle's labels indicate size 

and ARPU of any customer group. Any circle based on 

anti-value segmentation divided into sectors that show 

subgroups of that group, the arc length of each sector is 

proportional to the subgroup size. Color of any sector 

indicates its subgroup, and the darker be color, more 

degrees of anti-value (the same sector colour in different 

groups is alike). Value exchanges are indicated by arrows 

that can be bi-direction or one-direction (that bi-direction 

show Reciprocity). Furthermore, labels on arrows provide 

the description of value exchanges such as service name, 

Percentage of customers who use the services within the 

group and Percentage of the amount that the group has 

given for the service during the year. Finally, color of a 

circle header determines that group degree of value. Value 

segmentations based on current consumption behavior and 

future that guessed break up into four parts, namely 

platinum-colored, golden, silver-colored, bronze-colored. 

Figure 3 presents the mapped customers‘ value network. 

 

Fig. 2. Phases of data analysis 

In fourth phase, i.e. migration analysis is performed 

using value segmentation. With the aim, data set is 

divided into two six-month part. So using two steps 

algorithm first-data set segment into five parts then 

implementing the classification algorithm second-data set 

segments are extracted. Next, segments are ranked from 

one to five. Finally, with calculating below formula, we 

identify migration segments: if the migration degree is 

more than 1, it‘s positive migration. If Migration degree is 

less than -1, it‘s negative migration. Else it‘s stable.  

V: value degree of primary value segment,   : value 

degree of first-data set value segment,   : value degree of 

second-data set value segment, Migration degree: 

              . 
Figure 4 presents statistics related to migration. 

Additional insights come from comparing the ratios of 

migration in any group. Subscribers become more stable 

by moving from left to right in figure 4 (Therefore, the 

more the debt is, the less stable it becomes).  A substantial 

percentage of negative migration occurred in high and 

medium debt clusters; thus, it can be concluded that the 

debt of subscribers reduces the value of the network in the 

long term and makes the valuable clusters become smaller. 
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Fig. 3. Migration status 

In fifth phase, i.e. situation analysis, we can describe 

the Situation of the customers‘ value network: according to 

the map the number of the most valuable subscribers is 

much lower than other categories. From high to low value 

groups, anti-value behavior is increasing. Network status is 

relatively bad because: The most valuable subscribers are 

very low, ARPU of middle groups its population is more 

than other groups is low, Many consumers have almost lost 

(this segments is shown as ―churn customers‖ in figure 4 

and in table 1), A substantial percentage of negative 

migration occurred that it is not a good sign. In the network 

value management do not exist because customers do not 

receive as much value from network that they get value to 

network. Unfortunately, Subscribers spite of disparate 

value receives equal services and facilities that the situation 

should not be continued. Also a group is that not only does 

not create any value but have cost for organization. As 

most service users are in the Middle group, they are 

appropriate for proposing new services and the 

opportunities of cross selling exist for higher group. 

As we used various criteria for customer analysis, now 

any customer is part of a micro-segment. This allows more 

precision targeting, with knowledge of what the retention 

and value drivers are for each customer. Appropriate use 

of a multi-layer segmentation results in higher retention 

and growth. In addition, it allows enhanced business 

planning, where specific growth and retention targets can 

be assigned to every segment of each layer (namely value 

segmentation, anti-value segmentation, migration 

segmentation). Public strategies of any layer are in table 2. 

Our approach uses both qualitative (namely in-depth 

interviews and consensus expert opinion) and quantitative 

data .Therefore, the accuracy of the results is taken from 

two dimensions .The algorithms and the method for 

examining the results of the quantitative are shown in Fig 

2 and Qualitative results were also approved at meetings 

held with the organization's experts. 

 

Table 1. Public strategies 

Measures Level Public strategy 

Main layer 

(value segmentation) 

Platinum-colored 
Golden 

Silver-colored 

Bronze-colored 

(high revenue) 
h-medium revenue 

medium and low revenue 

zero revenue 

Retain 
retain and extend 

extend 

reduce cost 

Second layer  

(anti-value segmentation): 

Low-debt 

Medium-debt 

 
High-debt 

encourage 

Should be encouraged provided that they pay 

its bill timely. 
Instalment payment 

Migration layer: 

Positive-migration 

Negative-migration 

Stable 

to Strengthen and encourage 

upselling plan to prevent negative migration 

upselling plan 

Table 2. Results of clustering 

Low-debt medium-debt h-debt  

Count: 184,1.729 

ARPU(rank): 6997636.125 (1) 
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6 
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1042975 
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2 

6 

6 
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1 

6 
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1324021 
737422 

3958889 

909176 
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0.016 

0 

1 
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0.016 

0 

1 
0 
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0 

129452 
0 

3.250 

2 

4 
3.500 

1.250 

1 

2 
1 

229610 
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498984 
169735 
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2 

6 
4 

2.889 

1 

6 
3 

2748812 

206766 

7853816 
1725077 

Count: 1493,14.025 

ARPU(rank):2255771.215(4) 

 Count: 187, 1.757% 

ARPU(rank): 1871379.316(6) 

 Count: 82, 0.77% 

ARPU(rank): 1925229.976(5) 
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3 

6 

6 
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2 

6 

6 

383636 
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5.957 
4 

6 

6 

5.701 
2 

6 

6 

330413 
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283620 
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3 

6 

6 

4.866 
2 

6 

5 
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358016 

R F M(debt) R F M(debt) R F M(debt) 
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0 
1 

0 

0.042 

0 
1 

0 

3800 

0 
240595 

0 
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1 
6 

3 
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1 
3 

1 
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1 
6 

5 

2.683 

1 
6 

3 
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2436306 
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Low-debt medium-debt h-debt  

Count: 3382,31.771%  

ARPU(rank): 460002.847 (7) 

 Count: 1928,18.112% 

ARPU(rank): 446093.771 (8) 

 Count: 176, 1.653% 

ARPU(rank): 335949.028 (9) 
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Fig. 3. customers‘ value network of Dez Telecom 
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4. Managerial Implications and Applications 

Customers are the most important asset in each 

business unit but because of the intense competition and 

increased choices available for customers, organizations 

should manage customers in a long-term relationship. 

That requires that they interact with their customers based 

on actual customer preferences. As businesses owing to 

information technology increasingly have the capability 

to accumulate huge amounts of customer data in large 

databases, by using this databases data mining tools can 

help uncover the hidden knowledge and understand 

customer better. However, customers have diverse 

dimensions of values and behaviors and marketer for true 

understanding need to use multi-dimensional analysis 

(which each customer can be part of a micro-segment) to 

gain greater knowledge about customers. Since it‘s 

difficult to integrate and combine various analyses, there 

is a need for a technique that summarizes them. An 

effective way to do this is visualization. Data 

visualization allows marketers to view complex patterns 

in their customer data as visual objects complete in three 

dimensions and colors. Hence we proposed the approach 

that presents an in-depth, multi-faceted picture of 

customers for marketing managers to gain a multi-

dimensional understanding of their customers so helps 

them better align their marketing strategies with the needs 

of customers to retain them. Additionally, because it 

requires no special technical knowledge for interpreting, 

it can be used as a managerial tool. 

As regards the academic level, from the aspect of 

value network, we show future research of value network 

can further gain data mining tools. Our approach applies 

capabilities of data mining techniques in context of value 

network analysis. A summary of the differences between 

methodologies are in table2. In addition, from view of 

knowledge discovery, based on our results can understand 

that not only data mining tools help value network 

analysis but also value network map is very helpful for 

management of discovered knowledge using data mining. 

Indeed, value network can be considered as a visual 

framework for knowledge management that may be 

integrated into data mining. 

In this case study, we distinguish parties (where any 

party is a group of business customers) and model value 

exchanges between networked parties using the available 

data in the telecommunication organization (focusing on 

the relationships between a company and its business 

customers). Then, diverse dimensions of values and 

behaviors parties are visualized in the value network to 

describe how the value is created in relationships. 

Analyzing value flows not only can prevent the decline of 

value in the network, but also it can identify ways to 

promote the value in the network. 

In order to maintain the value of the network and 

increase it, managing the customer behavior changes in 

the network is a necessary task for a business and 

customer behavior changes in the network should be 

monitored continuously. Consequently, each category of 

migrations should be treated in such a way as to induce 

positive migrations behavior. 

We also propose that it‘s better for organizations to 

investigate their value network in three levels: internal, 

customers and collaboration because a part of value lies in 

each of them. Figure5 shows different levels value network. 

And as Customers and their relationships with a company 

comprise an important part of organizational value [2], 

customers‘ value network is a very influential level. 

 

Fig. 4. Three level of value network 

5. Conclusion and Limitation 

Understanding the real value of customers is essential 

to retaining them. An approach that helps gain a deep 

understanding of customer is the value network by 

considering different value dimensions of customers. 

Despite enormous sources of data available in any 

organization, current approach of value network has not 

used them. This study, therefore, aims to justify the 

capabilities of data mining techniques in context of value 

network analysis. This study proposed a new approach to 

identify and define network entities in multi-layer in order 

to gain Deep insight about customer behaviors. 

Meanwhile, by understanding customers‘ value 

dimension, it allows precise targeting, where specific 

growth and retention targets can be assigned to every 

segment of each layer. Appropriate use of richly value 

network results in higher retention and growth. We 

applied this approach to the Telecommunications 

Company to show its applicability in the real world. 

We in this research only analyze relations between the 

focal company and its customers and do not consider 

value relations existing among customers- call detail data 

can are used for this work. Moreover, we use a part of 

customer data, and a more detailed map can is created by 

using all of them. In future researches, we discuss how to 

use insights gained from this approach for decision 

making and policy management. 
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Table 3. Comparison of methods 

Proposed approach Value network (23) & BCVN [29] Term 

This approach is a multi-method analysis, because it applies 

data mining to use both qualitative and quantitative data. 

Hence its result surely will be more detailed. 
Quantitative means data that already have been in a 

company database. 

This approach is a qualitative method that uses data gathered 

through interviews. 
Method 

It is a multilevel analysis because both that gives descriptive 

picture with statistics and that uses diverse dimensions of 
values and behaviors. Therefore, the multi-faceted picture 

gets a deeper understanding of the network. 

It is a one-level analysis that gives descriptive picture from 
nodes and its relation. 

Result 

It hasn‘t mandatory elements and can use various elements, 

such as shape, shape division, shape size, colour, and page 

segmentation etc. 

It uses specific elements for mapping, i.e. ovals, arrows, 

labels, solid and dashed lines. 
Mapping element 

Business Customer groups 

Roles (role-based network) or participants (participant-based 

network) in Allee‘s value network 
Business customers in BCVN 

Nodes 

As nodes identify using data, More detailed information is 

available. Nodes can have many identifiers such as name, 
size, ARPU and so on. Furthermore, color, division, 

position, etc. related to any node describes other 

characteristics of them. 

Nodes can have attributes such as name and type. Node Attributes 

Link show value exchanges between two nodes and there 
can be multiple links between nodes. 

Link show value exchanges between two nodes and there can 
be multiple links between nodes. 

Links 

Arrows can be bi-direction or one-direction that bi-direction 

show Reciprocity. 

Every link indicates a single direction and bi-directional 

arrows are not permitted (in Allee‘s value network). 
The arrows should be one-direction, bi-directional arrows 

only are used to depict loyalty and sense of community (in 

BCVN). 

Direction 

Every link has unique attributes such as its deliverable and 

its related statistics that can be used as Evaluation indicator 

of that link. 

Every link has unique attributes such as its deliverable and its 
nature (tangible or intangible). 

Link Attributes 
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Abstract 
New visual and static features, namely, right singular feature vector, left singular feature vector and singular value 

feature vector are proposed for the semantic concept detection in images. These features are derived by applying singular 

value decomposition (SVD) "directly" to the "raw" images. In SVD features edge, color and texture information is 

integrated simultaneously and is sorted based on their importance for the concept detection. Feature extraction is 

performed in a multi-granularity partitioning manner. In contrast to the existing systems, classification is carried out for 

each grid partition of each granularity separately. This separates the effect of classifications on partitions with and without 

the target concept on each other. Since SVD features have high dimensionality, classification is carried out with K-nearest 

neighbor (K-NN) algorithm that utilizes a new and "stable" distance function, namely, multiplicative distance. 

Experimental results on PASCAL VOC and TRECVID datasets show the effectiveness of the proposed SVD features and 

multi-granularity partitioning and classification method.   

 

Keywords: High-Dimensional Data; Multi-Granularity Partitioning and Classification; Multiplicative Distance; 

Semantic Concept Detection; Static Visual Features; SVD. 
 

 

1. Introduction 

Semantic concept detection in images is the process of 

deriving meaningful terms that describe image contents. It 

is also referred to as image annotation [1] or indexing [2]. 

Semantic concept detection has been an active research 

topic in the recent years due to its potentially large impact 

on the image understanding, summarization, search, and 

filtering. It is essentially a classification task for 

determining the presence of the given semantic concepts 

in an image. The semantic concepts cover a wide range of 

topics such as those related to objects (e.g., car, airplane), 

indoor/outdoor scenes or locations (e.g., meeting, desert), 

and genre (e.g., weather, sports). 

The success of a concept detection scheme strongly 

relies on the effectiveness of the low-level features in the 

content representation. Many systems have used global 

features mostly specified by MPEG-7 Visual part [3]. 

Global features include color or edge histograms, grid-

based color moment and wavelet texture, etc. Other 

widely-used features are local features, like scale invariant 

feature transform (SIFT). Local features represent an 

image by the histogram of local patches based on a visual 

vocabulary of visual words [4]. An image is decomposed 

to a set of visual words derived after clustering or 

segmentation of the input image. However, local and 

global features have their own weaknesses. Global features 

do not contain local structure, and local features do not 

represent statistics about the overall distribution of texture 

or edge information. Moreover, most local features, like 

SIFT, are dependent on the size of the vocabulary of visual 

words; and the size of the vocabulary is also dependent on 

the type of images. For different types of data, the suitable 

size of the vocabulary changes. 

This paper has the following contributions: New static 

visual features, namely, singular value feature vector, right 

singular feature vector, and left singular feature vector, are 

proposed. These features are derived by applying SVD 

"directly" to the "raw" images. In SVD features, different 

information like color, edge and texture is incorporated 

into an integrated framework and this information is sorted 

in accordance with their importance for detecting 

concepts. Moreover, feature extraction and classification is 

performed in a multi-granularity scheme, which is 

approximately similar to what is done by a human for 

detecting a concept. Classification is carried out for each 

grid partition of each granularity separately. Furthermore, 

feature vectors usually have high dimensionality even after 

dimension reduction. Recently, it has been shown that 

when dimensionality of data (feature vectors) is high, 

many distance functions (Minkowski distances, cosine 

similarity, etc.) become unstable [5][6][7][8]; i.e. distances 
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of all data to a given query point become the same in the 

high-dimensional space. This phenomenon leads to the 

performance degradation of the classification algorithms 

that use these distance functions. To solve the instability 

problem, a new distance function, namely, multiplicative 

distance [8], is used that its stability in the high-

dimensional space has been proved.  

The rest of the paper is organized as follows. Section 

2 gives an overview on the related works. Section 3 states 

characteristics of SVD features. This Section also 

introduces multiplicative distance. In Section 4, the 

proposed concept detection method is demonstrated in 

detail. The experimental results are reported in Section 5. 

Finally, some conclusions are drawn in Section 6. 

2. Related Works 

Generally speaking, two types of static visual features 

are often used: global and local. While global features are 

statistics about the overall distribution of color, edge or 

texture information, local features describe the local 

structures in an image. In the following, we mention some 

of these features in the previous works. Many papers like 

[9][10] have used global features, such as edge direction 

histogram, Gabor texture, color moment, color histogram, 

canny edge, etc., for describing images. Most of these 

features are defined by MPEG-7 Visual part. These 

features either are concatenated to form a single feature 

vector for the classification [9] or are used separately for 

the classification [10]. In both of these cases, the 

relationships between the features are not usually taken into 

account. In [11] local binary pattern (LBP) has been used 

for image feature description. In [12] an image descriptor 

based on the orientation of contrasts is proposed. The 

contrast and width of canny edge features are computed by 

a simple scheme. Inspired by the histogram of oriented 

gradients method, an image representation is proposed 

based on a histogram of contrasts.  

Some further research works fall in the category of the 

local features. An image has local interest points or 

keypoints defined as salient patches that contain rich local 

information about the image. Keypoints are usually 

around the corners and edges of image objects, such as 

the edges of the map, people‟s faces, etc. The most 

popular keypoint-based representation is bag-of-visual-

words (BoW). In BoW, a visual vocabulary is generated 

through grouping similar keypoints into a large number of 

clusters and treating each cluster as a visual word. An 

image can be represented as a histogram of visual words. 

The performance of BoW features in semantic concept 

detection is subject to various representation choices [4].  

Lazebnik et al. [13] have exploited the spatial location 

of keypoints and proposed a spatial pyramid matching 

(SPM) method, in which an image is first divided into 

multi-level equal-sized grids and each grid is described by 

a separate BoW using SIFT descriptor. Then, the BoWs 

from image grids at each level are concatenated to form 

the final representation. Fisher vector is another type of the 

image representation that has been used in [14]. The Fisher 

vector can be seen as an extension of the BoV. Both of 

them are based on the visual vocabulary built on the low-

level features like SIFT descriptor. If a Gaussian mixture 

model is used to model the visual vocabulary, the gradient 

of the log likelihood can be computed with respect to the 

parameters of the model to represent the image. Sparse 

coding is a feature encoding method that has been widely-

used in recent years [15]. The aim of sparse coding is to 

represent input vectors as a linear combination of a small 

number of basis vectors (dictionary).  

In [16] a method called non-negativity and locality 

constrained Laplacian sparse coding is proposed. Firstly, 

non-negative matrix factorization is used in the Laplacian 

sparse coding, which is applied to constrain the negativity 

of both codebook and code coefficient. Secondly, K-

nearest neighboring codewords for local features are used 

because locality is more important than sparseness. 

Finally, non-negativity and locality constrained operators 

are utilized to obtain a novel sparse coding for local 

features. Convolutional neural network (CNN) has been 

used in [17]. It consists of multiple convolutional layers 

of small neuron collections followed by fully connected 

layers. These layers form multi-stage feature extractors, 

which higher layers generate more abstract features from 

lower ones. The input to the CNN is raw image pixels 

such as an RGB vector, which is forwarded through all 

feature extractor layers to generate a feature vector that is 

a high-level abstraction of the input data.    

Some papers have used combination of global and local 

features. Jiang et al. [4] have used local BoW feature and 

two types of global features, color moment and wavelet 

texture, which have been obtained from the whole image. 

The local and global features have been combined and 

classification has been performed for the whole image, 

neither for each partition nor for each granularity. 

3. Preliminaries 

3.1 Motivations for Using SVD Elements as the 

Low-Level Feature 

SVD elements can be useful for expressing edges, 

textures and colors/luminance in images. For describing 

this matter, notice that an image, an     matrix A, can 

be interpreted as the ensemble of the basis images as 

follows: 





z

i

T

iiiz vuA
1

     (1) 

Where                )) is the number of    

(left singular vector) and    (right singular vector) pairs 

used. Each     
  specifies a layer of the image geometry, 

whereas the singular value    is the weight assigned to 

this layer and specifies the luminance of that image layer 

[18][19][20]. The first few singular vector pairs account 

for the major image structure, whereas the subsequent    

and    pairs account for the finer details in the image. 
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Larger singular values indicate more energy in the image. 

The singular values also denote the activity level in the 

image. A high activity level represents roughness or 

strong textures and edges. Similarly, a low activity level 

corresponds to smoothness or weak textures and edges 

[18][20]. These show that SVD can be used for 

representing different regions of an image.  

If the first few singular values have predominant 

magnitude, after projecting along the first few singular 

vector pairs the reminder scatters are small and ignorable. 

This point is demonstrated through an example shown in 

Figure 1, where the image size is 352×288 and thus 

p=288. It can be observed that the first 30 basis images 

(z=30) [i.e., i = 1 to 30 in (1)] capture the major image 

structures and luminance/colors, and the subsequent basis 

images signify the finer details in the image. Furthermore, 

it is observed that with some few singular values and their 

respective left and right singular vectors, an image can be 

reconstructed nearly similar to the original image.  

 
(a) original (b) z =10 (c) z =20 (d) z =30 (e) z = 40 (f) z = 50 

Fig. 1.    as defined by (1) for different values of Z, (a) original image (     ),  (b) Z= 10, (c) Z = 20, (d) Z = 30, (e) Z =40, (f) Z =50.   

 

In SVD, color/ luminance, texture, and edge 

information is sorted according to their significance. SVD 

integrates this information simultaneously and takes into 

account the relation between them. Hence, all the edge, 

color and texture information is encoded into a single 

representation. In addition, there is no redundant 

information in SVD since left and right singular vectors 

are orthonormal. Furthermore, SVD takes into account 

human visual perception [20].  

Moreover, singular values are stable. The stability of 

singular values indicates that when there is a little 

disturbance in the image, singular values do not change 

considerably [18]. Therefore, singular value features can 

be effective to encounter noise, small clutters and small 

changes in the image. Additionally, singular values are 

useful when the image has transposition, rotation and 

translation; since a) a matrix A of an image and its 

transpose,   , have the same non-zero singular values 

[18]; b) if R is a unitary and rotating matrix, the singular 

values of RA (rotated matrix) are the same as those of A 

[19]; c) the original image A and its rows or columns 

interchanged image have the same singular values [19]. 

These abilities motivate us to use SVD elements as the 

low-level feature for the concept detection.   

3.2 Multiplicative Distance 

Under some conditions on the data distribution, 

distances between data and query points in the high-

dimensional space are meaningless or unstable 

[5][6][7][8]. This means that distances of all data from a 

given query point become the same for a wide variety of 

data distributions and distance functions, when 

dimensionality increases toward infinity. Minkowski and 

fractional norm distances [8], cosine similarity for the 

i.i.d. (independent and identically distributed) data [21] 

are some examples. In such cases, the concept of 

proximity and similarity is not meaningful because of the 

poor discrimination between the nearest and furthest 

neighbors. This instability can greatly affect many 

applications like classification, and can result in the 

performance degradation. In [6] and [7] authors have 

stated that the sufficient and necessary condition for the 

stability of a distance function. In [8] a new distance 

function, namely, multiplicative distance, has been 

introduced that its stability has been proved. The 

multiplicative distance function can be used in the low-

dimensional space. The definition of this distance 

function is as follows. 

Definition: Let              )  be an m-

dimensional random vector with       (   is the 

distribution of the random variable   ),         and 

             ) be the query point with      ̃ . Set 

     |     | . The general form of the 

multiplicative distance of X from Q is defined as: 

1),(MD
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where    is named "control power", which controls 

the effect of each    on the distance.   
   is defined as 

distance component. If        , each dimension has 

equal effect on the distance. In the simple form of the 

multiplicative distance we have        . 

4. Proposed System 

Figure 2 shows the block diagram of the proposed 

concept detection for each case of multi-granularity 

partitioning, which includes training and test stages. 
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Fig. 2. Block diagram of the proposed concept detection for one case of 

multi-granularity partitioning, (a) training stage, (b) test stage. 

4.1 Training Stage 

First, positive images (i.e. images containing the target 

concept) are partitioned into different granularities. 

Usually, six cases of granularities, i.e. 11 grid (1 

partition), horizontal 21 grid (2 partitions), vertical 12 

grid (2 partitions), 22 grid (4 partitions), 33 grid (9 

partitions) and 44 grid (16 partitions) are used for 

feature extraction for most of concepts. Since some 

concepts are depicted by the holistic representation of an 

entire image rather than a region (e.g., office), very small 

granularities (like 44 grid) are not used for these concepts. 

This kind of partitioning is approximately similar to 

what is done by the human for detecting concepts. When a 

human looks for a concept in an image, in accordance with 

the concept, first, he/she looks at the whole image and if it is 

necessary, the view range is getting smaller in order to 

detect the concept. So, the human hierarchically narrows 

down the looking range until detecting the target [22][23]. 

However, the human perception system is very complicated 

and uses extensive rules. In the proposed method, the 

similar work is done but in a simple way. The positive 

images are divided into equal grid partitions at different 

granularities so that they are perceptible for the human for 

detecting concept. Additionally, very small partitions are not 

used since they have no perceptual meaning.  

Different types of partitions based on multi-

granularity partitioning are obtained. Then, partitions that 

contain the concept (positive partitions) are detected 

manually and are kept. As stated in Section 3, SVD 

elements can be used as the low-level features. Therefore, 

SVD is applied to each positive partition of the image. 

SVD features are extracted in three cases: from "raw" 

color images with RGB and HV color spaces and "raw" 

gray scale space. The right singular vectors of SVD are 

concatenated to form the right singular "feature" vector. 

The left singular vectors of SVD are also concatenated to 

form the left singular "feature" vector. Singular values are 

also put in the singular value "feature" vector. Therefore, 

in the case of experiments with the gray scale space, there 

are 3 feature vectors for each partition; and for the case of 

experiments with the HSV and RGB color space, there 

are 9 feature vectors (3 feature vectors for each 

component of the color space).  

Notice that SVD features are obtained "directly" from 

"raw images" of partitions. Our SVD features are 

different from features in methods that use techniques like 

PCA or LSA. In those methods, low-level features (like 

SIFT features) are extracted. Then, SVD in techniques 

like PCA or LSA is applied to the "extracted low-level 

features" (not on the "raw images") to produce the final 

processed features.  

SVD features are obtained from the positive partitions. 

However, feature vectors usually have very high 

dimensionality. High-dimensional data requires large 

storage space and more computation and to reduce the 

computational and storage cost, dimension reduction is 

necessary. With the dimension reduction, some data that 

do not help for detection are removed and performance 

can be improved. In addition, the dimension reduction is 

useful for the noise cleaning. An interesting property of 

SVD is that information is sorted based on its importance 

in the descending order. Small or zero singular values 

indicate that their respective right and left singular vector 

pairs (in Equation (1)) have less or no significance. 

Furthermore, if the first few singular values have a 

predominant magnitude, after projecting along the first 

few singular vector pairs, the remainder scatters can be 

ignored. Therefore, with removing less or insignificant 

singular values and vectors, the dimensionality is reduced. 

For this task in the training stage for each positive partition 

(of each case of granularities) that contains the target 

concept, its energy is calculated from the below formula: 





p

i

iE
1

2      (3) 

where ),min( nmp  , m  and n  represent the size of 

the partition. Then, the first index of the singular values 

that satisfies the following equation is obtained: 
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where th is a threshold.     is the energy of the 

reconstructed image (partition). th is selected so that after 

the dimension reduction, the reconstructed image has 

good perceptual quality and no considerable distortion. 

For simplicity, th is selected the same for all concepts (for 

all granularities and also all components of color images). 

For each case of partitioning these indices are calculated 

separately for all partitions containing the target concept, 

and the final index for each granularity, which is used in 

test stage, is the average of these indices. Thus, we have 

different indices for different granularities (e.g., 6 final 

indices for each kind of feature vector in the case of 6 

granularities with gray scale images). For HSV and RGB 

cases, for each color component of the images this 

process is performed separately. Therefore, usually 

different indices related to th are yielded for three 

components of the color images. These final indices 

determine lengths of feature vectors for the concept. With 

removing the singular values after these indices and their 

respective elements in the left and right singular feature 

vectors (i.e. their respective left and right singular vectors 

in Equation (1)), the dimensionality of feature vectors are 

reduced and final positive feature vectors are yielded. The 

reduced-dimension feature vectors of the proposed system 

have different lengths for different concepts.  
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Based on Figure 2, for the negative images (images 

without the target concept), multi-granularity partitioning is 

performed. Then, SVD features are obtained from 

partitions. Using lengths of feature vectors (from obtained 

indices), the dimension reduction is carried out on these 

features and the final negative feature vectors are attained. 

Furthermore, since for the classification in the test phase 

the multiplicative distance is used, the parameter c (control 

power) for the multiplicative distance is selected such that 

the overflow does not happen. For this purpose, for each 

granularity and for each type of feature vector for each 

concept, the pairwise multiplicative distances of all feature 

vectors (positive and negative) for different values of c  are 

calculated. The largest value of the non-positive integer 

powers of 10, i.e. 1, 0.1, 0.01, ..., for which overflow does 

not happen, is selected as the control power. The final 

positive and negative feature vectors, lengths of feature 

vectors and control powers are used in the test stage. 

4.2 Test Stage 

For each test image, multi-granularity partitioning is 

done. Then, SVD is applied to the partitions of raw images 

and SVD features are obtained from each partition. The 

dimension reduction is performed on the feature vectors of 

each partition using the lengths of feature vectors (final 

indices from the training stage). However, even after 

dimension reduction the feature vectors usually have high 

dimensionality. As stated in Section 3.2, conventional 

distance functions in the literature become unstable for the 

high-dimensional data. So, using these distances in a 

classifier can result in the performance degradation. 

Multiplicative distance has been introduced as a stable 

distance function [8] and we use this distance in our work. 

Notice that a classifier must be used that this distance 

function is applicable to it. For this reason, classification is 

carried out with the well-known K-NN algorithm with the 

stable multiplicative distance function.  

If we consider features of all partitions of an image 

together for the classification, some partitions may not 

have the target concept. Therefore, wrong detection can 

occur due to considering features of the partitions with 

and without the target concept together. Thus, in the 

proposed method classification is carried out for each grid 

partition of different granularities individually. 

Furthermore, classification is performed for each of 3 or 9 

kinds (based on gray scale or color images) of feature 

vectors of each partition separately.  

It should be noted that our multi-granularity 

partitioning and classification system is different from the 

spatial pyramid matching approach, commonly used in 

BoW representation like in [13]. In [13] an image is 

partitioned into different granularities. For each 

granularity, BoW features are obtained. Finer 

granularities get higher weights. Then, features of all 

granularities are concatenated and classification is 

performed for the whole image not for each partition. In 

our work in contrast to [13], features of different 

granularities are not concatenated and detection is 

performed for each grid partition of each granularity 

separately. Furthermore, different granularities have the 

same importance in detection. This is because finer 

granularities do not necessarily represent concepts better. 

Moreover, for some concepts we do not use small 

granularities as stated before.  

If each feature vector has n  dimensions and number of 

the training feature vectors is m, and                     

        are the training feature vectors, and           ) 

is a feature vector of the test sample, the classification is 

as follows: 
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where f is the distance output of the classification. 

label of Y is positive if    that has the minimum distance 

is from the positive training feature vectors; otherwise 

label is negative. C is the control power of the 

multiplicative distance. For all 9 (for RGB and HSV 

images) or 3 (for gray scale images) feature vectors of a 

partition, the classification is performed separately. For a 

partition, if at least one of the classifications on its feature 

vectors gives positive answer for the target concept, that 

partition is annotated with the positive label. For an 

image, if at least one of its partitions is positive, that 

image is annotated with positive label for that granularity.  

For each concept, following stages are performed for 

"each granularity": 

a. For each positive image the partition(s), namely, the best 

partition (s), with the maximum number of positive labels 

of the classifications is (are) kept as the representative of 

that image and other partitions are eliminated.  

b. The best partitions of positive images are divided 

into 3 or 9 groups in a descending order in 

accordance with the number of their positive labels. 

For example, for the case of gray scale images, 

there are 3 groups: the first group is related to the 

best partitions that have 3 positive labels; the 

second group contains the best partitions with 2 

positive labels; and the last group is related to the 

best partitions with 1 positive label.  

c. Among each group of best partitions, for each 

"kind" of feature vector, feature vectors (with 

positive or negative label) are ranked based on 

their labels and distances, f. First, positive feature 

vectors are ranked in an "ascending" order 

according to their distances. Next, negative feature 

vectors are ranked in a "descending" order based 

on their distances. The score of each best partition 

is the summation of ranks of all its feature vectors. 

d. If an image has some best partitions (i.e. with the 

same number of positive labels), the partition with 

the best score is kept and other partitions of that 

image are eliminated.  

e. The best partitions are ranked according to their 

group and score, to form the ranked list of positive 
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images for that granularity. Note that each best 

partition is related to one image. 

Next, the ranked lists of all granularities are 

aggregated with simple fusion to form the final ranked list 

of positive images for that concept.  

5. Experimental Results 

In this Section, the performance of the proposed 

method is evaluated on two well-known PASCAL VOC 

and TRECVID datasets. The first dataset is the widely-

used PASCAL VOC 2007 [24], which consists of 8 

concepts and includes 9963 images divided into a 

predefined training and test set of 5011 and 4952 images, 

respectively. Figure 3 shows the example images for 8 

concepts in PASCAL VOC 2007.  

 

 

 

 

 
aeroplane bicycle bird boat bus car motorbike train 

Fig. 3. Exemplary images for the evaluated concepts in the experiments in PASCAL VOC 2007 dataset. 

 

The images are resized to 352×288. For each semantic 

concept, average precision (AP) is used for the 

performance evaluation. AP is the average of precisions 

computed at the point of each of the relevant (by the 

ground truth annotation) images for considering the order 

in the ranked list of images [25]. To evaluate the overall 

performance, we use mean average precision (MAP) 

which is the mean value of the APs over all concepts. 

The second dataset is the keyframes of TRECVID 

2007 (TV07) [26]. The national institute of standards and 

technology (NIST) has established “semantic indexing” 

as a task in TREC video retrieval evaluation (TRECVID) 

[26], which aims to provide a benchmark for evaluating 

video concept detection technologies. The shot and sub-

shot detection and extraction of keyframes have been 

performed by TRECVID. The training and test datasets 

consist of 21532 and 22084 keyframes, respectively. The 

keyframes are in CIF (352288) format. There are 20 

semantic concepts evaluated in TV07. Figure 4 shows the 

example keyframes for all 20 concepts evaluated by 

TRECVID. The reason for selecting TV07 is that all 

concepts are detectable by visual features. 

 

 
sports weather office meeting desert mountain waterscape_water

front 

 
police_security military animal computer_TV-

screen 

flag airplane car 

 
truck boat_ship people_marching explosion_fire maps charts 

Fig. 4. Exemplary keyframes for the evaluated concepts in the experiments in TRECVID 2007 dataset. 

 

For each concept, inferred AP average precision 

(infAP) is used for the performance evaluation. InfAP is 

designed for partially labeled datasets (like TV07 test set). 

The infAP is an approximation of the AP and can save 

significant judging effort during the annotation of ground 

truth for large test dataset [25]. For each concept, infAP is 

computed based on the returned rank list and the ground 

truth provided by TRECVID. Notice that for the semantic 

concept detection in TRECVID, since the final annotation 

has been carried out for shots, if one shot has some 

positive sub-shots, just the sub-shot whose keyframe has 

the better rank is kept and other sub-shots are removed. 

Note that each keyframe is related to one sub-shot. 

Following the TRECVID evaluation, the infAP is 

computed over the top 2000 ranked shots according to the 

outputs of the proposed system. The mean infAP 

(MinfAP), which is the mean value of the infAPs over all 

concepts, is used for evaluating the overall performance. 

First, we compare the proposed multi-granularity 

partitioning and classification method, which is referred 

to as MGPC, with the spatial pyramid matching (SPM) 

method [13] that is the most well-known partitioning and 

classification scheme and similar to our method. In SPM 

an image is first divided into multi-granularity equal-sized 
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partitions and each partition is described by a separate 

BoW using SIFT descriptor. Then, the BoWs from image 

partitions at different granularities are concatenated with 

weights proportional to the level of the granularities to 

form the final representation for that image. Notice that 

bigger granularities (higher levels) have higher weights. 

For having a fair comparison, for both of the MGPC and 

SPM, the SIFT descriptor is selected as the low-level 

feature and two classifiers, the K-NN algorithm with the 

multiplicative distance and SVM with RBF (radial basis 

function) kernel are used for both methods. Notice that 

validation experiments have been performed for selecting 

K in K-NN (for K=1,3,5,7,9) and parameters C and 

gamma in SVM (C=         and             ). 

For brevity of the paper, just the final results are reported. 

Based on the experiments, for K-NN, K=5 and for SVM, 

C=4 and       are obtained. The selection of control 

power in the multiplicative distance has been illustrated 

before in the training stage.  

It is important to note that partitioning is continued until 

partitions are perceptible for human detection of a specific 

concept. For PASCAL VOC dataset, all 6 granularities are 

used for all concepts. But for TV07 dataset, some cases of 

granularities are not used for some concepts. For 

"people_marching" and "meeting", 44 and 33 grid 

cases and for "office", 44, 33 and 22 grid cases are 

not used. This is because it seems that partitions of these 

cases cannot represent these concepts individually. For 

example, one partition in 33 grid case usually cannot 

represent the concept of "office" in an image. Table 1 

presents the definition of fusions, i.e. number of 

granularities used. For example, for MGPC method, 

fusion5 means that 5 granularities are used for partitioning. 

Notice that for the SPM method, definition of fusions in 

Table 1 means the "levels of spatial pyramids" used in [13]. 

Figures 5 and 6 show the performance of the proposed 

method and SPM method for PASCAL VOC and 

TRECVID datasets for different fusions. 

From Figures 5 and 6 it is observed that the proposed 

method has the superior performance over the SPM method. 

The reason is that in SPM, features of partitions of different 

granularities are combined to form the final feature vector. 

Then, just one classification is carried out on the final 

feature vector. Thus, features of the partitions “without” the 

target concept can affect features of the partitions “with” the 

target concept and this can lead to the wrong result in the 

classification. However, in the proposed method the above 

problem does not occur. The reason is that the classification 

is perform for each partition of different granularities 

separately and features of one partition does not affect 

features of the other ones. If one partition of a granularity 

contains the target concept, the result of classification on its 

features will be positive. Therefore, that image is labeled as 

positive (with the target concept) and that image is ranked in 

accordance with the best value of all the positive 

classifications of different granularities.  

Furthermore, in our method, different granularities have 

the same worth in detection but in SPM bigger granularities 

have higher weights (for their features) which is not true 

since bigger granularities do not necessarily represent the 

concept better than the smaller granularities. In addition, it 

is observed that using “very” small granularities leads to 

the decrease of the performance. Furthermore, for both of 

the proposed and SPM methods, the K-NN classifier gives 

the better results than the SVM classifier. The reason is that 

the K-NN uses the multiplicative distance which is stable 

for the high-dimensional space (even for SIFT features). 

However, the SVM uses the radial basis function with 

“Euclidean distance” that its instability leads to the 

performance degradation.  

Of course, the proposed method needs the manual 

detection of positive partitions in the training stage, which 

makes it labor-expensive for huge training datasets. If it is 

necessary, for solving this problem we can use semi-

supervised algorithms or sampling techniques. On the 

other hand, the SPM is an unsupervised method and does 

not require human labor.  

Table 1. Notations for different cases of fusions of different 
granularities.  

Notation Cases of fusion 

fusion1 11 + 12 

fusion2 11 + 21 

fusion3 11 + 12 + 21 

fusion4 11 + 12 + 21 + 22 

fusion5 11 + 12 + 21 + 22 + 33 

fusion6 11 + 12 + 21 + 22 + 33 + 44 
 

 
Fig. 5. MAP for different kinds of multi-granularity fusions for the 

proposed and SPM methods with SVM and K-NN classifiers for 

PASCAL VOC dataset. 

 
Fig. 6. MinfAP for different kinds of multi-granularity fusions for the 

proposed and SPM methods with SVM and K-NN classifiers for 

TRECVID dataset.  
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Now, we consider SVD features for different color 

spaces. For notational simplicity, the proposed method, 

which uses SVD features with multi-granularity 

partitioning and classification scheme, is referred to as 

SVDMGPC. Therefore, SVDMGPC-gray, SVDMGPC-

RGB and SVDMGPC-HSV refer to the proposed method 

applied to images with 3 cases of gray-scale, RGB and 

HSV color spaces, respectively. In the experiments, the 

parameter th for the dimension reduction is set as 0.998 

for all concept and all components of the color space. 

This value is obtained manually by subjective analysis for 

some values of th. However, it is possible that value of th 

is chosen adaptively for each concept using the objective 

quality metrics.  

Figures 7 and 8 show the performance of the proposed 

method for different granularities individually for 

PASCAL VOC and TRECVID datasets. As shown in 

Figures 7 and 8, for both of datasets the vertical 12 grid 

has the best result among the granularities and 44 grid 

has the worst result. Moreover, the performance decreases 

for small granularities, i.e. 33 and 44 grids. This 

states that small granularities are not good choices for 

partitioning since small partitions may be not able to 

represent the target concept especially for non-object 

concepts (like in TRECVID dataset).  

Figures 9 and 10 show the performance of the 

proposed method for different kinds of fusion between 

granularities for the PASCAL VOC and TRECVID 

datasets, respectively. Definition of fusions is as in Table 

1. Based on Figures 9 and 10, with fusion of different 

granularities, performance usually increases. This shows 

the advantage of using multi-granularity partitioning and 

classification. When very small granularity (44 grid) is 

used for fusion, the performance decreases (especially for 

TRECVID dataset that has non-object concepts). This 

indicates that very small granularities cannot help for the 

detection even in the fusion. 
 

 
Fig. 7. MAP for different granularities for three cases of the proposed 

method for PASCAL VOC dataset. 

 
Fig. 8. MinfAP for different granularities for three cases of the proposed 

method for TRECVID dataset. 

 

Fig. 9. MAP for different kinds of multi-granularity fusions for three 

cases of the proposed method for PASCAL VOC dataset. 

 

Fig. 10. MinfAP for different kinds of multi-granularity fusions for three 
cases of the proposed method for TRECVID dataset. 

Now, we evaluate the proposed SVD features. For 

having a fair comparison in aspect of low-level features, 

widely-used local and global features in the literature, i.e. 

MPEG7 and BoW features, are selected for the 

comparison with the SVD features. Other referred works 

are not used for comparison. The reason is that either they 

0
0.2
0.4
0.6
0.8

1
M

A
P

 

Multi-granularity fusion 

SVDMGPC-gray SVDMGPC-RGB

SVDMGPC-HSV

0
0.1
0.2
0.3
0.4
0.5
0.6

M
in

fA
P

 

Multi-granularity fusion 

SVDMGPC-gray SVDMGPC-RGB

SVDMGPC-HSV



 

Farajzadeh, Zarezadeh & Mansouri, Concept Detection in Images Using SVD Features and Multi-Granularity … 

 

180 

are variations of SIFT features (like Fisher vector) with 

their limitations or they do not consider just static low-

level features (e.g. CNN performs both low-level feature 

and classification together). Additionally, we want to use 

multiplicative distance in our method since 

dimensionality of SVD features is high. Therefore, for a 

fair comparison we must use methods that multiplicative 

distance is applicable to them, and for this reason CNN 

cannot not be used.  
For the comparison, MPEG-7 visual features [3] 

including 81-d color moments, 64-d color histogram, 62-d 

homogeneous texture, 80-d edge direction histogram, and 

the local feature [4] with 128-d SIFT descriptor are used. 

The compared method with these features is represented 

with CCWES. For fair comparison these features are 

extracted with the proposed multi-granularity partitioning 

scheme on HSV color space. For each feature of each 

partition, classification is performed separately using the 

K-NN algorithm with the multiplicative distance. 

Selection of the control power for each kind of the feature 

vector, determining positive test images, and forming 

ranked lists of images are carried out similar to our 

method. The best case of fusion, i.e. fusion5, is selected 

for the comparison of the global and local features with the 

proposed SVD features. Therefore, the difference between 

CCWES and SVDMGPC is just in the low-level features.  

The performances of the proposed and CCWES 

systems for PASCAL VOC and TRECVID datasets are 

reported in Figures 11 and 12, respectively. Table 2 also 

reports the overall performance of the proposed and 

CCWES methods. Based on Table 2, using the proposed 

SVD features (in SVDMGPC-HSV and SVDMGPC-

RGB) gives the superior performance over using the 

common and global features (in CCWES) for both of 

datasets. Moreover, as it can be seen from Figures 11 and 

12, SVDMGPC-HSV and SVDMGPC-RGB have better 

performance than CCWES for detecting most of concepts. 

The reason is that in SVD feature texture, color and edge 

information is stimulatingly integrated with considering 

their relationship, and this information is sorted in 

accordance with their importance for representing 

concepts. But, these properties cannot be captured in the 

compared features.  

Furthermore, based on Table 2, SVD features in the 

color space gives better performance than SVD features 

in the gray scale space. This shows that the color 

information can have an important impact on the concept 

detection performance. However, for some concepts in 

the two datasets the SVD features in the gray scale space 

gives better results than the SVD features in the color 

space. This indicates that color information does not 

always help for detection since some concepts may not be 

dependent on specific colors. One weakness of the 

proposed SVD features is that images should be in the 

same size. For solving this problem all images should be 

resized to the same size. Of course, this problem does not 

exist for the global and local features.  

 
Fig. 11. AP for CCWES and three cases of the proposed methods for 

PASCAL VOC dataset. 

 
Fig. 12. infAP for CCWES and three cases of the proposed methods for 

TRECVID dataset.  

Table 2. The overall performance of the CCWES and three cases of the 

proposed methods. 

Methods 
CCWES 

[3,4] 
SVDMGPC-

gray 
SVDMGPC-

RGB 
SVDMGPC-

HSV 

MAP 

(PASCAL 

VOC) 

0.8424 0.8263 0.8747 0.8820 

MinfAP 

(TRECVID) 
0.4637 0.4329 0.5297 0.5456 

 

To confirm whether the improvement of the proposed 

method is statistically significant, we further conduct 

randomization test (suggested by TRECVID [32]) on the 

proposed and compared methods. In this test, the standard 

number of iterations in the randomization is 10000 and 

the standard level of significance is 0.05. The results of 

this test are shown in Table 3. P-value is the probability 

that the difference between two methods is due to chance. 

From these results, it is observed that for both of datasets 

the improvements of SVDMGPC-HSV and SVDMGPC-

RGB over CCWES (and also SVDMGPC-gray) are 

statistically significant. Moreover, there is no significant 

difference between SVDMGPC-HSV and SVDMGPC-
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RGB. Furthermore, the difference between SVDMGPC-

gray and CCWES is not statistically significant.  

Table 3. p-values of the significance test between methods for PASCAL 
VOC and TRECVID datasets. 

Methods 
p-value 

(PASCAL VOC) 

p-value 

(TRECVID) 

SVDMGPC-HSV vs. SVDMGPC-RGB 0.0706 0.1075 

SVDMGPC-HSV vs. CCWES 0.0001 0.0332 

SVDMGPC-HSV vs. SVDMGPC-gray 0.0005 0.0003 

SVDMGPC-RGB vs. CCWES 0.0006 0.0397 

SVDMGPC-RGB vs. SVDMGPC-gray 0.0014 0.0005 

CCWES vs. SVDMGPC-gray 0.1976 0.4227 
 

Total training and test time for the proposed and 

CCWES methods are shown in Table 4. The simulations 

have been carried out on a PC with Intel Core i7 CPU 

2.79 GHz, and 8GB RAM with MATLAB. The proposed 

method consumes more training and test time. The reason 

is that extracting SVD features needs more time than 

extracting local and global features in CCWES. 

Moreover, SVD features have much more dimensionality 

than the features in CCWE and this leads to the more 

computations.  

Table 4. Total training and test time (hours) for the proposed and 
compared methods for PASCAL VOC and TRECVID datasets. 

Methods 
CCWES 

[3,4] 

SVDMGPC-

gray 

SVDMGPC-

RGB 

SVDMGPC-

HSV 

Training time 
(PASCAL 

VOC) 

12.4 18.6 53.8 56.2 

Test time 

(PASCAL 
VOC) 

1.9 7.5 19.3 21.7 

Training time 

(TRECVID) 
51.6 75.0 212.7 216.4 

Test time 
(TRECVID) 

9.2 32.7 88.3 91.5 

6. Conclusion 

In this paper, new kind of static visual features, 

namely, right and left singular feature vectors and 

singular value feature vector, were proposed which were 

derived by applying SVD directly to the raw images. 

These features were different from features of methods in 

which SVD was applied to the low-level features of 

images (like in PCA or LAS techniques). Particularly, the 

proposed SVD features had this advantage that in which 

edge, color and texture information was integrated 

simultaneously and was sorted in accordance with their 

relationship and importance for the concept detection.  

Additionally, feature extraction was performed in the 

multi-granularity manner. Furthermore, in the proposed 

method classification was carried out for each partition of 

each granularity separately, in contrast to the existing 

systems in which classification was performed for the 

whole image not for each partition. The proposed multi-

granularity partitioning and classification had this 

advantage that the results of classifications on partitions 

with and without the target concept were not affected 

each other. This led to the performance improvement of 

the concept detection. Since usually feature vectors were 

high-dimensional even after the dimension reduction, 

classification was carried out by the K-NN algorithm with 

a new distance function, the multiplicative distance. This 

distance function was stable in the high-dimensional 

space, and was also usable in the low-dimensional space.  

Experimental results showed the superiority of the 

multi-granularity partitioning and classification method 

over the spatial pyramid matching method and 

classification on the whole image and also the superiority 

of the proposed SVD features over the widely-used local 

and global features for the concept detection. However, 

the proposed method consumes more training and test 

time. The reason is that extracting SVD features needs 

more time than extracting local and global features in the 

compared method. Moreover, SVD features have much 

more dimensionality than the compared features, and this 

results in more computations. 
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Abstract 
This research studies the relationship between supply chain and information system strategies, their effects on supply 

chain operation and functionality of an enterprise. Our research encompasses other ones because it uses a harmonic 

structure between information systems and supply chain strategies in order to improve supply chain functionality. The 

previous research focused on effects of information systems on modification of the relationship between supply chain 

strategies and supply chain function. We decide to evaluate direct effects of information systems on supply chain 

strategies. In this research, we show that information systems strategy to improve the relationship between supply chain 

and supply chain strategies will be. Therefore, it can be said that creating Alignment between informational system 

strategy and supply chain strategies finally result in improvement of supply chain functionality and company’s operation. 

 

Keywords: Functional Informational Systems; Flexible Informational Systems; Supply Chain Performance. 
 

 

1. Introduction 

In global competitions of this era, different products 

must be accessible to customers according to their 

demands. Demand of customer for high quality and fast 

servicing increased the pressures that didn’t exist before. 

As a result, companies cannot do everything individually 

anymore. According to this, activities such as supply and 

demand programming, providing material, production and 

programming products, product maintenance services, 

inventory control, distribution, delivery and customer 

service, which were done in company level, moved to 

supply chain now [1]. Generally, supply chain is a chain 

which includes all the activities related to product flow 

and material conversion, from providing material to final 

delivery [2]. There are two other flows in product flow 

one of which is information flow and the other one is 

financial and credit source flow. While supply chain 

operation plays a great role in improving company’s 

functionality and its final success, we always try to find a 

way for increasing supply chain functionality [3-7]. Many 

tools are used in researches and actions for this among 

which information technology and information systems 

were the most effectives. There raise two questions here: 

1. Does using information system improve supply 

chain functionality? 

2. What kind of relationship must exist among 

information systems and supply chain in order to 

increase effectiveness? 

One of the aspects of successful management in 

supply chain lies in measuring and monitoring 

information of functional parameters and its key function. 

Therefore, it is important for the company to choose those 

systems which are in line with supply chain that is choose 

information systems that facilitate processes of supply 

chain and provide information about parameters which 

identify special aims of supply chain strategies. If this 

correlation don’t exist between supply chain and 

information system strategies, this relationship will not 

only be ineffective but also results in losing 

organizational capital [8]. Therefore, suitable relationship 

between supply chain and information systems needs a 

basis for analyzing how information processing needs to 

different supply chains can be supported via information 

system programs. This research shows the conceptual 

space between alignment of different information system 

strategies and supply chain strategies providing 

theoretical and experimental basis for analyzing the 

benefits of information system programs for supply chain 

[9, 10]. We evaluate the moderated relationships between 

strategies of supply chain (special types of strategic aims 

and purposes that supply chain can have) and information 

system strategies (information of information system 

share for supply chain) and their effects on supply chain 

function (flexibility of supply chain, integration and 

answering customers) and companies functionality (how a 

company reaches its financial aims). With theorization 

about supply chain and information system literature in a 
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framework via information process theory, we provide the 

hypothesis of our suggestion with positive effects of two 

strategies of information systems – functional and flexible 

– on relationships between lean and agile supply chain 

strategies. Our research question includes the following 

cases which can be answered during research: 

1. Can supply chain strategies improve supply chain 

functionality? 

2. Can functional information systems improve lean 

supply chain strategies?  

3. Can flexible information systems improve agile 

supply chain system? 

4. Can improvement of supply chain improve 

company’s functionality at the end? 

In this section, we stated _the general research and 

provided primary descriptions for the main elements of 

research and the necessity and importance of this research. 

Section 2, provides a review of literature associated with 

precise description of research elements and the 

background of research. Section 3, includes two parts: in 

the first part conceptual research model and research 

hypotheses will be stated and part two describes the 

research method. Section 4, analyzes the conducted case 

study in an automotive industry. Section 5, gives the 

conclusion and further research suggestions. 

2. Review of Literature 

In this section, reviews on the related works are 

categorized into supply chain and information systems 

and also the back ground is detailed. 

2.1 Supply Chain 

Supply chain includes all the related activities to flow 

and conversion of products from raw material step to 

delivery to final user and information flows of them. A 

remarkable notion in supply chain is supply chain strategy. 

Supply chain strategy reflects the “nature” of it and shows 

its specific aims and purposes [11]. Category of supply 

chain strategies show that it can focus on costs and 

weaknesses functionalities, flexibility and quick answer 

or a mixture of them. Different strategies of supply chain 

include noble, fast, flexible or a mixture of them that we 

describe only lean and agile in brief: 

Lean supply chain: it is based on decrease of costs 

and flexibility, focusing on improvement of processes. 

Concentration of this supply chain is on decreasing waste 

products and increasing additional value and it aims at 

fulfillment of customers’ needs and maintaining benefits. 

Agile supply chain: its aim is to create answering 

ability with effective costs to unpredictable changes in 

market in terms of type and volume. One of the most 

important benefits of fast supply chain is customers’ 

satisfaction, delivery speed, introducing new product, and 

decreasing delivery time [12]. 

 

 

2.2 Information Systems 

An information system is a combination of integrated 

elements which support decision makings and 

organization controls via gathering, processing, saving 

and distributing informational data. This system helps to 

provide coordination in organizational operations and 

helps managers and employers in organizations to analyze 

and simulate organizational problems [13]. 

Information Systems Strategies 

These strategies of a company develop the nature of 

information system strategies in share of functional 

programs of it and reveal itself in company status toward 

information systems [14]. Two strategies of functional 

and flexible strategies of information systems will be 

evaluated now: 

Function Informational Systems 

This strategy tends to functionality support inside and 

between organizations. In supply chain, information 

systems include automatic workflow, electronic exchange 

systems and connection process systems for functionality 

to monitor and control between and inside organizational 

processes. These systems facilitate operational 

functionality in supply chain via recording transactions, 

providing information about easy accessibility to them, 

structuring inside and between companies works 

according to standard activities and using standard 

protocols for simplifying information communication 

between them [15]. One of the most important types of it 

is organizational resource programming, data electronic 

exchange and automation. 

Flexible information systems.It points at a type of 

information systems which focus on capability of 

company in order to market accessing and support in terms 

of rapid strategic decision making. Supply chain includes 

information system strategies that determine the share of 

programs that support market information systems and 

strategic decision making systems. The most important 

flexible information systems are communication with 

customer management and market analysis [16].  

2.3 Research Background 

Bendoly and Jacobs [17] considered logistic 

integration improvement as a factor for having 

operational benefits including decreasing costs, delaying 

dangers, improving selling, distribution of customer 

services and service levels and customer content. Bendoly 

and Schoenherr [16] evaluated creation of administrative 

structure by using information technology in integration 

of supply chain and customers and suppliers. This 

structure aims at using information technology in order to 

create a relationship for better understanding of customers’ 

needs. Our research encompasses other ones because it 

uses a harmonic structure between information systems 

and supply chain strategies in order to improve supply 

chain functionality. The previous researches Okyere [18] 
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focused on effects of information systems on modification 

of the relationship between supply chain strategies and 

supply chain function.  

We decide to evaluate direct effects of information 

systems on supply chain strategies. 

3. Research Model 

In this section, the research specifications are given 

and the hypotheses and research questions are explained. 

The variables are extracted from supply chain and 

information systems. 

3.1 Conceptual Research Model 

We state that: 

1. Functional information systems can improve the 

operation of supply chain lean strategy or empower it. 

2. Flexible information systems can improve the 

functionality of agile supply chain strategy or empower it. 

3. Improving the functionality of lean and agile strategies 

can improve supply chain functionality at the end. 

4. Improved function of supply chain can improve 

total function of company. 

 

3.2 Research Main Hypotheses 

H1: Functional information system has significant 

effect on lean supply chain strategy. 

H2: Flexibility has significant effect on agile supply chain. 

H3: Lean strategy has significant effect on supply 

chain function. 

H4: Agile strategy has significant effect on supply 

chain function. 

H5: There is significant relationship between supply 

chain function and company function. 

3.3 Research Method 

We have three steps for this research: 

1. Providing questionnaire and primary studies 

2. Data collection in high level 

3. Data analysis 

Step one: We need questionnaires which can evaluate 

research hypotheses precisely. Therefore, questionnaires 

must be valid. Validity deals with the fact that how much 

measuring tools provide equal results in equal situation. 

After evaluation of questionnaire, 

 the averages of hit ratio: 98%, 

 agreement between judges: 95%, 

 Cohen's kappa coefficient: 95%. 

 This shows excellent level of judgment agreement 

[19]. The questionnaire is as follows: 

It has 6 parts: 

Part one: lean supply chain functionality and 

operation questions 

Standard product production amount LS1 

Decrease of trashes and wastes LS2 

Investment management via sending list of demands LS3 

Frequent inspection of products LS4 

Management with product quality according to needs LS5 

Part two: agile supply chain effect evaluation 

Effective answer to design needs AS1 

Rapid answer to orders of customers AS2 

Ability to controlling changes in product design AS3 

Maintaining more than market need capacity for rapid 

answering 
AS4 

Making products custom-made via adding special models AS5 

Part three: effects of functional information decisions 

Improving operational efficiency between suppliers 
and company 

EIS1 

Investment management between suppliers and company EIS 2 

Raw material planning management EIS 3 

Production management between suppliers and company EIS 4 

Coordination between functional (production and 
information) for supplier and production line 

EIS 5 

Part four: ability of effective information systems 

evaluation 

Introducing new products and services of market FIS1 

Monitoring situations and market changes FIS 2 

Answering market changes FIS 3 

Changing product design FIS 4 

Ability in communication with customers FIS 5 

Part five: determination of supply chain function 

Ability to investigation non-standard order SCP1 

Ability to answer special demands of customers SCP2 

Ability to produce goods with different features SCP3 

Ability to setting speed in answering changes in 
customer’s demands 

SCP4 

Ability to accelerate introducing improved products SCP5 

Ability to introduce new products SCP6 

Quick answer to customers SCP7 

Common activities of company and business partners SCP8 

Improving integration level via informational system SCP9 

Shortening time of order - delivery SCP10 

Part six: company function 

Market share CP1 

Investment return CP2 

Stock growth CP3 

Benefit and profit differences CP4 

General competitive situation of company CP5 

Range 1 (weak) to 5 (excellent) is used in the 

questionnaire. 

Step two: Analyzing unit is in central company. 

Senior executive managers are chosen from selling/ 

production/ supply chain sections. This research evaluates 
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companies with advanced information systems. Our case 

study is Iran Best Automotive Industry. 

Step three: after answering questionnaires via senior 

managements, the answers will be evaluated with 

modeling structural equation analysis software. Then t-

value will evaluate the strength and meaningfulness of 

research hypotheses to show meaningful hypotheses. 

4. Statistical Analysis 

Data analysis is a multiple step process which use 

gathering tools in sample to summarize, code, categorize, 

etc. and finally processing data to analyze them. Data will 

be processed conceptually and experimentally here and 

different statistical techniques play an important role here.  

This section analyses data collected via questionnaires 

using statistical suitable techniques and results will be 

provided by descriptive statistical techniques. Statistical 

indexes are used including frequency, frequency 

percentage, and cumulative frequency percentage for 

information analysis. Hypotheses are tested via modeling 

technique of structural equations. 

4.1 Answerers’ Characteristics 

Statistical descriptive indexes are used for describing 

general features. Frequency of answerers is evaluated in 

terms of age, education, gender and work experience and 

related charts are provided. 

Gender  

169 people, more than 72% of the answerers were 

men. 65 people, more than 27% were women. 

Age 

24 people were less than 30. 72 people were 30-40 

and 87 people are 41-50 and 51 people are more than 50. 

Education 

16 people have high school degree or less, 55 people 

have associate degree, 117 people have BA which has the 

most frequency and 46 people have MA and higher degrees. 

Work Experience 

26 people have less than 5 years’ work experience. 55 

people have 5015 years, 84 people have 16-25 years and 

69 people have more than 25 years’ work experience. 

4.2 Descriptive Statistics of Research Variables 

As described, in descriptive methods it is tried to 

provide tables and use descriptive statistic tools including 

central and dispersion indexes to describe research data to 

clear the subject. The following table includes descriptive 

statistics for all the research variables. In the first part, the 

most important central and dispersion indexes are 

provided. Among central indexes, average, median and 

among dispersion indexes standard derivation are used. 

All the variables are provided maximum and minimum 

and difference of these numbers provides one of the 

simplest dispersion indexes; that is changing ratio. SPSS 

software calculated the element of this table: 

Table 1. Descriptive statistics of Research variables 

Variance Average Maximum Minimum Variable 

0.41 5.00 3.56 1.60 
Functional 

information system 

0.45 5.00 3.60 1.60 lean strategy 

0.56 5.00 3.57 1.60 Agile strategy 

0.50 5.00 3.68 1.40 
Flexible 

information system 

0.42 5.00 3.62 1.50 
Supply chain 

function 

0.43 5.00 3.74 1.60 Company function 
 

Note that the reliability of the questionnaire is computed 

by Cronbach's alpha equal to 0.81 which is desirable. 

4.3 Testing Normalness of Data Distribution 

Kolmogorov-Smirnov technique is used in this 

research for determining normalness of data distribution. 

In accepting data analysis and modeling of structural 

equations there is no need to normalness of all data yet 

factors must be normal. Therefore, considering data 

normalness in 0.05 meaning fulness level is tested via 

Kolmogorov- Smirnov technique. The following 

hypothesis must be set for this test: 

H0: data distribution of all variables are normal. 

H1: data distribution of all variables are not normal. 

Normalness test result of data is provided in Table 2. 

As seen in Table 2, meaningfulness is higher than 0.05 in 

all cases. So there is no reason to deny H0. It means that data 

distribution is normal and parametrical tests can be done. 

Table 2. Data distribution normalness test 

status 
Amount of 

K.S 

Freedom 

degree 
Variable  

normal 0.08 234 Functional information system 

normal 0.08 234 Lean strategy 

normal 0.08 234 Agile strategy 

normal 0.08 234 Flexible information system 

normal 0.07 234 Supply chain operation 

normal 0.09 234 Company operation 

4.4 Factorial Acceptance Analysis of Research 

Questionnaire 

This research uses questionnaire for gathering data. 

Therefore, factorial acceptance analysis evaluated general 

structure of research in terms of validity. For factorial 

acceptance analysis and modeling structural equations, t 

statistic and standard load factor are measured. The 

following regulation is true generally: 

The relationship power between factor (hidden 

variable) and obvious one is shown via load factor. Load 

factor is a number between 0 and 1. If it is less than 0.3, 

the relationship will be considered as weak and will be 

taken for granted. Load factors between 0.3 and 0.6 are 

acceptable and if it is more than 0.6 it can be considered 

as favorable. After determining correlation between 

variables, meaningfulness test must be done. In order to 

evaluate meaningfulness of relationships t test and t value 



 

Journal of Information Systems and Telecommunication, Vol. 5, No. 3, July-September 2017 187 

is used. Because meaningfulness is studied in 0.5 error 

level, if loads of t-value is less than 1.96, the relationship 

is not meaningful and it will be shown with red color in 

LISREL software. 

Factorial acceptance analysis is shown in figure 1. 

Standard load factor accepts power of relationship 

measurement between each factor with its obvious 

variable is more than 0.3 in all cases. Therefore, this 

questionnaire is acceptable. After measuring standard 

load factor, meaningfulness must be tested. According to 

the results in figure 2, t load factor of each aspect in 0.05 

confident levels is more than 1.96. Therefore, the 

correlations are meaningful.  

 

Chi-Square=1203.54,   df=545,   P-value=0.06412,    RMSEA=0.024 
Fig. 1. Standard load factor of questionnaire 

 

Chi-Square=1203.54,   df=545,   P-value=0.06412,    RMSEA=0.024 

Fig. 2. t-value of questionnaire 

4.5 Final Model of Relationships between 

Variables and Evaluation of Research Hypotheses 

Final structural equation model for measuring the 

relationship between main factors of research is used. 

Because each factor includes some hidden variables, the 

average answer of each variable is measured and that 

variable is used in the final model as an obvious one. 
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Final model is provided in figure 4. This model is drawn 

using LISREL software. The results from data 

meaningfulness measurement are shown in figure 5. 

The impact of the strategy of lean and agile on supply 

chain performance without information systems are 

shown in Figures 3 and 4, respectively. 
 

 

Chi-Square=726.85,   df=271,   P-value=0.00000,    RMSEA=0.035 

Fig. 3. Results of accepting final model of relationship between research 
variable 

 

Chi-Square=726.85,   df=271,   P-value=0.00000,    RMSEA=0.035 

Fig. 4. Results of accepting final model of relationship between t-value 

In order to fit structural research model a number of 

goodness of fix indexes are used. One of the general 

indexes for measuring free parameters in calculating 

fitness indexes is Chi do index which is calculated via 

dividing Chi do to freedom degree. If it is between 1 to 5, 

the amount is favorable. 68.2
271

85.7262


df

  

In order to determine fitness of model some of 

goodness fit indexes are used which are shown in Table 3. 

Because RMSEA is less than 0.1, model fitness is good. 

Other goodness of fit indexes is also acceptable. 

Table 3. Goodness of Fit Index 

Fitness index SRMR RMSEA GFI AGFI NFI NNFI IFI 

Acceptable 

amounts 
<0.1 <0.1 >0.9 >0.9 >0.9 >0.9 0-1 

Calculated 
amounts 

0.035 0.020 0.92 0.95 0.96 0.94 0.98 

 

Lean supply chain strategy has correlation with 

function of supply chain performance. 

Lean supply chain strategy has correlation with higher 

function levels of supply chain. According to the 

calculations, standard load factor of noble supply chain’s 

structure and supply chain strategy is 0.56 that shows 

there is a favorable and strong relationship between these 

two. T load factor is 2.74 which show that the correlation 

is meaningful. Therefore hypothesis 3 is accepted; it 

means that noble supply chain strategy has correlation 

with higher function levels of supply chain. 

Agile supply chain strategy has correlation with 

higher level of supply chain performance. 

Agile supply chain strategy has correlation with 

higher level of supply chain function. According to the 

calculations, standard load factor of fast supply chain’s 

structure and supply chain is 0.51 that shows there is a 

favorable and strong relationship between these two. T 

load factor is 2.21 which show that the correlation is 

meaningful. Therefore hypothesis is accepted; it means 

that fast supply chain strategy has correlation with higher 

level of supply chain function. 

Improved function of supply chain improves total 

function of company. 

Improved function of supply chain improves total 

function of company. According to the calculations, standard 

load factor of supply chain’s structure and company’s 

function is 0.61 that shows there is a favorable and strong 

relationship between these two. T load factor is 4.69 which 

show that the correlation is meaningful. Therefore 

hypothesis is accepted; it means that improved function of 

supply chain improves total function of company. 
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Chi-Square=1279.16,   df=554,   P-value=0.02051,    RMSEA=0.045 

Fig. 5. Results of accepting final model of relationship between research 
variables 

 

Chi-Square=1279.16,   df=554,   P-value=0.02051,    RMSEA=0.045 

Fig. 6. Results of accepting final model of relationship between t-value 

In order to fit structural research model a number of 

goodness of fix indexes are used. One of the general indexes 

for measuring free parameters in calculating fitness indexes is 

Chi square index which is calculated via dividing Chi do to 

freedom degree. If it is between 1 to 5, the amount is favorable. 

309.2
554

16.12792


df

  

In order to determine fitness of model some of 

goodness fit indexes are used which are shown in Table 4. 

Because RMSEA is less than 0.1, model fitness is good. 

Other goodness of fit indexes is also acceptable. 
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Table 4. Goodness of Fit Index 

Fitness index SRMR RMSEA GFI AGFI NFI NNFI IFI 

Acceptable amounts <0.1 <0.1 >0.9 >0.9 >0.9 >0.9 0-1 

Calculated amounts 0.036 0.045 0.93 0.97 0.94 0.95 0.96 

H1: Information systems improve lean supply chain 

strategy for functionality. 

According to the calculations, standard load factor of 

functional information systems’ structure and lean supply 

chain strategy is 0.92 that shows there is a favorable and 

strong relationship between these two. T load factor is 

4.65 which show that the correlation is meaningful. 

Therefore hypothesis 1 is accepted; it means that 

information systems improve lean supply chain strategy 

for functionality. 

H2: Flexible information system improves agile supply 

chain strategy. 

According to the calculations, standard load factor of 

flexible information systems’ structure and agile supply 

chain strategy is 0.93 that shows there is a favorable and 

strong relationship between these two. T load factor is 

5.58 which show that the correlation is meaningful. 

Therefore hypothesis 2 is accepted; it means that flexible 

information system improves agile supply chain strategy. 

H3: Lean supply chain strategy has correlation with 

function of supply chain performance. 

According to the calculations, standard load factor of 

lean supply chain’s structure and supply chain strategy is 

0.56 that shows there is a favorable and strong 

relationship between these two. T load factor is 2.74 

which show that the correlation is meaningful. Therefore 

hypothesis 3 is accepted; it means that lean supply chain 

strategy has correlation with higher function levels of 

supply chain. 

H4: Agile supply chain strategy has correlation with 

higher level of supply chain performance. 

According to the calculations, standard load factor of 

agile supply chain’s structure and supply chain is 0.51 

that shows there is a favorable and strong relationship 

between these two. T load factor is 2.21 which show that 

the correlation is meaningful. Therefore hypothesis 4 is 

accepted; it means that agile supply chain strategy has 

correlation with higher level of supply chain function. 

H5: Improved function of supply chain improves total 

function of company. 

According to the calculations, standard load factor of 

supply chain’s structure and company’s function is 0.62 

that shows there is a favorable and strong relationship 

between these two. T load factor is 4.77 which show that 

the correlation is meaningful. Therefore hypothesis 5 is 

accepted; it means that improved function of supply chain 

improves total function of company. 

5. Conclusion 

In this paper, the impact of information systems on 

supply chain strategies and performance were 

investigated. One of the significant outcomes of the 

research was that strengthening information systems lead 

to improve the relationship between supply chain and 

supply chain strategies. Therefore, it can be said that 

creating balance between informational system strategy 

and supply chain strategies finally result in improvement 

of supply chain functionality and company’s operation. 

Further Research Suggestions: 

1. According to the fact that green strategy of supply 

chain is of great importance today, evaluation of 

the most suitable information system strategy for 

this strategy and effectiveness of information 

systems on them can be good. 

2. Information system strategies have the 

ability to create two by to and multiple links. In 

case of link between these strategies, how will the 

balanced information systems act? 
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Abstract 
Nowadays, with the advent of social networks, a big change has occurred in the structure of web-based services. 

Online community (OC) enable their users to access different type of Information, through the internet based structure 

anywhere any time. OC services are among the strategies used for production and repost of information by users 

interested in a specific area. In this respect, users become members in a particular domain at will and begin posting. 

Considering the networking structure, one of the major challenges these groups face is the lack of reposting behavior. 

Most users of these systems take up a lurking position toward the posts in the forum. De-lurking is a type of social media 

behavior where a user breaks an "online silence" or habit of passive thread viewing to engage in a virtual conversation. 

One of the proposed ways to improve De-Lurking is the selection and display of influential posts for each individual. 

Influential posts are so selected as to be more likely reposted by users based on each user's interests, knowledge and 

characteristics. The present article intends to introduce a new method for selecting k influential posts to ensure increased 

repost of information. In terms of participation in OCs, users are divided into two groups of posters and lurkers. Some 

solutions are proposed to encourage lurking users to participate in reposting the contents. Based on actual data from 

Twitter and actual blogs with respect to reposts, the assessments indicate the effectiveness of the proposed method. 

 

Keywords: De-Lurking; Post Similarity; Lurker; Online Community. 
 

 

1. Introduction 

Online community (OC)
1
 refers to a group of users 

who have a common interest in a particular subject area, 

produce, and share online knowledge and information [1] 

- [3]. Most of these communities transfer their knowledge 

in the form of texts, hypertext and multimedia on Web 

Platforms or forums [1]-[3]. With the development of 

such forums as yahoo answers, Twitter or stack overflow, 

etc., the fundamental challenge is increased information 

sharing in these groups [4]. OC's are classified as direct 

and indirect communications [5]. Indirect communication 

is usually done through the establishment of two-way 

friendship and direct communication between two users is 

made by following other users for the latest posts created 

and not necessarily is this type of communication two-

way. Despite the diversity in implementation, all these 

groups follow the same process: a user posts a message 

and the other user reposts it if he/she likes it. These posts 

are virally shared on the net. Accordingly, a certain post 

is made available to a large number of users [6]. In the 

present study, considering the nature of OCs, the 

communication among users is considered to be direct. 

Experts from different subfields have gathered together in 

these groups and the users follow the posts made by other 

users in shared areas according to their interests [3]. 

                                                           
1. The online community considered in this article has a similar 

structure to Twitter. In such online communities it is possible to track 

other users as well as view, comment, and re-post their posts. 

Nevertheless, there are many users who do not participate 

actively in these online communities. According to 

previous studies, users are divided into two groups: 

lurkers (nonparticipants) and posters (participants) [4]. In 

various papers, different definitions of lurkers have been 

provided [5]-[7]. Emphasizing a characteristic, each of 

these definitions has described such users. Generally, 

these users join an online community or group 

consciously; however, they do not post anything. Creating 

a post in online communities indicates users‟ 

participations. Regarding the level of this participation, no 

clear definitions have been provided in different 

references. In many references, the users who do not post 

anything in online communities are known as lurkers [5]; 

however, a time limit has been made for this 

nonparticipation in some other references [8]. For 

instance, if a user did not (re) post a post in the past year, 

s/he is considered a lurker. In addition, there are many 

disagreements over the effects of such users [4], [8], [9]. 

Some references have interpreted them as free riders who 

use sources free without providing communities with any 

benefits [10]. 

In the present study, we are looking for a method to 

select k influential posts for each user to be displayed 

when signing in. The idea has been addressed in several 

papers under titles such as post ranking, post refining, 

etc.[7] - [9]. The issue of selecting k posts for display 

does not mean to simply maximize the number of posts 

reposted but, in fact, its concern is to De-lurking in OCs. 

mailto:speily@uut.ac.ir
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Delurking is a type of social media behavior in which a 

user breaks an "online silence" or habit of viewing an 

inactive thread to interact with a virtual conversation. The 

term means that the user typically does not participate in 

social media or online social activities [11]. 

Those posts are selected to be displayed that are more 

likely to be reposted by sub-users and cause de-lurking. 

To put it more formally, the purpose is to display for the 

user those posts that maximize a tree of reposts of which 

this user is the root. 

In the proposed method, in addition to the structural 

characteristics of users on the network, the attention is 

paid to the attitude of reposting among users. Users are 

divided into two categories of posters and lurkers based 

on their reposting attitude. Lurkers are those who become 

a member in an online community but do not post (or 

simply post very little), are only readers, and are not 

active. Considering this type of users, the present study 

intends to reduce pure lurking given the time the 

important posts are available online, that is, the posts, 

which are more likely to be reposted by users, are 

displayed longer for lurkers than for posters. 

In the second section of this article, the literature on 

the subject is reviewed. In the third section, the proposed 

method is presented according to the nature of lurkers. 

The fourth section contains a detailed evaluation of the 

proposed method and the fifth section is devoted to 

summing up the study done. 

2. Literature Review 

On the whole, numerous articles have been presented to 

solve the problem of reposting based on the identification 

of influential individuals in the network. In this section, 

we try to review the literature on the subject, especially 

the recent one. The article [12] evaluates the transfer of 

posts among bloggers. By analyzing timestamps on each 

post and transferring them on the network of Weblog 

users, it suggests that this sharing follows a specific 

model referred to in this article as waterfall model. The 

identification of these models is of great importance in the 

study on the sharing or transferal of information in (online 

and offline) communities. It is important to identify these 

models. The study [13] on blogsphere, addresses 

“epidemic” interests among different blogs with regard to 

the content cited or copied from another blog. By 

studying the cases, it estimates the relationship between 

two similar blogs. By relationship, it means the use of 

another post in the form of citation or copy. Another 

important point addressed in the study is the evaluation of 

the influence of a blog on another blog via a post. [14] is 

a study on sharing small pieces of text (for example, in 

connection with the news) used in other articles and other 

texts. For this purpose, a method has been implemented 

by which the source of each piece can be specified in the 

network. This makes it possible to study the structure of 

sharing in the network. The study aims to find the sources 

by which a post or posts are influenced. 

Major constraints faced in the literature are, however, the 

absence of detailed knowledge on the network structure in 

which sharing takes place. In more recent researches, 

attempt has been made to obtain certain information about 

the network in which sharing takes place in addition to 

the collection of the data on sharing. For example, in [15], 

certain studies have been done on sharing tree in 

Facebook fan pages. In [16], Bakhshi conducted a study 

on sharing information in the online social game “second 

life”. In this article, by tracking the sharing of "gesture" 

an information unit in the game (which can be copied by 

other users), he obtained interesting results. Using 

simulation, Bakhshi showed that the possibility of 

transferring this information between two friends is more 

than that between two users who do not know each other. 

It has also been shown that certain users play a more 

important role in sharing the game information, called 

"adaptive users" in this study. Most of the methods 

presented on this subject are based upon the identification 

of individuals in the group influentially involved in 

sharing information. In this respect, the posts are mostly 

displayed to influential users so that, on reposting, more 

users may view these posts. These methods are mainly 

based on individuals‟ statistical characteristics such as the 

number of follower users and number of reposts [10]. It is 

proven in [11] that there is an insignificant relationship 

between popularity (in terms of number of followers) and 

influence. Studies such as [20] and [21] have proposed 

more effective methods in terms of scalability and run-

time compared to the ambitious method of Camp. In [22], 

a study has been conducted on a subset of Twitter data 

and a method has been presented for evaluating the 

influence of individuals regarding the characteristics in 

each issue. In [23], various criteria used to determine the 

influence of users have been investigated. Accordingly, 

this article has carried out a comprehensive study to 

explain the accuracy of the criteria such as indegree, 

repost and mentioning. The first criterion is the number of 

users following the subjects of the intended user. Repost 

refers to the number of times users repost the issues raised 

by the relevant users. Mentioning refers to the number of 

times that users mention the relevant user‟s name. 

According to the experiments conducted in this study, 

having even more than a million followers does not 

guarantee a user‟s influence. Given the existing studies 

and the nature of OCs, the present article tries to present a 

method for displaying the best information posts online 

needed by users leading to increased participation of the 

users. In this method, the importance of the posts 

displayed is taken into account in terms of post subject, 

user interest and information level in addition to the type 

of user (active or lurking). 

3. k Influential Posts Selection 

This section explains selection of k influential posts in 

OCs and discusses its characteristics. 
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3.1 Statement of Problem 

Suppose that the OC is implemented under a social 

network. These groups are typically displayed as graphs 

of followers-followees. Users follow other users 

considering their interests and expertise needed. This 

directed graph is defined as G = (V, E) where E 

represents the relationship between users and V represents 

users. ( , )u v E shows that the user u follows the user v. 

If P represents the total of posts created in the whole 

online community, then an online social event (post) 

occurs when user u, creates post p at t T  time, 

represented as ( , , )post u p t . In the same manner, when 

the user v shares the post p through the user u at time t, 

"reposting" occurs, represented as ( , , , )repost v u p t . 

According to the definitions provided, the probability of 

repost can be defined as a function of the probability of 

repost : [ 1,0]p P V V T    . In this function, T is 

the temporal domain. The probable repost of P posts by 

any user from the V users group, within the temporal 

domain T, includes the values between zero and one. 

If is taken as the selection procedure of k influential 

post from among the candid posts (v, t) for the user v at 

any t time, the output ( , )v t is the k influential post to the 

user v at the time t. the total candidate posts for the user v 

are those already created or reposted the users of group V 

followed by the user v. Equation (1) shows the initial set 

of candidate posts for t t  . 
 

(1) ( , ) { | ( , , ) ( , ) }init v t p P post u p t u v V   
 

 

From this series of posts, the duplicate posts already 

displayed for the user in the previous time t t   should 

be removed. The candidate posts, as shown in equation 

(2), are as follows: 
 

(2) 
( , )

( , ) { | ( , , ) ( , )}

candid v t

init v t p P post v p t v t



     
 

Here, a formal definition is given for selection of the k post. 

Definition (1): (selection of k influential posts) 

consider the graph online community as a graph G = (V, 

E) where V is the total of users and E is the total of follow-

up communications among users. k is an input issue 

and represents the number of influential posts selected from 

among candidate posts for display. This requires the 

definition of the procedure : 2PV T   selecting for each 

user v V , and each timestamp t ( t T ), a k series of 

influential posts as ( , ) ( , )v t cand v t   where 

| ( , )|v t k   for display to the user v. If the number of 

posts is considered as |P|, there is 
| |2 P

different modes 

(sharing or not sharing any posts) for selection. The 

selection should be in a way that the number of network 

reposts depending on the model number of posts is 

maximized regarding the model of post sharing (section 

2.3.3). Eq. (3) gives the mathematical expression for 

selection of influential posts. 

(3) 
 

3.2 Heuristic Method For Selection Of K Post 

We provide an heuristic method for selection of k 

influential posts considering the computational 

capabilities and simplicity. This procedure is designed so 

as to be operational in online environments. In this 

section, the proposed method is introduced. 

A- Similarity Between Posts (Post-Post)  

For this purpose, two methods of topic similarity and 

geographical similarity are applied. For topic similarity, 

the posts of a user are considered as a set of words. 

According to the definition, this candidate post twi is 

topically similar to the posts of user v if it is related to his 

interests. 
1 2{ , ,..., }v nP tw tw tw is the total posts created 

by the user v. To determine the relationship between a post 

and the topic of interest to the user, TF/IDF method and 

cosine of the angle between vectors of the words twi and Pv 

are used. Owing to the diversity of words employed, this 

method has low accuracy. For this purpose, different 

themes can be categorized in the texts using Latent 

Dirichlet Allocation. Each theme includes a set of words 

# 1 2{ , ,..., }topic LM w w w , of which the probability of 

occurrence is specified in the relevant theme. To increase 

the accuracy of thematic similarity of candidates to 

previous posts of the user v (
1 2{ , ,..., }v nP tw tw tw ), 

the angle between these two vectors is measured through 

the cosine, using Equation 4. 
 

(4) 

.
( , )

|| || . || ||

tw Pi v

tw Pi v

topic topic

i v

topic topic

M M
topsim tw P

M M


 
 

In this article, in addition to calculating the lexical 

similarity between the post 
itw  and the posts used by the 

user, geographical similarity is taken into account. 

Normally, the influence of the posts addressing regional 

issues is higher than the Tweets of other regions. 

Therefore, in this article, maxmind data set was used 

including 4 million names of cities and regions along with 

additional information of the country, location, etc. to find 

the words related to cities and geographic regions. To find 

words related to cities from the post itw , all the words in 

the post but additional words are used (even the hashtags, 

the symbol # excluded). If 
itwLoc be the set of cities plus 

country and the region used in the post and 
iuLoc be the 

set of cities, countries and regions used by the user iu  in 

all the posts created, Equation 5 shows the geographical 

relationship between the post itw  and the user iu . 

| { | : ( , , )}|
p P

Max w V t T post w p t


  



 

Journal of Information Systems and Telecommunication, Vol. 5, No. 3, July-September 2017 195 

(5) 
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tw u

u U tw P

i i

tw u

u U tw P

Loc Loc

Locsim tw u
Loc Loc

 

 



 

B- Similarity Between Users (User - User) 

This criterion is very important for OCs. People with 

different specializations share their posts in the network. It 

is very beneficial to find users with common fields. For 

both users ,u v V , the degree of similarity is equal to the 

degree of similarity between the posts already created. The 

essential thing about sharing information in OCs is to find 

people with the same level of information in addition to 

similar posts. For example, a user who has created more 

than 100 posts about smart phones applications is different 

from someone who has just had a few posts or reposts in 

the same field. For either user, the action vector can be 

defined (Equation (6)). This vector contains n keywords 

created or reposted by the user v V . Weighted cosine is 

used to determine the similarity between the vectors of 

users. In this respect, the coefficients i (number of keyword 

repeated by the user v V ) is determined for n keyword 

till time t. Considering the coefficients i, the level of users‟ 

knowledge on a specific area is determined according to the 

number of posts made by them. The two users are 

examined and taken into account for determining the 

similarity given the repetition of the keywords in the posts. 
 

(6) 1 1 ...t t t

u n nvector i keyword i keyword    
 

The degree of similarity between the users u and v is 

equal to the value of cos for vectors of these two users. 
 

(7) 

( , ) cos( , , )

.

|| || . || ||

u v

t t

u v

t t

u v

sim u v vector vector t

vector vector

vector vector

 

 
 

In equation (6), | | | |t

vvector  or/and | | | |t

uvector  

respectively represent the value of action vector for the 

users v and u. If any of these values is zero, it means that 

the relevant user has had no action (not created nor 

reposted). In that case, the similarity between two users is 

not defined. Accordingly, in collecting data, only those 

users are taken into account who have at least created one 

post or reposted. Based on this assumption, there is no 

problem in calculating this similarity. It should be noted 

that the action vector of a user changes as the time 

changes. In this respect, the action vector of users at the 

time t is used in each determination of the similarity 

between two users.  

C- Using Logistic Regression to Predict the Probability 

of Reposting 

Logistic regression is used to estimate the probability 

of reposting. Typically, based on input features in logistic 

regression, a linear function is defined which, based on 

these features (similarity of candidate post, geographical 

similarity, and similarity between user and user), predicts 

the influence (being reposted) of a post using the sigmoid 

(Logistics) function (Equation 8). 
 

(8) 
1

( )
1 exp( )

T

i i T

i

y h w x
w x

 
 

 
 

In this equation, 
iy  is the prediction based on the 

ix

inputs. Tw is the vector of coefficients of each feature 

obtained from training data. Equation 8 shows the error 

function of logistic regression algorithm. In this equation, 

N  is the number of reposts used in the training data set. 
 

(9) 
1

1
( ) Cos ( ( ), )

N
T

w i i

i

J w t h x y
N 

 
 

 

In Equation 9, Cos ( ( ), )w i it h x y  is the algorithmic cost 

function. Since binary classification algorithm is used, 

( )TJ w  is written as Equation 10. To obtain the weight of 

each feature, ( Tw ) should be determined based on the input 

data 
ix and real data related to the users‟ repost in the data set 

iy  in such a way that ( )TJ w is minimized (min ( )
T

T

w

J w ). 

 

(10) 

1

( )

1
[ log ( ) (1 ) log(1 ( ))]

T

N

i w i i w i

i

J w

y h x y h x
N 



  
 

 

To cope with over fitting in the equation above, 

regularization term is taken into account. The value of 

error function regarding this regularization term is given 

in the Equation (11). m is the number of features used for 

classification. 
 

(11) 
2

1 1

1
( )

log ( ) (1 ) log(1 ( )) ( )

T

N m

i w i i w i j

i j

J w
N

y h x y h x w
 

 

    
 

 

The reason behind using logistic regression is its 

capability with respect to the issue mentioned above. In 

addition to classification, this method has also probable 

output. For example, ( ) 0.8w ih x  , that is, the 

probability of retweet is at 80% for the sample  

( ( ) ( 1| ; )T

w i i ih x p y x w  , which is very useful for 

the question in this article considering the need to 

estimate the probability of reposting. 

3.3 Probability of Reposting Based on User Type 

The calculated probability of repost of post p of the 

user u by the user v at timestamp t (put formally)

)) is shown in the algorithm (1). In 

algorithm (1), tu is the time a post is reposted by the user 

u. t is the run-time of the algorithm and γv is the average 

time interval between the posts of user v.  is the 

adjusted coefficient of γv. At the zero line of this 

algorithm by calculating the elapsed time since the repost 

of the posts by the user u, if the time is less than the 

( ( , , , )p repost v u p t
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average time interval between the posts of the user v 

(⍺γv), there is still the probability that the user v has not 

seen the post p. In this respect, the probability of 

reposting by the user v is equal to max(
, ,p

u vp  ). The line 

2 evaluates a condition in which the time elapsed since 

the repost of the posts by user u is longer than the average 

time interval between the posts of the user v (⍺γv). In this 

case, the user had most likely seen the post but was 

unwilling to repost it. Considering this fact, it is least 

probable that the user v repost the post p of user v in the 

timestamp t ( ).  is equal to the very 

minimal value at 10
-3

.  
 

Algorithm (1) calculating the probable repost of post p of the user u 
by the user v at timestamp t 

Input: tu is the time the post is shared by user u, the present time t, γv, 

,

p

u vp  

Output: p( repost (v, u, p, t)) probable repost of post p of the user u 

by the user v at timestamp t 

Definitions: ε is the minimal value, γv is the average time interval 

between the posts of the user v, 
,

p

u vp is the probable repost of post p 

(from posts of u) by the user v, ⍺ is the coefficient  

00 If t-tu<=⍺γv 

01         p( repost (v, u, p, t))=max(
, ,p

u vp  ) 

02 if otherwise 

03        p( repost (v, u, p, t))=ε 

04 End 
 

Accordingly, if the time elapsed since the creation of 

the post is longer than the time the user is inactive in the 

online community, it is least likely to be displayed and its 

value is equal to  . The coefficient of  allows more 

opportunity for lurking users by adjusting the impact of 

γv. Normally, γv of lurking users is far longer than γv of 

other users. For ease of calculation, the coefficient  of 

γv is considered to be 1 and 2 for ordinary users and 

lurking users, respectively. In this respect, when a user is 

lurking, he/she has more time to read and repost the posts 

with higher probability. 

4. Results 

In this section, we will discuss in detail the 

experimental data and simulation framework as well as 

the results of this research. 

4.1 Experimental Data & Simulation Framework 

Twitter data were used to test the proposed method. 

With more than 200 million users, Twitter witnesses a 

million posts per day. This social networking site is a 

directed graph including users who freely follow other 

users. Each user is able to create a post called “Tweet”. 

These tweets contain photos, URL links, texts and so on. 

Each tweet contains a maximum of 140 words. Tweets 

are registered in the user page after they are created and 

can be viewed by the users who follow the former ones. 

Re-Tweets refers to the repost of a user‟s Tweet by other 

users. Each user Retweets a Tweet according to his 

interest in it. Twitter as a huge data base is in the focus of 

many researchers in this field [7], [30], [31]. For 

collecting the data of Twitter Search API, all public 

tweets related to the field of IT technology with different 

keywords (8 keywords) were extracted from September 

20 to December 24 of 2011. The data contains 94 

thousand tweets. By making a Twitter API query for each 

user ID, its metadata including the followers and the 

followees were extracted. To map the social graph of 

users, only those users were taken into account who had 

at least Tweeted or Retweeted a post. 

For testing, the simulation method similar to [7], [32], 

[33] was used. All the parameters and variables are based 

on actual data. On obtaining the social network graph and 

the set of tweets as input, the probability of reposting 

( ( , , , ))P repost v u p t was calculated. Then, reposting is 

begun randomly and based on the model of post sharing. 

In order to carry out a simulation based on real data, an 

hour scale is considered for the time in the proposed 

method. This makes it possible to select k influential 

posts for each user per hour. First, the simulation is 

started from an augment node for   followed by all 

nodes. This makes it possible to uniformly enter the posts 

of the data set. The rate at which posts are entered into the 

simulation environment acts as an input parameter. The 

other assessment input parameter is the number of 

iterations occurred for the simulation. In general, 

simulation is started by displaying the posts created by   

for each user at any timestamp t. Then, by calculation of 

( , )v t using the proposed method, the k influential 

posts are determined for the user v. At each attempt, 
begins to uniformly create posts for users. Depending on 

the model of reposting, the users begin to randomly repost 

the posts (taking into account the probability of biased 

reposting), as was mentioned earlier. 

4.2 Evaluation of Post Selection Method Using 

Simulation 

To test the proposed method, 72 hours simulation was 

carried out. In each hour simulation for the first 10 hours, 

 created 10 posts on average. In the first 10 hours, a 

total of 100 Twitter posts were examined. The social 

graph of the data collected contains 4.9 thousand users. A 

variety of implementations was done for various modes, 

to be evaluated as follows. 

, to evaluate the increasing of information propagation 

in OC, 4 more methods, other than the proposed one, are 

also employed. 1) Latest post method: based on the time a 

post has created, the learners visit the latest k post. 2) 

Random k post selection method for a learner. 3) Post-

post similarity method: The k posts with the highest 

similarity to the learner‟s posts. 4) learner-Learner 

similarity method: k post selection method with the 

highest similarity of the posts authors with the learner. 

As shown in Table (1), the results of reposting 

activities done according to different methods is given. 

( ( , , , )p repost v u p t
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The Random refers to a method that randomly selects k 

posts from among candidate posts for display of the node 

v. Similarly, Recency (Rec) selects the recent k posts from 

candidate posts for display. These two basic methods in 

[8], [19] are used for comparison. As is clear from the 

graph, the social similarity method in the data set under 

study had the best performance compared to the similarity 

of users. It should be mentioned that the method of post-

to-post similarity performed better than the method of 

individual‟s influence. As predicted, the two Random and 

Recency methods had the worst performance for k=5 

(selection of five influential posts for each user). 

Table 1 shows the results for the two modes k = 3 and 

k = 8. As specified in the table, Random method had no 

acceptable performance for k = 8. This may be due to low 

rate of post entry. This method cannot be efficient for 

high rates of posts. The results in k = 5 are roughly the 

same for k = 3. 

Table 1. Repost action per thousand for two selection modes of 3 and 8 

influential posts. 

k=8 k=3 
Methods 

activity (1000=K) Activity (1000=K) 
1.5 3 Random 
3.6 2.3 Recent 
6.8 2.9 Post-Post Similarity 
6.9 2.7 User-User Similarity 

8.2 4.1 Proposed Method 

4.3 Repost Prediction Method Evaluation 

The correlation of these features with repost behavior 

is studied in this paper. If the values of these features are 

significantly related to repost behavior, the relationship 

can be measured based on conventional learning. To this 

end, a method similar to Pearson‟s correlation method is 

employed. Since each feature has continuous values and 

the repost behavior is a binary variable (0 or 1), Pearson‟s 

method cannot be used. The point-biserial method is 

utilized for such problems. If the values of each feature of 

each post are a continuous variable (x), and repost 

behavior for the post is a binary variable (y), then the 

point-biserial correlation coefficient is based on formula 

(11), where M1 shows the mean feature value for posts, 

leading to repost behavior y=1. Similarly, M0 is the mean 

of features of posts, not leading to repost behavior y=0. 

Moreover, n1 shows the number of posts in the samples 

except for posts leading to repost behavior (y=1), and n0 

denotes the number of posts in samples which do not 

result in repost behavior (y=0). In addition, n is the total 

number of samples examined, sn is the standard deviation 

for values of features of all of the studied post samples. 

This correlation coefficient varies between -1 and 1, 

where 1 shows maximum positive correlation between 

measured values and user behavior and -1 shows 

maximum negative correlation between measures values 

and user behavior. Zero (0) also shows independence of 

the features from user repost behavior.  
 

1 0 1 0

2pb

n

M M n n
r

s n




 

(11) 

 

Table (2) presents results of the coefficient of 

correlation between features and reposts behavior. These 

results are reflective of a positive correlation between 

these features and repost behavior. The maximum 

correlation belongs to post-post similarity. 

Table 2. Coefficient of correlation between proposed features and repost 

behavior 

User-User Similarity Post-Post Similarity  

0.54 0.63 pbr
 

 

Two data sets from the Twitter social media were used 

to assess the proposed method. The data was selected based 

on the following selection criteria: 1) All users should have 

more than 30 items in their list of followers and followee; 

2) Users creating or retweeting at least 20 tweets a week. 

Each of the selected data sets has a one-month history of 

general tweets and meets the mentioned criteria. These 

two data sets were selected twice in two weeks in 2010 

and 2011. These two data sets were selected because due 

to the content-based nature of the proposed method, it 

was tried to conduct assessments when the topics were 

not the same. Finally, after preprocessing procedures, a 

total of 23038 active users were identified in the two data 

sets, which contained 1211347 tweets and 92307 

retweets. Table (3) presents overall specifications of the 

data sets collected for assessment.  

Table 3. Data sets specifications 

Data Set 2 Data Set 1 
Retweet Tweet Retweet Tweet 

30116 423971 62191 787376 
 

Three well-known measures, namely “precision”, 

“recall”, and “F measure”, are used to assess the 

predictions [12], [13]. These measures are used for 

prediction problems of the binary class. Formulas 12 to 

14 show these measures. 
 

|{Predicted RT} {True RT}|

|{Predicted RT}|
Precision




 
(12) 

|{Predicted RT} {True RT}|
Recall

|{TrueRT}|




 
(13) 

Precision Recall
2

Precision Recall
F


 

  
(14) 

 

Using the conventional supervised classification 

method, the data sets were divided into the training and 

test groups. Table (4) presents specifications of the 

training and test groups of the assessment data sets.  

Table 4. Specifications of test and training data sets 

Data Set 2 Data Set 1  
Retweet Tweet Retweet Tweet 
23841 335643 49235 623340 Training 

6275 88328 12956 164036 Test 
 

For the purpose of binary classification the decision 

tree method, Naïve Bayes and proposed logistic 

regression method were used as the bases. Table (5) 

presents analysis results of the two data sets.  
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Table 5. Experiment results 

Data Set 2 Data set 1  
F measure Recall Precision F measure Recall Precision 

0.720 0.61 0.88 0.789 0.68 0.941 
Proposed 

Method 
0.702 0.51 0.867 0.763 0.65 0.92 Naïve Bayes 
0.593 0.46 0.832 0.746 0.54 0.79 Decision tree 

5. Limitation & Conclusion 

The most obvious limitation of this study was the 

absence of a specific standard in the implementation and 

design of OCs. Therefore, the suggested method is 

designed based on the content of posts to make it 

applicable in various kinds of OCs. Other factors such as 

external events (such as trends and news), context of the 

OC (such as health forums or technical forums), security 

concerns and OC design problems can be effective in 

users‟ repost behavior. This article seeks to solve the 

problem of selecting k influential posts for the user v 

from among the posts a user like u has created and the 

user v follows. These posts should be selected in such a 

way that the entire reposts increase in the network. On 

reviewing the literature in this field, the complexities of 

the issue were discussed. The existing methods have 

failed to be implemented online so far. Since this issue 

has been defined for knowledge management in online 

environments, these methods were not usable. In addition 

to online implementation, the proposed method is suitable 

for use in OCs. Certain features such as post-post 

similarity, user-user similarity, and geographic similarity 

are among major parameters taken into account in the 

selection of k influential posts. The proposed method 

focuses on the problem of online communities that is 

lurking users. An evaluation based on real data and 

different scenarios makes the proposed method more 

efficient compared to other methods. 
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Abstract 
The Polar coding is a method which have been proposed by Arikan and it is one of the first codes that achieve the 

capacity for vast numerous channels. This paper discusses relay channel polarization in order to achieve the capacity and 

it has been shown that polarization of two relay channels can be given a more achievable rate region in the general form. 

This method is compatible with the original vision of polarization based on the combining, splitting and polarizing of 

channels and it has been shown that the complexity of encoding and decoding for these codes in mentioned method are 

        , and also error probability for them is          . Choose the best sub-channels in polarized relay channels 

for sending data is a big trouble in this structure. In this paper, we have been presented a new scheme for choosing a good 

index for sending the information bits in relay channels polarized in order to have the best performance by using sending 

information bits over FIF sets. 

 

Keywords: Relay channel; Polar code; Channel polarization; Capacity; Relay channel polarization; Good index of relay 

channel. 
 

 

1. Introduction 

The relay channel is a communication channel which 

has a sender and receiver assistant in communication by 

utilizing of a relay node [1]. Specifying a memoryless 

relay channel is can be given by the probability 

distribution       |     . In the defined prbability,     

are the symbol transmitted by the source and the symbol 

transmitted by the relay, respectively, are    is the symbol 

received by the relay and finally   is the symbol received 

by the destination. This defination has been illustrated 

generally in Fig. 1. In this model of relay channel, it has 

been assumed that the message   is uniformly distributed 

throughout the message set and the average probability of 

error is defined as 
 

( ) Pr{ }n

eP M M 
    (1) 

 

The rate R is said to be achievable if there is a 

message with         codes property such that  
 

( )lim 0n

e
N

P



.      (2) 

 

In [2], it is well-known and it has been shown in [1], 

which the capacity of the relay channel in general form is 

still an open problem and this causes the inportance of 

relay channel study. 

 

 

 

Fig. 1. A typical relay channel [1] 

The cut-set bound is the outer bound of the capacity 

for the relay channel and it is established in [2] as follows: 
 

( , )
max min { ( , ; ), ( ; , )}.

r
r r r r

p x x
C I X X Y I X Y Y X

 (3) 
 

Decode-and-forward (DF) and compress-and-forward 

(CF) are the main coding scenarios for information 

transmitting in relay channels. In DF strategy, after 

recoverying the transmitted message from sender by relay, 

the relay forward it to the destination and this information 

helps the receiver to complete the best observation of the 

main link. Lower bound of DF is given by [2]:  
 

( , )
: max min { ( , ; ), ( ; )},

r
DF r r r r

p x x
C R I X X Y I X Y X 

 (4) 
 

Recently, polar codes, introduced by Arikan, give a 

way that can be called channel polarization technique and 

this scheme have been extended to various multi-terminal 

scenarios, such as the Multiple-Access Channels [5-7], 

Broadcast Channels [8]-[9] as well. These codes are one 

of the first codes that can achieve the capacity for binary 

input symmetric channels [3]-[4]. 
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In this paper, firstly, the well-known channel 

polarization phenomenon has been presented for relay 

chnnel and has been shown that the polarization of cut-set 

bound in relay channels how can be used effectively. The 

proposed schemes have the same standard properties of a 

typical polar codes with respect to encoding and decoding 

with the complexity          . The scaling of the block 

error probability is an exponential function of the block 

length, which decay like         , where        . 

The choosing the best sub-channels and good index in 

polarized relay channels for sending the data is a big 

trouble problem. In our structure, it has been solved by 

using sending the information over an FIF set in indices at 

Section V. 

This paper is organized as follows: In Section II, the 

backbone material of a typical polar code and relevant 

previous works on relay channels have been reviewed. It 

has been shown also that the DF and CF strategy in 

general three terminal relay channel with using polar 

codes are achievable in Section III. In Section IV, 

polarization of relay channel for cut-set bound has been 

shown. In Section V, we introduce a new scenario of 

choosing good indices for relay channels polarization and 

finally. Last but not the least, at Section VI, we conclude 

the paper. 

2. polar codes and relay channels 

In this section, we supply a brief overview of the main 

work of Arikan [3] for single link polar codes technique 

and channel polarization method we present a brief part of 

previous works about the relay channels. 

A. Polar codes 

Constructing a typical polar codes is based upon a 

phenomenon that is well-known as channel polarization 

method [4]. The basic channel polarization method is 

given by a matrix, which is: 
 

2

1 0

1 1
G

 
  
        (5) 

 

The kronecker power of G for any     can be 

defined according to the iterative matrix formula such as 
 

( 1)

2

2 ( 1) ( 1)

2 2

0n

n

n n

G
G

G G

 



   

 
  
      (6) 

 

with initial point as (5). Following [3], for a typical 

DMC, the channel splitting can be defined as mapping of 
 

( , ) ( , )W W W W 
.     (7) 

 

The synthesized channels 
 

2

2:W F Y 
      (8) 

 

and 

2

2 2:W F F Y  
     (9) 

 

are given as follows: 
 

2

2

1 1 1 1 2 2 2

{0,1}

1
( ) ( ) ( ),

2u

W y u W y u u W y u



 
 (10) 

 

2

1 1 2 1 1 2 2 2

1
( , ) ( ) ( ).

2
W y u u W y u u W y u  

  (11) 
 

   and    are bad and good channel, respectively, 

in comparing to the original channel by using the channel 

splitting method. Arikan uses the Bhattacharyya 

parameter for a typical channel  , which is denoted by 

    , in order to measure how a good channel and bad 

channel can be classified. This parameter in general form 

is defined by: 
 

( ) ( 0) ( 1).
y Y

Z W W y W y



   (12) 

 

Channels with Bhattacharyya parameter close to "0" 

are almost noise-free channel and channels with      

close to "1" are almost full-noisy channels [4]. The sub-

set of noise-free channels       is defined according to 

below for any        : 
 

( )
( )

2

2
( ) : { [ ] : ( ) }.

N
i

N NI W i N Z W
N



  
   (13)  

 

Where [N] is denoted the set of channels, which has 

less or equal to N. The channel polarization technique 

certify that the fraction of good binary input channel, 

approaches the symmetric capacity I(W) when 

Napproaches to infinity [3]-[4]. I(W) is the quantity of 

mutual information and it can be defined as the channel 

capacity of W. By using the polarization theorem, one can 

find out that polar codes achieves the capacity [3]. Let set 

A is characterized as  
 

{ [ ] : ( ) [0, ]}i

NA i N Z W   
,    (14) 

 

where    . For any        , the error probability 

of polar codes is determined by block error-probability 

when the Successive Cancellation (SC) decoding used: 
 

( ) 2( ) (2 ).
ni

e N

i A

P Z W o




 
   (15) 

 

B. Previous works on relay channels with respect to 

polar coding: 

There are two ideas in using of polar codes. The main 

idea, which was shown by Arikan, is that the polar codes 

can achieve the capacity for a large case of channels and 

it is equal to say that the rate of such scheme approaches 

the capacity of the channel. Also, the main idea is still 

capacity achieving polar codes in most papers about the 

relay channel. In [10], a practical method for acheiving 

the capacity of symmetric physically degraded relay 
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channels with binary input has been shown effectively. 

By concluding [11], one can find out about the 

achievability of DF bound by means of polar codes in a 

stochastically channel, which is degraded with binary 

symmetric relaying and orthogonal receivers. Also in [11], 

it has been shown that polar codes can be applied to CF 

relaying. In [12-13]. it has been discussed that by utilizing 

the polar codes, one can achieve the capacity of 

symmetric degraded relay channel. Also the problem of 

achievability for two other lower bounds by utilizing 

polar coding techniques has been shown in [14]. The 

topic of increasing the capacity for     has been 

studied in [5-7] and it has been shown that this the 

capacity of one of the polarized channels increase while 

the other decrease. In [5-6], a method for the polarization 

of the MAC has been illustrated. It has been shown that 

the polarization of a general Multiple Access Channel 

with a point-to-point channel can be done and one can 

achieve more rate region [7].  

In second approach, one can design a channel 

polarization scheme when the number of channels 

increases, N and show that the capacity region increases 

too. Changing of different bound of relay channel, 

especially cut-set bound is a fantastic vision at this 

approach. In this paper, we use the first and the second 

methodology together in order to choose good index for 

the relay channel polarization method. 

3. DF and cf relaying using polar codes 

In [10]-[13], for degraded relay channel, polar coding 

schemes have been proposed on the following Markov 

chain as: 
 

( , )R RX X Y Y 
    (16) 

 

Also, a polar coding scheme can be applied for 

compress-forward and it has been proposed in relay channels 

with orthogonal receiver components as well in [11].  

Theorem1: based on the first viewpoint, (17), (18) 

give the following relation: 
 

                     (17) 
 

and 
 

                  (18) 
 

Where    and    are bad and good channels, 

respectively.  

Proof: The proof is the same as [3], [4]. 

The mapping of  
 

(                 (19) 
 

has been called polarization (one level polarization). 

The same mapping can be applied to    and    to get 

            and     (which is second level 

polarization). For any arbitrary number of levels, the 

same process can be continued in order to polarize  . 

The channel polarization theorem states that the binary 

input channel can be polarized as the code length   goes 

to infinity, it means that they can be set in two different 

sets, one set become noise-free and the other become very 

noisy. In this viewpoint instead of 
 

         ,      (20) 
 

by using (18) more rate can achieve, so: 
 

                    (21) 
 

We call this vision as channel polarization in order to 

achieve more capacity. 

In second viewpoint, since  
 

          ,      (22) 
 

we can find out a way, which 
 

          .      (23) 
 

In polar coding, a channel, which can send bits without 

noise, uses information bit (Ι), and a channel, which can 

send bits noisy, uses frozen bit (F) or redundancy. Indeed, 

the polarization idea has been used to propose polar codes 

and a recursive process leads to efficient coding structures 

(encoding and decoding structures). 

4. polarization for relay channel 

CF strategy for relay channels based on orthogonal 

receiver components,           , can be used and one 

can applied the well-known polar coding scheme as: 
 

      |             |       |      (24) 
 

[11]. This viewpoint can achieve the symmetric CF 

rate. The main results for this section is given in the 

following theorem. 

Theorem 2. (Symmetric DF and CF relaying using 

polar code). For any transmission rate 
 

            (25)  
 

and any fixed rate  
 

       ,      (26) 
 

one can find a polar codes with block error probability 
 

   
   

     ̂        (27) 
 

under SC decoding. This block error probability is 

bounded as 
 

       (      ),    (28) 
 

where     
 

 
 and the relay channel is 

stochastically degraded. 

Proof. This Proof is like the proof of Theorem 1 in 

[10] and Theorem 2 in [13]. 

Since the main results have been surveyed, only the 

structure of polar codes, can be achieved for   relay 

channel and the complexity of encoding and decoding is 

           [10], [13]. 
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The notion of channel polarization has been extended 

to relay channels, wherein a technique is described to 

polarize a given binary-input relay channel same as in [3]-

[5]-[6]. We prove polarization of cut-set bound. It has 

been shown after polarization for two relay channels, the 

capacity of one relay increases while the other decreases 

and the capacity region of the relay changes. Two 

independent uses of the channel W results relay channel 

W
2
 according to the polarization of Fig. 1, we have:  

 

          ,     (29) 
 

                  (30) 
 

and  
 

          .     (31) 
 

The cut-set bound in a channel W
2
, is described by 

two following quantities: 
 

                             (32) 
 

and 
 

                  |                (33) 
 

Also the cut-set bound is as follows: 
 

          
     

    
       

    
     

 |   
      (34) 

 

and we have;  
 

  
    

          (35) 
 

and 
 

    
    

    .     (36) 
 

Now we get: 
 

                        =               
                 =    

       
    (37) 

 

and we also have: 
 

                         |      
                |                         |      
    

       
      (38) 

 

In this way, the polarized bad relay channel is:  
 

                    (39) 
 

and the capacity indicates with both quantities: 

    
   and     

  . At the other hand, the polarized 

good relay channel is: 
 

                  |       (40) 
 

and the capacity indicates with both quantities: 

    
   and     

  . Let 's define the channel  
 

                (41) 
 

as a relay channel with       input alphabet. Now, we 

also define two other relay channels as  
 

             
     (42) 

 

and 
 

              
          (43) 

in which we have: 
 

     
     

 |        

∑
 

           
        |                    |       (44) 

 

and 
 

     
     

       |      = 
 

 
        |                    |        (45) 

 

Where    and    correspond to bad and good relay 

channels, respectively. For capacity bound, we get: 
 

    
             

   ; i=1,2   (46) 
 

Correspondingly, for R, we get: 
 

                   (47) 

 

Example 1: Assume the polarization of Fig. 1 and 

consider all links are BEC with erasure probability 

       except the source to relay which is a BEC 

channel with parameter erasure probability   . Now, we 

investigate three mentioned scenarios, through polarization 

of two relay channels. For specific case, if the link 

between source to relay is polarized but the link between 

the relay to destination is not polarized, then, we have: 
 

1 20.75 min{0.75,1 }C    
 

 

and 
 

1 1.25;C  
 

 

While, if the link between source to relay is not 

polarized but the link between the relay to destination is 

polarized, then, we have: 
 

  
                       

 

and 
 

  
   . 

 

As   
  are representative of the most capacity (good 

channel). Now we examine the appropriateness of these 

two bounds. If          , then   
    

 ; and if 

         , then   
    

 . When        , then all 

of the   
  s will be equal to each other. It is worth noting 

that   
  and   

  are, for the link between source to relay is 

polarized and the link between the relay to destination is 

polarized too, then, we have: 
 

  
                         

 

and 
 

  
                           

 

Which are always better than two other cases. 

Remark1: It is worth-mentioning that by using the 

polarization we can find more capacity in comparison to the 

non-polarized case. For example in a point-to-point channel 

by using channel polarization, the added capacity is: 
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where    is the i-th input and    is the j-th output. In 

this way, for the proposed channel polarization method of 

relay channel, the same thing happens. In the other words, 

According to the capacity region bound of [15], the 

capacity of the proposed relay channel in Example1 is: 
 

     {  
  

 
     } 

 

which leads       . In fair comparison to the 

Example 1, the lowest capacity of   
  is 0.75, which 

shows the extension of the capacity by using polar codes. 

Now suppose that   is a binary input relay channel. Let 

        be an i.i.d. uniform random variable valued in {-,+}, 

with                    
 

 
 and let us define a 

relay channel with valued random process {      } via 
 

     ,          
  ,       (47) 

 

Further, we define random processes            and 

           such that: 
 

           ,                (48) 
 

Lemma 1. The random processes              and 

             are bounded martingale. 

Proof: Since    is a binary input relay channel, 

       and        take values in [0,1]; hence, the 

mentioned processes are bounded. The martingale 

property is claimed from (47), (48). The process 

                converges almost surely and the limit is 
 

                 (             )  (49) 
 

Now, the following theorem is given for calculating 

the Bhattacharya parameter, which is used in relay 

channels polarization. 

Theorem 3. For each given relay channel 

with             and            and for the BC 

phase, we have: 
 

       
     

  {                    

   
    }      (50) 
 

and for MAC phase of the relay channel, we have: 
 

         
      

  {                     

    
    }     (51) 

 

Proof: We use the fact that for any binary input 

discrete memory-less channel  , we have:  
 

           ,     (52) 
 

and   
 

                   (53) 
 

[4]. In polarizing mode, using [3] we get: 
 

                        (54) 
 

                    (55) 
 

and using [5, 7, 15] we can write:  
 

               (56) 
 

and  
 

           .     (57) 
 

Since the relay channel is combined of two MAC and 

BC channels, and can be considered as a point-to-point 

channel. Also, regarding to [16-17], we can write below 

relations for MAC and BC phase of relay channel, 

respectively. For BC phase, we have: 
 

       
                    

   
 

       
                    

      (58) 
 

also, for MAC phase, we have: 
 

        
                     

  
 

      
                      

    (59) 
 

So, in general, we have: 
 

              
       

    
 

                          (60) 
 

              
       

    
 

                         (61) 

 

One can conclude that  
 

    
          

                (62) 
 

and  
 

    
         

                (63) 
 

for any relay channel that links become polarized, and  
 

                                               (64) 
 

Although, one can find the capacity by solving an 

optimization problem like [18], but the polarization 

technique can increase the capacity as well like [7]. 

We consider a relay channel with orthogonal receiver 

component. It consists of three nodes; a source node (S), a 

relay node (R), and a destination node (D). This system 

has three directed transmission links: the channel between 

source and receiver is displayed by     , the channel 

between source and relay is displayed by      and the 

channel between relay and destination is displayed by 

   . We consider all the channel links have been 

polarized with generator matrix   . The relay is 

stochastically degraded in our system. Therefore,     is 

stochastically degraded with respect to    . Hence, if 

     and      are good channel sets for polar codes of 

     and     channels, respectively [16-17].  

Lemma 2. For any two discrete      and     

memory-less channels, if     is degraded regard to    , 

then        . 

Proof. The proof of this lemma is like the Theorem 1 

of [10]. 
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5. Good Index Chosing in Relay Channel 

We will always assume that these indices are labeled 

from 1 to N and that the processing order of the successive 

decoder is the one implied by this labeling. In this section, 

we describe our schema for choose a good index to the 

place set information from between the links which are 

polarized in the relay channel. First, we represent a polar 

block of length N by a row vector as in Fig. 2-a, such that 

any link has block-length    . For N=4, it has been 

shown that which one of the links are good after 

polarization. Here we offer a plan for a square screen   
 ; This is the similar structure of the Fig. 2-c for showing 

indices between the polarized link. In the previous sections, 

we used the word index to refer to one of the synthetic 

channels which are created by the polarization process. 

Represents the index in the intersection points of a link in 

Fig. 2-c that half of them are good for place information bits 

and remainder are bad, which are proper for frozen bits. 

Now consider the relay channel shown Fig. 1. As can 

be observed, links between SR, SD and RD are 

determined through             channels, 

respectively. For link SD, suppose     be a DMC with a 

binary input X and output Y. Fix a distribution    for the 

random variable X Let            , where      is a 

vector of n i.i.d. components are drawn according to   . 

Consider the sets    and    defined as: 
 

  1: 1 ( ){ : ( ) 1 2 },i i N

x i N Z U U
    

  (65) 
 

  1: 1 ( ){ : ( ) 2 }.i i N

x i N Z U U
   

  (66) 
 

For     , the bit    is approximately uniformly 

distributed and independent of       . In addition,    and 

   is consisted such that: 
 

( ),lim
x

N

H X
N



     (67) 
 

1 ( ).lim
x

N

H X
N

 

    (68) 
 

 

Fig. 2. a: A polar block of length N as a row vector. b: Good channels for 

polarized channel when N=4. c: A polar block of length     for each link in 
relay channel. d: A example for shown choose index in a channel with N=4. 

Now, assume that the channel output      is given, 

and interpret this as side information on     . Consider 

the sets   |  and   |  as below: 

  1: 1 1: ( ){ : ( , ) 1 2 },i i N N

X Y
i N Z U U Y

    
 (69) 

 

  1: 1 1: ( ){ : ( , ) 2 }.i i N N

X Y
i N Z U U Y

   
 (70) 

 

For     | ,    is an approximately uniformly 

distributed and independent of              , and for 

    | ,    becomes approximately a deterministic 

function of              . Furthermore:  
 

( ),lim
X Y

N

H X Y
N



    (71) 
 

1 ( ).lim
X Y

N

H X Y
N

 

    (72) 
 

To create a polar code for the channel    , we 

proceed now as follows: we place the information in the 

position indexed by 
 

XSD X Y
I 

.    (73) 
 

Certainly, if      , then,    is approximately uniformly 

distributed given        , since     . This implies that,    

is suitable to contain information. Additionally,    given 

        and     , since     | . Using (65)-(68) and the fact 

that the number of indices in [ ]N which are neither in    

nor in   is O(N), it follows that: 
 

( ) ( ) ( ; ) ( ).

\

lim lim lim lim
N N N

XX Y X YSD X

N

SD

N N N N

H X H X Y I X Y I W

I

   

   

  
 (74) 

 

The remaining positions are frozen. More specifically, 

they are divided into two subsets, namely and         
 , 

that the frozen indices       filled with binary bits 

        ⋂  | 
 , which are chosen uniformly at 

random and the frozen indices      , which are chosen 

according to a deterministic rule. Similarly, to construct a 

polar code for the channel    , we place the information 

on the positions indexed by:
 
 

 

,r r rX XSR X X Y
I 

    (75) 
 

and the remaining positions are related to frozen bits. 

They are divided into two subsets, namely  
 

,r r r

c

Xr X X YSR X
F  

    (76) 
 

and  
 

X X r
d SR

cF  
,     (77)  

 

which the frozen indices       filled with binary bits 

selected uniformly at random and the frozen indices 

      selected based on a deterministic principle. Since: 
 

1: 1 1: ( ){ [ ] : ( , ) 1 2 },
r

j i n N

rX X
j N Z U U X

    
 (78) 

 

1: 1 1: ( ){ [ ] : ( , ) 2 },
r

j i n N

rX X
j N Z U U X

   
 (79) 
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1: 1 1: 1: ( )

,
{ [ ] : ( , , ) 1 2 }

r r

j i n n N

r rX X Y
j N Z U U X Y

    
 (80) 

 

1: 1 1: 1: ( )

,
{ [ ] : ( , , ) 2 }.

r r

j i n n N

r rX X Y
j N Z U U X Y

   
 (81) 

 

So we have: 
 

, ,

( )

\

,( ) ( ; ) ( ).

lim lim lim lim
r r r r r r

N N N N

X X Y X X X X Y X XSR

r r Sr r Rr

I

X X X X Y

N N N N

H YH X I WXI

   

   

    (82)  
 

Finally, for link RD, since  
 

1: 1:n n

r NV X G
,     (83)  

 

we place the information on the positions indexed by: 
 

r rXD X YRI 
    (84) 

 

and the remaining positions are frozen. Based on the 

previous section, frozen bits related to this links are 

divided into two subsets      and      , which the 

frozen indices 
 

r r
X XD Yr RF  

    (85) 
 

filled with binary bits chosen uniformly at random and 

frozen indices  
 

rd XRD

cF  
     (86)  

 

chosen according to a deterministic rule and since: 
 

1: 1 ( ){ [ ] : ( ) 1 2 },
r

k k N

X k N Z V V
    

 (87) 
 

1: 1 ( ){ [ ] : ( ) 2 },
r

k k N

X k N Z V V
   

  (88) 
 

1: 1 1: ( ){ [ ] : ( , ) 1 2 }
r

k k n N

X Y
k N Z V V Y

    
 (89) 

 

1: 1 1: ( ){ [ ] : ( , ) 2 }.
r

k k n N

X Y
k N Z V V Y

   
 (90) 

 

So, we have: 
 

( ) ( ) ( ; ) ( ).

\

lim lim lim lim
rr r r

N N N N

XX Y X Y XRD

r r r RD

I

X X Y Y

N N N N

H H I X I W

   

   

  
 (91) 

 

 

Fig. 3. Graphical representation of the sets associated to the channel 
coding problem (a. FIF plane for links SD b. FIF plane for links SR 

c.FIF plane for links RD). 

 

Fig. 4. Graphical representation of set index of relay channel (a. Set indices 
of relay channel with N=2 and b. Set indices for relay channel with N). 

 

Fig. 5. Graphical representation of good channel in planes FIF 

For Fig. 4-b, when     intersection point become 

closer and closer to each other and  in other words it can 

be displayed segmentation information as fig.5. When 

channels are polarize, synthesized channels can be 

classified into two categories, defining two index sets: the 

set information bits I(w,g) of indices corresponding to 

good channels and the set frozen bits F(W) of indices that 

belong to bad channels, and also set F(W) is consist of 

two part       and      . For relay channel with N=2, it 

is shown that the set index according to Fig. 4-a., that 

each point in planes S, R, and D explain the links used in 

the relay channel. Similarly, Fig. 4-b. depicts relay 

channel with N, that, for example point (i,j,k)=(3,4,4) 

indicate in S-D, S-R, and R-D links 3, 4, and 4 are good 

respectively. For relay channel that    , set 

information of good channel expression according to  
 

( , ) ( ) ( ) ( )SD SR RDI w g I w I w I w
,  (92) 

that shown in Fig. 5. I(w,g) represent the set good 

index for the relay channel polarized.  

Now, at the last part of this section, the performance of 

polar codes for relay channels has been analyzed. The BER 

performance for this case has been shown when the relay-

destination link is a Binary Symmetric Channel (BSC). 

In Fig. 6 and Fig. 7, the performance of polar codes 

for DF and CF relaying in physically degraded relay 

channel has been shown, respectively. In this way, we 

utilize the proposed good index choosing based on the 

Section V. In this analysis,     and     are independent 

BSC. The Crossover probabilities for these links are equal 

to 0.05 and 0.15, respectively. 
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Fig. 6. Comparison of BER performance of polar codes for DF relaying for 

BSC with the proposed good index choosing method. It has been considered 

                        and             in the simulation. 

 

Fig. 7. Comparison of BER performance of polar codes for CF relaying for 

BSC with the proposed good index choosing method.  It has been considered 

                        and             in the simulation. 

By comparing Fig.6 and Fig.7, one can observe that 

using the proposed good index choosing method gives 

lower error probability.  

6. conclision 

In this paper, we showed that polar codes are suitable 

for DF and CF relaying with the orthogonal receiver and 

represent idea about channel polarization specifically for 

relay channel. It has been considered that for two relays, 

when the links are polarized, the capacity of one relay 

increases while the other decreases and the capacity 

region of the relay changes. It has been shown that 

polarization make improve the cut-set bound for relay 

channel. At last, we introduced a new scheme that shows 

how to choose a good index for polarized relay channels. 

By using the proposed method, one can find less error 

probability.References 
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