
 

 

 

 
 

Research Institute for Information and Communication Technology 

Iranian Association of Information and Communication Technology 

Affiliated to: Academic Center for Education, Culture and Research (ACECR) 

 

Manager-in-Charge: Dr. Habibollah Asghari, ACECR, Iran 

Editor-in-Chief: Dr. Masoud Shafiee, Amir Kabir University of Technology, Iran 
 

Editorial Board 

Dr. Abdolali Abdipour, Professor, Amirkabir University of Technology, Iran 

Dr. Ali Akbar Jalali, Professor, Iran University of Science and Technology, Iran 

Dr. Alireza Montazemi, Professor, McMaster University, Canada 

Dr. Ali Mohammad-Djafari, Associate Professor, Le Centre National de la Recherche Scientifique (CNRS), France  

Dr. Hamid Reza Sadegh Mohammadi, Associate Professor, ACECR, Iran 

Dr. Mahmoud Moghavvemi, Professor, University of Malaya (UM), Malaysia 

Dr. Mehrnoush Shamsfard, Associate Professor, Shahid Beheshti University, Iran 

Dr. Omid Mahdi Ebadati, Associate Professor, Kharazmi University, Iran 

Dr. Rahim Saeidi, Assistant Professor, Aalto University, Finland 

Dr. Ramezan Ali Sadeghzadeh, Professor, Khajeh Nasireddin Toosi University of Technology, Iran 

Dr. Sha’ban Elahi, Professor, Vali-e-asr University of Rafsanjan, Iran 

Dr. Shohreh Kasaei, Professor, Sharif University of Technology, Iran 

Dr. Saeed Ghazi Maghrebi, Associate Professor, ACECR, Iran 

Dr. Zabih Ghasemlooy, Professor, Northumbria University, UK 

 

 

Executive Editor: Dr. Fatemeh Kheirkhah 

Executive Manager: Shirin Gilaki  

Executive Assistants: Mahdokht Ghahari, Ali BoozarPoor 

Print ISSN: 2322-1437 

Online ISSN: 2345-2773 

Publication License: 91/13216 

Editorial Office Address: No.5, Saeedi Alley, Kalej Intersection., Enghelab Ave., Tehran, Iran, 

P.O.Box: 13145-799    Tel: (+9821) 88930150     Fax: (+9821) 88930157 

E-mail: info@jist.ir , infojist@gmail.com 

URL: www.jist.ir 

Indexed by: 
- SCOPUS         www. Scopus.com 

- Index Copernicus International       www.indexcopernicus.com 

- Islamic World Science Citation Center (ISC)     www.isc.gov.ir 

- Directory of open Access Journals      www.Doaj.org 

- Scientific Information Database (SID)      www.sid.ir 

- Regional Information Center for Science and Technology (RICeST)   www.ricest.ac.ir 

- Magiran         www.magiran.com 
 

Publisher: 
Iranian Academic Center for Education, Culture and Research (ACECR) 

 
 

This Journal is published under scientific support of 

Advanced Information Systems (AIS) Research Group and  

Telecommunication Research Group, ICTRC 
 

 

 

In the Name of God 

 

Journal of  
Information Systems & Telecommunication 

Vol. 11, No.4, October-December 2023, Serial Number 44 

http://www.isc.gov.ir/


 

Acknowledgement 

JIST Editorial-Board would like to gratefully appreciate the following distinguished referees for spending their 

valuable time and expertise in reviewing the manuscripts and their constructive suggestions, which had a great 

impact on the enhancement of this issue of the JIST Journal. 

 

 

(A-Z) 

• Afsharirad, Majid, Kharazmi University,Tehran, Iran 

• Ahmadi, Parvin, Telecommunication Research Center, Tehran, Iran 

• AleAhmad, Abolfazl, University of Tehran, Tehran , Iran 

• Badie, Kambiz, Tehran University, Iran 

• Fathi, Amir, Urmia University, Urmia, Iran 

• Fortaki, Tarek, University of Batna, Batna, Algeria 

• Fadaeieslam, Mohammad Javad, Semnan University, Iran 

• Farsi, Hassan, University of Birjand, South Khorasan, Iran 

• Gholami, Mohammad, Babol Noshirvani University of Technology, Mazandaran, Iran 

• Gerami, Mohsen, ICT Research Institute, Tehran, Iran 

• Ghaffari, Ali, Islamic Azad University, Tabriz Branch, Iran 

• Izadkhah, Habib, Tabriz University, Tabriz, Iran 

• Marvi, Hossein, Shahrood University of Technology, Semnan Province, Iran 

• Mirzaei, Abbas, Islamic Azad University, Ardabil, Iran 

• Mohammadi, Mohammad Reza, Iran University of Science and Technology, Tehran, Iran 

• Mansoorizadeh, Muharram, Bu-Ali Sina University, Hamedan, Iran 

• Mohammadzadeh, Sajjad, University of Birjand, South Khorasan, Iran 

• Mohammadian, Ayoub, Tehran University, Tehran, Iran 

• Omid Mahdi, Ebadati, Kharazmi University, Tehran, Iran 

• Rasi, Habib, Shiraz University of Technology, Shiraz, Iran 

• Saadatfar, Hamid,  University of Birjand, Iran 

• Sedghi, Shahram, Iran University of Medical Sciences, Tehran, Iran 

• Sable, Nilesh, Vishwakarma Institute of Technology, Pune, Maharashtra, India 

• Soleimanian Gharehchopogh, Farhad, Islamic Azad University Urmia, Iran 

• Soran Saeed, Sulaimani Polytechnic University, Kurdistan Region, Iraq 

• Tayefeh Mahmoodi, Maryam, Research Institute for Information and Communication Technology, 

Tehran, Iran 

• Teymoori, Mehdi, Zanjan University, Iran 

• Tanhaei, Mohammad, Ilam University, Ilam , Iran 

• Tashtarian, Farzad, Islamic Azad Mashad University, Mashad, Iran 

• Ziaratban, Majid, Golestan University, Gorgan, Iran 

• Zayyani, Hadi, Qom University of technology, Qom, Iran 

 

 



 

 

 

Table of Contents 

 
 

 

 
 Implementation of Uplink and Downlink Non-Orthogonal Multiple Access (NOMA) on Zync FPGA Device .............. 269 

Ahmed Belhani, Hichem Semira, Rania. Kheddara and Ghada Hassis 

 A Recommender System for Scientific Resources Based on Recurrent Neural Networks ............................................... 282 

Hadis Ahmadian Yazdi, Seyyed Javad Seyyed Mahdav and Maryam Kheirabadi 

 A New Power Allocation Optimization for One Target Tracking in Widely Separated MIMO Radar .........................  294 

Mohammad Akhondi Darzikolaei, Mohammad Reza Karami Mollaei and Maryam Najimi  

 Inferring Diffusion Network from Information Cascades using Transitive Influence ....................................................  307 

Mehdi Emadi, Maseud Rahgozar and Farhad Oroumchian  

 Joint Cooperative Spectrum Sensing and Resource Allocation in Dynamic Wireless Energy Harvesting Enabled 

Cognitive Sensor Networks  .............................................................................................................................................  320 

Maryam Najimi 

 Application of Machine Learning in the Telecommunications Industry: Partial Churn Prediction by using a Hybrid 

Feature Selection Approach  ............................................................................................................................................  331 

Fatemeh Mozaffari, Iman Raeesi Vanani, Payam Mahmoudian and Babak Sohrabi  

 Convolutional Neural Networks for Medical Image Segmentation and Classification: A Review  .................................  347 

Jenifer S and Carmel Mary Belinda M J 

 Comparing the Semantic Segmentation of High-Resolution Images Using Deep Convolutional Networks: SegNet, 

HRNet, CSE-HRNet and RCA-FCN  .............................................................................................................................  359 

Nafiseh Sadeghi , Homayoun Mahdavi-Nasab, Mansoor Zeinali and Hossein Pourghassem 

 Software-Defined Networking Adoption Model: Dimensions and Determinants  ..................................................................  368 

Elham Ziaeipour, Ali Rajabzadeh Gatari and Alireza Taghizadeh 

 

 

 

 



 

 Ahmed BELHANI 

ahmed.belhani@umc.edu.dz  

Journal of Information Systems and Telecommunication 
Vol.11, No.4, October-December 2023, 269-281 

 

http://jist.acecr.org 
ISSN 2322-1437 / EISSN:2345-2773 

 

1
.Laboratoire Satellites, Intelligence Artificielle, Cryptographie, Internet des Objets « LSIACIO», Constantine 1 University, 

Algeria 
2
.Electronics and New Technologies Laboratory (ENT), University of Oum El Bouaghi, Algeria 

3
.Department of Electronics », Constantine 1 University, Algeria. 

 

Received: 24 Jan 2022/  Revised: 04 Sep 2022/  Accepted: 02 Oct 2022 

 
 

Abstract  
The non-orthogonal access schemes are one of the multiple access techniques that are candidates to become an access 

technique for the next generation access radio. Power-domain non-orthogonal multiple-access (NOMA) is among these 

promising technologies. Improving the network capacity by providing massive connectivity through sharing the same 

spectral resources is the main advantage that this technique offers. The NOMA technique consists of exploiting the power 

domain which multiplex multiple users on the same resources applying a superposition coding then separating the 

multiplexed users at the receiver side. Due to the non-orthogonality access technique, the main disadvantage of NOMA is 

the presence of interferences between users. That is why this scheme is based on a successive interference cancelation (SIC) 

detector that separates the multiplexed signals at the receiver. In this paper, an embedded system is considered for 

designing and implementation of the power-NOMA For two users. The implementation is realized by employing a Zynq 

FPGA (Field programmable gate array) device through the Zybo-Z7 board using MATLAB/Simulink environment and 

Xilinx System Generator. The features offered by this device, hemps to consider the design of an uplink and a downlink 

scenario over Rayleigh fading channel in additive white Gaussian noise (AWGN) environment. 

 

 

 

Keywords: Non-Orthogonal Multiple Access (NOMA); Successive Interference Cancelation (SIC); Multi-use Detection; 

Bit Error Rate (BER); QPSK; BPSK; Xilinx System Generator (XSG). 
 

1- Introduction 

The phenomenal development in communication systems 

and Internet of Things (IoT) has increased the demand for 

better internet connections, higher data rates, less latency, 

fairness, better Quality of Service (QoS), and reduced 

interference [1][2]. 

Communication networks in the next generation (5G and 

beyond) aspire to achieve high efficiency [2], through 

more users in the limited available spectrum [1]–[5] by 

applying a new Medium Access Control (MAC) called 

NOMA technique[5]. In recent years, NOMA-IoT has 

attracted many researchers in academia [5]–[8]. This 

growing interest is due to the fact that the NOMA 

technique is a good candidate to address some of the 

challenges regarding the radio spectrum scarcity. Dealing 

with this shortage is one of the challenges to ensure a 

massive machine-type communication (MMTC) (e.g., IoT 

framework) by attaining ultra-low latency and high 

reliability. 

The conventional technique OMA (Orthogonal multiple 

access) permits multiple access by limiting the number of 

users to the number of available resources based on the 

orthogonality between users [5], Some of these techniques 

are, time division multiple access (TDMA), frequency 

division multiple access (FDMA), and code division 

multiple access (CDMA)[9]. These techniques are the 

reasons why the OMA scheme cannot meet the demands 

of concurrent users due to the resource shortage, 

especially against the increasing number of connected 

devices in the IoT network [10]. Contrarily, NOMA uses 

the same frequency block and the same time slot by 

assigning different power levels or by multiplexing 

signals in code domain [1][2], which helps to enhance the 

bandwidth reuse and connectivity density [6]. 
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While OMA systems use orthogonal resource allocation 

among users to avoid interference [1], the NOMA 

technique intentionally introduces interference because of 

its principle of access and superposition of users’ data. 

Consequently, the successive interference cancellation 

(SIC) technique has been widely adopted in the NOMA 

literature as a solution to eliminate the inter-user 

interference. In SIC, the first step consists of estimating 

the strongest signal by treating other superposed signals 

as noise. In the second step, the decoded signal is 

subtracted from the received signal to retrieve the weakest 

signal [8]. 

From an information theoretic viewpoint, the fundamental 

potential of NOMA over OMA has been proved. Indeed, 

most of the analytical studies handled in terms of 

information-theoretical perspectives, have revealed the 

efficiency of the SIC detector in both schemes uplink-

NOMA and downlink-NOMA e.g. [11]–[13]. These 

analyzes are based on the SINR (Signal to Interference 

and Noise Ratio) definition and then they provide 

theoretical limits for throughput or outage probability. 

However, in throughput or outage analysis the SIC 

algorithm is not implemented. Therefore, the analysis 

could only give inferences for theoretical limits. In other 

words, the NOMA system with its transmitter and 

receiver (SIC algorithm) is not implemented or simulated 

while assuming perfect SIC. Hence, in real world 

application, to analyze the error performance of the 

NOMA schemes (in terms of bit error rate BER), we 

should implement an IQ (in-phase and quadrature inputs) 

modulator at the transmitters and based on the 

superimposed received signal, we should implement an 

IQ detector to decide the transmitted symbols (bits) of 

each user. This implementation could give us a clear idea 

about the imperfections of the detection technique (i.e. 

subtraction of the erroneous detected symbol) [13] 

To study the efficiency of the SIC receiver, a practical 

downlink-NOMA system based on LTE specifications 

using an open-source software platform named Open Air 

Interface have been investigated in[3]. The experiment 

results of the work demonstrate that the NOMA scheme 

has a significant throughput gain compared with an 

orthogonal multiple access (OMA) scheme. 

Currently, the use of FPGAs in research and development 

of embedded systems is applied to specific tasks is 

increasing [15], for many valuable advantages such as its 

great flexibility [15], which allows the re-use of any 

circuit as desired in different structures in a very fast time, 

high clock frequency, high operations per second, and 

parallel processing [15]. FPGAs are widely used in the 

communication field to benefits their capacity, function 

and reliability [16] such as the space-time coding and 

decoding algorithms for MIMO Communication system 

presented in [17], and the FPGA implementation of a 

Pseudo Chaos-signal generator for secure communication 

systems in [18]. 

In addition, the implementation of differential frequency 

hopping communication system is studied in [19]. In [20], 

NOMA technique is experimentally investigated over 

AWGN channel using FPGA. The authors propose an 

implementation based on VHDL programming for two 

users in the downlink scenario. In addition to the design 

of the transmitter and the SIC in receiver, the authors 

relied on a Box-Muller method for noise generation. 

Furthermore, the performance is verified by comparing 

the Monte-Carlo simulation results via MATLAB 

showing exact matching with that of the designed NOMA 

system. However, this study is only limited to the 

downlink scheme over AWGN environment which is not 

reasonable for practical situation, where the channel 

coefficients are consistently present to affect the received 

signal (path loss, fading and shadowing). In this paper, we 

propose the implementation on FPGA of a real-time 

transmission concept of the power domain NOMA for 

both scenarios: downlink and uplink over Raleigh fading 

channel. At first, derived from Monte-Carlo simulation 

via MATLAB, we study the performance of power 

NOMA technique in both schemes using QPSK and 

BPSK modulation. Hence, for proper implementation and 

avoiding overlap between the users’ symbols, the power 

allocation principle is assured for the downlink scheme, 

on the other hand, we keep the uplink scheme without 

scheduling of power allocation as the users use their own 

power. 

Afterwards, with the assumption of two users like the 

work of [20], and based on Xilinx system generator (XSG) 

which is a high-level design tool that allows the use of the 

MATLAB / Simulink environment, we design the 

functional blocs for an implementation of the power 

NOMA technique on the FPGA Zybo Z7 card for both 

schemes (downlink and uplink). This implementation is 

made simple by using Xilinx library to create elements 

allowing FPGA hardware design without resorting to 

HDL programming [21]. 

The rest of the paper is organized as follows. Section 2 

presents some assumptions used in the work, while 

section 3 illustrates the system and the channel models. 

section 4 shows the simulation results obtained for both 

link: downlink and uplink over Rayleigh fading channels 

and AWGN. In section 5, we describe the FPGA card 

used in the work and the waveforms of the system 

generator models with the RTL schemes. Finally, a 

conclusion is presented in section6. 

2- Assumptions 

In this work, we assume the presence of two users in the 

network, this assumption is due to the fact that regardless 
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of the number of users, the remote user always considers 

other users signals as just additive noise as defined by 

NOMA theory [20]. Moreover, we assume that the power 

allocation factors    and    used for the two users are 

known, and that the path is non-selective. 

In the uplink scenario, the base station is free of 

scheduling the power allocation as long as each user uses 

and manages its own battery. Hence, we assume that each 

user uses its own battery power to the maximum with a 

factor equal to 1. 

3- NOMA Model 

This section presents the NOMA model in power domain 

for both links. 

3-1- Downlink NOMA 

In a downlink scheme shown in Figure 1, we consider two 

users equipped with one antenna served by a base station 

(BS) equipped with a single transmitting antenna (Single 

Input Single Output (SISO)). The BS transmits with 

power   the signals of users superposed on the same 

resource block. The superposition is realized at the BS by 

adding the different symbols after power scaling both 

symbols are combined using superposition coding 

principle (SC); the more power is allocated to the far user 

(FU); the less power allocation ratio is allocated to the 

near user (NU), i.e., the information for both users is 

multiplexed in the BS using the same resource block 

(frequency/time) by allocating each user a different power 

coefficient by virtue of its channel conditions. The power 

allocation ensures fairness for all users by maintaining a 

specific BER thresholds for each user [22]. Hence, the 

signals            (   )  received by users are 

described as shown by Eq. (1): 

 

     (√      √     )           

  (   )  

 

(1) 

 

where  k denotes the flat fading channel coefficients 

between the BS and the kth user, i.e.   (   )  The 

independent and non-identical Rayleigh fading channel 

coefficients  k,   (   )  are modeled as complex 

Gaussian random variables with zero mean and variance 

  |  |
   , i.e.,    ∼ CN (0,   |  |

  ),   (   )  where 

|.| denotes the absolute value and       is statistical 

expectation. At each kth user the channel coefficients  k, 

  (   ) is supposed to be known, such that |  |  |  |. 
As a consequence, the power allocation factors    and    

are assigned such that   <   , where        .   ∼ 

CN (0,   ⁄ ),   (   ), is the additive white Gaussian 

noise (AWGN) which is added at each node (each user’s 

receiver) independently. 

The information bits are modulated as complex symbols 

  ,    using a phase modulated signals for both users, 

they can be a QPSK modulation signals which can take 

four possible complex values defined as           , 

  (   ), resulting from the mapping of two bits, or a 

BPSK modulation signals which can take one of the two 

possible symbols   . 

In the network, all users receive the same signal, which 

contains the information of all users. This requires a 

suitable detector to eliminate interference in each 

equipment. Since a large part of the power has been 

allocated to the FU, a maximum likelihood detector 

(MLD) is sufficient to detect the information of this user 

by considering the signal of the NU as interference. On 

the other hand, the NU must first detect the interference 

signal (FU) as its own symbol is noise. In the second step, 

it removes the detected symbol from the received signal 

   in order to detect its own symbol. This procedure is 

known as successive interference cancelation (SIC), and it 

is clear that the performance of the system depends on the 

channel qualities and the power allocation coefficients [13]  

3-2- Uplink NOMA 

As shown in Figure 2, Similar to the downlink scenario, 

the uplink scheme is composed of one base station and 

two users. Even in this scenario, we assume that each 

node is equipped with a single antenna (SISO-NOMA). 

With transmit power   ,   (   )  limited by the 

Fig. 1 Downlink Power Domain NOMA for Two Users 

with SIC Technique. 
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maximum power of the user battery, each user can 

independently use its own power    to transmit its 

symbols on the same frequency block within the same 

time slot. Therefore, the received signal      at the BS 

is given by Eq. (2): 

 

    √       √       (2) 

 

where the Rayleigh fading channel coefficients   , 

  (   )   between the users and BS are independent 

and identically distributed.    and    are the complex 

modulated information from QPSK or BPSK modulation.  

  denotes the AWGN at BS receiver. Like the downlink. 

 scenario it is assumed that √   |  |  √  |  | . By 

virtue of the quality of the channel and the level of 

received power, firstly, the BS attempts to detect the 

symbols of the NU using MLD by considering the signal 

received from the FU (  √    ) as noise. Secondly, after 

having removed the detected symbol (  √   ̂   where 

 ̂  denotes detected     ), the BS attempts to detect the 

symbols  ̂  using MLD 

4- Simulation and Main Results 

4-1- Downlink 

Figue 3 shows the flowchart of the downlink-NOMA 

system. Firstly, we generate a random data for both users 

then we modulate them using either a QPSK modulation 

or a BPSK modulation, after, we multiply the two signals 

by the power allocation factors    and   . 

In the next step, we combine the two signals to construct 

the NOMA signal         multiplied by the Rayleigh 

coefficients for each user, and then we start the estimation 

process after adding the white noise for each user 

separately. 

The FU estimates its data directly from the received 

signal via a minimum-distance criterion (MLD), whereas 

the NU utilizes the SIC technique to obtain its symbols. 

To illustrate the performance of the NOMA system in the 

downlink scheme, we use the parameters presented in the 

table1. 
Table 1: Simulation Parameters 

Monte Carlo runs 10000 

Power allocation factors for the near user 0.2, 0.4 

Power allocation factors for the  far user 0.6, 0.8 

System frequency 15360000 Hz 

Rayleigh 

Channel 

parameters  

Path Delays 0 S 

Average Path Gains FU:    -3 dB 

NU:     0 dB 

Maximum Doppler Shift 0 HZ 

 

Figures 4, 5 and 6 show the simulation results for the bit 

error rate (BER) against the Signal to Noise ratio per bit 

(Eb / No) for different scenarios.  In figure 4, we consider 

a QPSK modulation for both users with different power 

allocation. We can easily observe the influence of the 

power allocation coefficients on the performance of the 

system.  The more the symbols of the different users are 

well separated in power, the more we prevent the 

constellations overlap of different users. Furthermore, the 

curves show that the BER of FU is better than that of NU 

for                  , which shows the 

compensation of the effect of the channel with the 

enhancement of the symbols power for the FU. 

In the second scenario in which the same power allocation 

factors are maintained, we consider two cases of 

modulation: Fixed QPSK modulation for both users, and 

adaptive modulation for the second case. In adaptive 

modulation, a BPSK modulation is chosen for the FU 

which suffers from the worst channel condition, and a 

QPSK modulation is used by the NU which benefits from 

high channel quality. For different power allocation 

factors, the Figures 5 and 6 show clearly the improvement 

of the BER for the adaptive modulation compared to the 

fixed modulation. In addition to avoiding overlap between 

the symbols of different users, the low order modulation 

compensates the effect of the channel by increasing the 

power of the symbols and also by helping the detection 

threshold to be improved when using the MLD for both 

users. 

  

Fig. 2 Uplink Power Domain NOMA for Two Users with 

SIC Technique. 
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Fig. 4 B R v   b   for the Downlink Power Domain NOMA 
Transmission Using the QPSK Modulation and the Power 

Allocation Factors of    = 0.2, 0.4,    = 0.6, 0.8. 

Fig. 5 B R v   b   for the Downlink Power Domain NOMA Using the QPSK 

Modulation and the Power Allocation Factors of    = 0.2,    = 0.8. 

Fig. 6 B R v   b   for the downlink power domain NOMA 
Transmission Using the QPSK and the BPSK Modulations and the 

Power Allocation Factors of    = 0.4,   = 0.6. 

Start 

Generate random binary data 

for both users. 

Modulate the generated data to 

obtain: 

𝑠𝑁, 𝑠𝐹 

Construct the NOMA signal in 

the base station:  𝑥𝑁𝑂𝑀𝐴  

 √𝑎𝐹𝑃𝑠𝐹  √𝑎𝑁𝑃𝑠𝑁 

 

Multiply the NOMA signal 

with the Rayleigh fading 

coefficient of each user: 

near user  𝑁 ∗ 𝑥𝑁𝑂𝑀𝐴 
far user  𝐹 ∗ 𝑥𝑁𝑂𝑀𝐴 

Additive 

white 

Gaussian 

noise 

(AWGN)  

Detect then decode 

the strongest signal 

Detect then decode the 

strongest signal (considered 

as interference)  

Reconstruct the detected 

signal (modulation and 

multiplication with the 

Rayleigh coefficient)  

Subtraction of the 

reconstructed signal 

from the received signal 

interference elimination)  

Detect then decode the 

result of the subtraction 

Estimation of the near user’s data  

Additive 

white 

Gaussian 

noise 

(AWGN)  

Estimation of the far user’s 

data 

E

n

Fig. 3 Flowchart of the Downlink NOMA. 
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4-2- Uplink 

Figure 7 shows the flowchart of the uplink–NOMA 

system. Like the previous scheme, we randomly generate 

the binary data for each user then we modulate them by 

using either a QPSK modulation or a BPSK modulation 

according to the channel quality. Unlike the previous 

diagram, in the uplink-NOMA scheme, each user sends its 

own data using its own power (power battery) toward the 

BS, which results in multiplication by independent 

Rayleigh coefficients and power. In consequence, the two 

signals are firstly multiplied by different Rayleigh 

coefficient (   for the NU and    for the FU) and Powers 

(   for the NU and    for the FU) according to their 

distance from the base station and their own battery. After 

that, the signals are multiplexed at the BS.  Finally, the 

estimation process begins after the white noise is added. 

The base station estimates the NU data directly through 

the ML detector by considering the FU data as noise. In 

the next step, the BS tries to detect the far user's symbols 

via MLD after subtracting the detected signal (previous 

step) from the received signal. 

To illustrate the behavior of the SIC algorithm with the 

performance of the uplink-NOMA scheme, we adopt the 

same simulation parameters of the downlink-NOMA 

scheme. The figures 8 and 9 show the performance of the 

BER versus EbN0 in the uplink-NOMA system for two 

types of modulations QPSK and BPSK. To show the 

performance, we present two scenarios: fixed modulation 

and adaptive modulation in proportion to the quality of 

the channel. In all the simulation, we assume that      , 

which reflects a practical situation where the two users 

transmit with the same power like the IoT devices. 

It can be seen from the two figures that the performance 

of the FU is better than the performance of Nu in terms of 

BER.  This superiority is due to the use of SIC detector at 

the base station to estimate the FU’s data, which 

suppresses the strong signal assumed to be interference. 

On the other hand, the base station only uses the 

maximum likelihood detector to extract the NU’s data, 

which suffers from the presence of FU’S symbols 

considered as noise. Despite these results, we can notice 

from all the curves in uplink-NOMA scheme that the SIC 

presents a poorer performance in high SNR regime and 

clearly suffers from the error floor [13][23][24]. 

According to the figures 8 and 9, we observe that 

increasing the transmit power (high SNR) or using low 

order modulation (BPSK) at the receiver cannot remove 

the error floor. Indeed, whatever the improvements, the 

SIC detector remains unable to detect the symbols of the 

different users in a high SNR regime, which is an 

inevitable result because other signals are treated in a 

sequential manner on the basis that they are noise. 

  

Start 

Generate random binary data for both users. 

Modulate the generated data to obtain: 

𝑠𝑁, 𝑠𝐹 

 

Multiply each signal with its Rayleigh fading 

coefficient and its own transmit power then add 

the two signals to construct the received signal at 

BS. 

Detect then decode the strongest signal  

Additive white Gaussian 

noise (AWGN)  

Estimati

on of the 

near 

user’s 

data 

Reconstruct the detected signal (modulation and 

multiplication with the Rayleigh coefficient and 

the transmit power)  

Subtraction of the near user’s signal from the 

received signal  

Detect then decode the result of the subtraction 

Estimation of the far user’s data 

End 

Fig. 7 Flowchart of the Uplink NOMA. 
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5- Implementation of NOMA Models Using 

System Generator and ZYBO-Z7 Xilinx 

Card 

In this section a Zybo Z7 card based on Zynq-7020 device 

is used to implement the power domain NOMA technique 

for both schemes: downlink and uplink. This choice is 

based on its features and connectivity [15] illustrated by 

table 2. The power tool system generator of Xilinx is 

combined with Matlab/Simulink to design the NOMA 

signal and build VHDL project, which is transferred to 

VIVDAO suite for waveform generation through test 

bench 

Table 2: Zybo-Z7 Characteristics 

 

5-1- Downlink Implementation 

Figure 10 shows the NOMA design using Xilinx system 

generator tools for the downlink, contains: The BPSK 

modulator, the BSPK demodulator, the transmitted 

NOMA signal, the received Far user signal and the 

received near user signal. We have also maintained the 

same parameters shown in table 1 

5-2- BPSK Modulator/Demodulator 

The logic elements are used to build all components, like 

multiplexer, multiplier, adder and delay element. 

Figure 11 shows the BPSK modulator designed through 

XSC tools [25]. 

For the BPSK demodulator, we use the structure defined 

in [26] and accomplished it by adding a low pass filter 

design with eleven coefficients presented in table 3 to get 

more precision. Figure 12 shows the demodulator released 

through the DSP's FDA tool from XSG toolbox   

ZYBO Z7 features ZYBO Z7 specifications 
ZYBO Z7 

connectivity 

667MHz dual-core 
Cortex-A9 

processor with 

tightly integrated 
Xilinx FPGA 

Clock Resources Zynq PLL 
with 4 outputs 

4 PLLs (2 PLLs*) 

4 MMCMs (2 MMCMs*) 
125 MHz external clock 

Wide range 

of USB, 

Ethernet 

High-bandwidth 

peripheral 

controllers: 1G 

Ethernet, 

USB 2.0, SDIO) 

Block RAM:630 KB (270 

KB*) 

Pcam camera 

connector 

Programmable 
from JTAG, Quad-

SPI flash, and 

microSD 
card 

Internal ADC Dual-channel 
HDMI sink 
port (input) 

DDR3L memory 

controller with 8 
DMA channels and 

4 

High Performance 
AXI3 Slave ports 

DSP Slices :220 (80*) 

6 Pmod ports 

(5*) :8 Total 
Processor I/O 

,40 Total 

FPGA I/O 
(32*) 

, 4 Analog 

capable - 
1.0V 

differential 

pairs to 

XADC 

Fig. 8 B R v   b   for the Uplink power domain. NOMA Transmission 

With the Using the Same Modulation for Both Users QPSK or BPSK 

Modulation. 

Fig. 9 B R v   b   for the Uplink Power Domain. NOMA 

Transmission Using the QPSK Modulation for the NU and the BPSK 

Modulation for the FU. 
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Table 3: Low Pass Filter CoefficientS 

Coefficient 
number 

coefficient 
value 

Coefficient 
number 

coefficient 
value 

1 -0.0732 7 0.1763 

2 0.1712 8 0.1601 

3 0.1469 9 0.1469 

4 0.1601 10 0.1712 

5 0.1763 11 -0.0732 

 

Figures 13 and 14 show clearly the BPSK modulator and 

demodulator waveforms for the designed models in the 

downlink.  The choice of using a BPSK modulation in the 

XSG model is only to simplify the design and the results; 

we can use any type of modulation, for example QPSK 

modulation[20]. 

  

Fig. 10 NOMA Design for the Downlink Using Systems 

Generator and Xilinx Tools. 

Fig. 11 BPSK Modulator. 

Fig. 12 BPSK Demodulator 
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Fig. 13 BPSK Modulator Waveform Fig. 14 BPSK Demodulator Waveform 
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Fig. 15 NOMA Bloc Design for Downlink. 

5.2.1 NOMA Signal 

Figure 15 represents the NOMA signal design for the 

downlink, where we multiply the BPSK modulated signal 

of each user with the power allocation factors, and we 

combine the two signals to obtain the NOMA signal, the 

result of the waveform is illustrated in figure 18. 

5.2.2 Far User and Near User 

Figures 16 and 17 represent the two designs for the 

estimation process mentioned above and explained in the 

flowchart of the downlink. In the other hand, for the far 

user we implement the SIC technique to estimate the near 

user's signal (figure17). 

In figure 18, we directly demodulate the far user’s signal 

after passing through Rayleigh fading channel and 

AWGN.  

5-3- Uplink Implementation 

Figure 19 shows the NOMA design using Xilinx system 

generator tools for the uplink, which contains the same 

blocks used in the downlink. 

5.3.1 NOMA Signal 

Figure 20 represents the NOMA signal design for the 

uplink, which contains the two users BPSK modulated 

signals and the Rayleigh fading channels for each user 

combined and passed through Rayleigh and AWGN 

channel. 

5.3.2 Far User and Near User 

Figures 21 and 22 represent the two designs for the 

estimation process mentioned above and explained in the 

flowchart of the uplink; we first estimate the near user’s 

signal in figure 21, afterwards, the far user’s symbols are 

detected using SIC procedure using the same received 

signal as the SIC is implemented in BS. 

Fig. 16 Far User Reception Design for Downlink. 

Fig. 17 Near User Reception Design for Downlink. 
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Fig. 19 NOMA Design for the Uplink Using Systems Generator and Xilinx Tools. 

Fig. 20 NOMA Design for Uplink. Fig. 18 NOMA Signal Waveform for the Downlink 
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6- Conclusion 

In this paper, the power NOMA technique in uplink and 

downlink links are studied and implemented on an FPGA 

device. The implementation is realized for two users 

supported by one base station over Rayleigh fading 

channel. In both schemes a successive interference 

cancelation (SIC) detector is considered in the receiver 

side to separate the superimposed symbols of users. The 

Conclusion 

simulation results reveal the effectiveness of the SIC 

algorithm to detect the user’s symbols in downlink link by 

using both modulation: QPSK or BPSK. By contrast, in 

the uplink scenario where there is no scheduling of power 

allocation, the SIC fails to detect any symbols in high 

SNR regime (suffers from the error floor).   Besides, to 

benefit from the advantages offered by the features of the 

FPGA device, a design of both schemes is realized using 

the Xilinx system generator. The results of this work may 

be extended to address the implementation of this 

promising technique to deal with a massive connection 

(arbitrary number of users with higher order adaptive 

modulation) for IoT applications 
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Abstract  
Over the last few years, online training courses have had a significant increase in the number of participants. However, 

most web-based educational systems have drawbacks compared to traditional classrooms. On the one hand, the structure 

and nature of the courses directly affect the number of active participants; on the other hand, it becomes difficult for 

teachers to guide students in choosing the appropriate learning resource due to the abundance of online learning resources. 

Students also find it challenging to decide which educational resources to choose according to their condition. The resource 

recommender system can be used as a Guide tool for educational resource recommendations to students so that these 

suggestions are tailored to the preferences and needs of each student. In this paper, it was presented a resource 

recommender system with the help of Bi-LSTM networks. Utilizing this type of structure involves both long-term and 

short-term interests of the user and, due to the gradual learning property of the system, supports the learners' behavioral 

changes. It has more appropriate recommendations with a mean accuracy of 0.95 and a loss of 0.19 compared to a similar 

article.  

 

 

 

Keywords: Deep Learning Networks; Recurrent Methods; Educational Resource; Recommender System. 
 

 

1- Introduction 

Nowadays, the purpose of online courses is to provide 

students with the opportunity to learn quickly. However, 

designing this course is not always the most effective 

method for all learners and has led to high dropout rates 

and low academic effectiveness. This model may be as 

effective as face-to-face training by enhancing artificial 

intelligence. The global corona epidemic has forced 

students to rely on technology in unprecedented ways to 

teach themselves. These technologies can be significantly 

improved with artificial intelligence and machine learning 

algorithms. Virtual educators can help students find the 

right curriculum from the available curriculum through the 

referral system [1,2,3].  

Internet services today offer various content. This high 

diversity is both an opportunity and a threat. The 

opportunity is to present the customer's favorite content 

with more probability, and the customer can use it. The 

danger is that the customer may not find the content they 

need in the vast amount of content. It can be concluded 

that the rapid increase of the information volume, the 

limitation of search engines to search for information, and 

the increasing number of visitors to websites in recent 

years, are critical challenges in the recommender systems. 

A Student must find the required Educational Resources 

from the appropriate sources, which would be time-

consuming and costly without information filtering and 

recommender systems [4]. 

 

Recommender systems can discover the users' interests 

and predict their preferences, and among the high volume 

of data, refine the items which are likely to be of interest 

to the user and save time by suggesting them. Of course, 

the only efficiency of a recommendation system (which is 

done by search engines) is not only searching the items in 

less time with less energy, but its primary purpose is to 

discover items. These systems, with the ability to store and 

analyze the user's past behaviors, also infer services and 

information that users have not noticed but are probably 
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interested in and provide exciting results to users. 

Recommender systems are one of the main tools to 

overcome information overload and are an intelligent 

complement to the retrieval concepts and information 

filtering to analyze the users' behaviors. 

In addition, students have individual differences such as 

educational background, study method, age, etc., which 

emphasizes the need to take feedback from students to 

guide them in the educational process better [5]. In e-

learning systems, students are eager for personalized 

services to be automatically trained, monitored, supported, 

and evaluated. With such a personalized service, student 

loyalty increases [6]. 

The Recommender system can help teachers personalize 

the curriculum and resources for each student based on 

their unique skills and weaknesses. It is used to develop 

more complex and attractive methods of student 

assessment that are very time-consuming for teachers 

today. Artificial intelligence and machine learning have 

the potential to address many of the problems that have 

arisen in the transfer of teaching methods to online 

learning. Including students' resistance to changing their 

education, increasing curriculum planning, and addressing 

the loss of personal interaction between students and 

teachers [4].  

This paper aims to design a time-based educational 

recommender system to suggest new resources to users 

based on the features that include a person's pre-clicked or 

downloaded educational resources and the rating that the 

user has given to each resource. If there is an inherent 

structure that the model can exploit, deep neural networks 

are very efficient for this issue.  

Because the nature of the problem of recommending 

textbooks depends on the time and long-term review of 

student performance, the sequential structure of sessions or 

report clicks is very appropriate for inferential errors in 

conventional or recursive models. In many methods, only 

the user's past information is used in learning. While in the 

present article, having a network that looks both backward 

and forward can also cover changes in learner behavior 

and offer more up-to-date recommendations. In the 

following, we will review the work done on educational 

recommenders. In the next section, we present the 

proposed method, a hybrid architecture of BI-LSTM and 

MLP networks. In the fourth section, we review the results 

of implementing the proposed algorithm based on 

accuracy and efficiency, and finally, in the fifth section, 

we will present future suggestions. 

 

2- Related Works 

Session-based recommender systems are an excellent 

example of recommender systems. They are primarily 

researched, although not a new research topic [7, 8, 9]. 

Compared to traditional recommender systems, a session-

based referral system is more suitable for learning 

dynamic and sequential user behaviors. 

The purpose of recommender systems is to generate search 

results close to the user's needs and make predictions 

based on their priorities. In virtual learning environments, 

educational recommender systems have learning objects 

based on students' characteristics, priorities, and learning 

needs. A Learning Object (LO) is a unit of educational 

content that can assist students in their learning process 

[10]. A learning object is defined by the IEEE [11] as a 

digital or non-digital entity with educational design 

features that can be reused or referenced during the 

computer-assisted learning process. 

Recently, deep learning has dramatically changed the 

architecture of recommenders and provided more 

opportunities to improve the performance of 

recommenders. Deep learning can capture nonlinear and 

meaningful user-item relationships and result in abstract 

data representations at higher levels. Besides, it can obtain 

complex relationships within data from other sources such 

as conceptual, textual, and visual information [12]. In the 

traditional technology method, the recommender system 

faces problems such as a large amount of data, shared 

filtering, poorly given information, and a cold start, which 

are also addressed in this study. 

A new generation of algorithms is required for 

recommender systems due to the importance of 

recommender systems in online servers and the dynamics, 

privacy, and bulk of data and problems in these systems 

(such as cold start). Deep learning is offered as a solution 

to the problem of recommender systems. 

In recent years, artificial neural networks have attracted 

much attention due to their increased computing power 

and big data storage capabilities. Many new methods in 

image processing, object recognition, natural language 

processing, and voice recognition now use deep neural 

networks as a primary tool [13]. The remarkable 

capabilities of deep learning methods encourage 

researchers to apply deep architectures in 

"recommendation". Deep learning-based recommender 

models can be categorized in Fig1. [14]. 

 

 

Fig. 1. General Models of Deep learning for the Recommender. 

In the following, the work that has been done specifically 

on educational advisors will be reviewed. 
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2-1- Data Mining Methods 

In [15], the proposed method integrates the features of 

online learning style, including participatory filtering (CF) 

features, association rules criteria, and online learning 

style (OLS) in the recommendation algorithm. The output 

of the proposed method has improved by 25% compared 

to the technique without students' characteristics.  

In [16], attention-focused neural networks (CNN) have 

been used to obtain predictions of user ratings and user 

profiles and to recommend superior courses. Then, they 

integrated a participatory filter to enable real-time 

recommendations and reduce server workload. The model 

ultimately recommends courses to students. However, the 

proposed system may continue to suffer from the problem 

of recommending similar courses as MOOCs develop and 

the number of courses increases. 

2-2- Development on Traditional Methods 

Most traditional online learning systems based on refining 

methods depend on user's behavior towards different 

sources. For users who behave similarly, the results of 

resource recommendations are often unsatisfactory [17]. 

The aim is to help students make informed decisions about 

their learning paths using a hybrid counseling system. By 

combining content-based similarity and dispersion, based 

on structural information about module space, the 

detectability of long-term choices that are consistent with 

students' preferences and goals can be improved.  

One of the advantages of this is that you can add scatter to 

the set of recommendations. The goal of [15] is to provide 

a personal reference system that leads to better 

recommendations in the shortest possible time. The 

proposed system uses user profiles to create 

neighborhoods and predicts weights. To overcome the 

problem of cold start and scattered data, student profiles 

are created using the learning method. Resources that are 

of interest to the user are suggested through calculations 

calculated with new features and participatory refinement 

method. 

2-3- Machine learning-based Methods 

In [18], the aim is to provide an advisory system based on 

reasoning theory that combines content-based, 

participatory, and knowledge-based recommendation 

methods. This method recommends training resources so 

that the system can generate further arguments to justify 

its competence. 

In [19], the AROLS method is proposed. This method is 

an advanced recommendation integrated with a 

comprehensive learning style model for online students. 

This method considers the learning method as prior 

knowledge and provides recommendations. First, it creates 

clusters of different learning styles. Then the behavioral 

patterns presented by the matrix of similarity of learning 

resources and communication rules of each group are 

extracted using students' review history. Finally, it creates 

a set of personal recommendations based on the data 

mining results of the previous steps. This method presents 

the recommendation results more accurately while 

maintaining the computational advantage than the 

traditional participatory refining (CF) recommendation. 

2-4- Artificial Intelligence-based  Methods 

[20] A multi-factor technology-based referral system has 

been developed that helps e-learning referral systems offer 

students the most appropriate learning resources. This 

work utilizes the capabilities of multi-agent technology to 

create a plan that combines web use and extraction 

algorithms such as content-based methods and 

collaborative refinement to find the most appropriate 

training resources. The performance of this combined 

method is better than other algorithms in it. Advances have 

also been made in building models for searching and 

retrieving learning objects stored in heterogeneous 

repositories.  

In [21], the aggregation of two multifactorial models is 

introduced that can carry a specific LO corresponding to 

the characteristics of a student and carry the LO to the 

instructors to help them in creating lessons. The aim is to 

create an integrated multi-factor model that meets the 

needs of students and educators and thus improves the 

learning and teaching process. 

 

2-5- Methods based on Neural Networks and Deep 

learning Networks 

The paper [11] introduces a high-precision resource 

recommender model (MOOCRC) based on deep belief 

networks (DBNs) to increase the efficiency and 

enthusiasm of learners in MOOC environments. This 

model extracts the characteristics of learners and their 

curriculum content. User-lesson vector vectors are 

constructed as model input. Instructors' grades are 

processed into lessons as supervised labels. The 

MOOCRC model is taught without supervisor pre-training 

and is fine-tuned using supervisor feedback. The model's 

performance has been evaluated using selective data from 

educators obtained from the starC MOOC platform of 

Central China Normal University. The results show that 

MOOCRC has higher recommendation accuracy and faster 

convergence than other traditional recommending methods. 

The article [22], with the aim of recommending 

educational resources, tries to help learners achieve better 

academic results. The proposed model consists of deep 

learning recursive layers that have been improved with the 

attention technique. After testing the model's performance 
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with OULAD data, 95% accuracy was obtained, which is a 

better result than similar works. 

3- The Proposed Method 

In this paper, the purpose of the first phase is to obtain the 

users’ database, including their interest in the study 

resources and the amount of use and click on these 

resources and related features, and then select the practical 

items among them. In the second phase, the recommender 

system is trained with acceptable accuracy using deep 

neural networks. The recommendation algorithm includes 

data extraction from OULAD information resource files, 

data preprocessing, building an add-on deep learning 

network from MLP, Bi-LSTM, initial parameterization, 

training, and predicting scores. Finally, it is offered 

resources to users using the trained network. 

Two-way short-term memory (Bi-LSTM) is a type of 

recurrent neural network. This process processes data in 

two directions because it works with two hidden layers. It 

is the main point of divergence with LSTM. This method 

has proven promising results in natural language 

processing. One advantage of two-way LSTM over one-

way LSTM is that two-way LSTM looks to both the past 

and the future to make predictions. Still, one-way LSTM 

only looks to the past, so two-way LSTM can be sensitive 

to diversity in the short-term interests of the user in both 

directions and thus cover learners' behavioral changes. 

In the proposed architecture, as presented in Fig.2, a Bi-

LSTM cell is provided in each layer for each feature in the 

database. The cells focus on one feature of each record, 

and each cell represents only one feature pattern. Consider 

and ultimately, the combination of these patterns will lead 

to better results. 

Among the papers in this field, we found the works based 

on Bi-Lstm, which required short-term and long-term 

memory; or for new mechanisms that, in practice, create 

shortcuts and ignore several time steps. These shortcuts 

also allow the production error to be easily transferred to 

the post-diffusion phase without quickly losing. It can 

significantly handle the vanishing gradient problems. 

3-1- Predicting Course Resource Scores 

In the model training process, the data labeled class is used 

as a training set for the model. Then, based on the user-

class feature vector, the recommendation problem 

becomes the category prediction problem. In this paper, 

using the label of rating classes, error information is 

published to each layer from top to bottom with fine-

tuning of the parameters to the observer. After training the 

model to achieve a certain error, the test set can be used to 

test the performance of the recommender model. The data 

in the test set is divided into two categories: user feature -

lesson vector and lesson evaluation. Each user-lesson 

feature vector corresponds to a category level, and each 

level corresponds to a point. All lessons that correspond to 

a user are sorted according to the expected score, and then 

lesson recommendations are generated 

Fig.2 The Structure of Proposed Methods. 

3-2- Implementation 

The selected data as input to the database implementation 

are divided into three sections: students, teacher, and 

course and includes information about 22 courses offered, 

32593 students, their evaluation results, and their mutual 

reports with the virtual learning environment (VLE), 

which is provided by summaries of students’ daily clicks 

on various “resources” (10,655,280 entries). 
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 Database
1
  

Students generate various behavioral data by learning in an 

online learning environment. This behavioral data is 

collected and stored through data collection methods 

(OULAD). The reference database provides data sources 

for this platform. This curriculum database can extract 

content features that reflect students' interest in reference. 

Students’ feature vectors are constructed by combining 

students’ characteristics and lesson features, and then 

hybrid behavioral characteristics and user-lesson feature 

vectors are generated (Jacob Kozilk et al., 2007). 

The frequency of each student's recorded activities is 

presented in Fig3. The database is anonymous using the 

ARX [PK15] data encryption tool. The data was reviewed 

for error detection and verified and published by Open 

Data Institute1.  The frequency of each student's recorded 

activities is presented in Fig3. The database is 

anonymously using the ARX [PK15] data encryption tool. 

The data were reviewed for error detection and verified 

and published by Open Data Institute1. 

The main table contains the student files attached to the 

courses (A student can have more than a one registered 

course). Each course has several assessments, which are 

related to students and include the history of student 

assessment results. There are three types of assessment: 

Teacher Assessment (TMA), Computer Assessment 

(CMA), and Final Exam (Exam). 

Fig.3 Frequency of Student Performance. 

 Data Preprocessing 

As presented in Fig4. In the pre-processing stage, the input 

first includes four sections: resources provided, students’ 

characteristics, courses held, and student performance and 

assessment history in each course. These four sections are 

combined, and further analysis, categorization, feature 

mapping, clean blank or incorrect data, and feature 

normalization are performed on them. 

The normalization of features is done in the range (0, 1). 

The data must be placed at an equal distance so that the 

data that contains a larger range of numbers does not have 

a more significant effect on the algorithm than the others. 

                                                           
1
 1 https://analyse.kmi.open.ac.uk/open_dataset 

This prevents network weights from fluctuating too much, 

and the amount of network loss fluctuates slightly when 

modeling data. In other words, the higher the convergence 

speed, the better and smoother the network model [23]. 

Fig.4 Data Preprocessing Steps. 

Empirical evidence shows that data standardization is 

useful in terms of accuracy. It may be related to the 

descent of the gradient. It is easy to understand why 

normalization improves training time. Large input values 

saturate activation functions such as sigmoid or ReLu 

(negative input). This type of feedback activation function 

has little or no gradient in the saturated region and thus 

reduces the Training speed [23]. Eq1 is used to perform 

normalization. 

 

   
          

            
                                  (1) 

Where X min represents the lowest eigenvalue as X min 

{X1, X2, ..., Xn}= Xmin.Xmax represents the maximum 

eigenvalue as X max = max {X1, X2, ..., Xn}; X*indicates 

the normalized value, X represents the original data. 

Another step in the preprocessing step is to convert the 

string values in the database to numeric values. 

Table1 shows an example of the values in the database that 

are mapped to numerical values in Table2. 

After the initial steps of preprocessing, the datasheet is 

tagged in two following ways: 

 

 Maximum Click in Maximum Point Average:  

Among the set of activities registered for the standard 

courses for each student, the source with the most clicks 

can indicate the student's taste and interest) in the course 

that had the highest GPA (showing the practical resources 

studied in that course) was selected as a label. Five 

hundred sixty-two labels were created, mapped from 0 to 

561. The frequency of count labels is presented in Fig5. 
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Fig. 5. Frequency of Count labels (Method 1: The Most Click in the 

Maximum Average Score  

 Most Recent Clicks: 

 From the set of each student’s activities, the source with 

the most clicks (indicating the student's taste and interest) 

were selected as the label on the last day of the student's 

activity, assuming that the current study subject is 

essential to him. One thousand five hundred ninety-four 

labels were created, mapped from 0 to 1593. The 

frequency of count labels is presented in Fig6. After 

preprocessing, the data is divided into a training set and a 

test set. Finally, the training set enters the proposed 

network as input. 

Fig. 6. Frequency of Count labels (Method 2: The Most Click) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1.  A Sample of Database Data before Mapping 

 
Table 2.  The Values of Features Mapped to the Number 

 Correlation Between Variables and Labels 

In this research, the method of the maximum average 

method has been used for labeling. We examined the 

possible correlation between the label and the existing 

variables that were used as input for teaching the model by 

correlation test. As you can see in Fig7, there is no 

significant correlation between the variables and their 

labels. 

 Network Construction 

The Bi-Lstm library of KERAS has been used to 

implement the idea of this paper. The data is entered into a 

Code module 
Code 

presentation 

Id 

student 
gender Age band 

Sum 

click 

AAA 2013J 11391 M 55<= 16 

AAA 2013J 11391 M 55<= 44 

AAA 2013J 11391 M 55<= 1 

AAA 2013J 11391 M 55<= 2 

AAA 2013J 11391 M 55<= 1 

AAA 2013J 11391 M 55<= 2 

AAA 2013J 11391 M 55<= 2 

AAA 2013J 11391 M 55<= 16 

AAA 2013J 11391 M 55<= 44 
      

Highest 

education 
final_result 

score_

mean 
id_site date 

HE Qualification Pass 82 546669 -5 

HE Qualification Pass 82 546662 -5 

HE Qualification Pass 82 546652 -5 

HE Qualification Pass 82 546668 -5 

HE Qualification Pass 82 546652 -5 

HE Qualification Pass 82 546670 -7 

HE Qualification Pass 82 546671 -7 

HE Qualification Pass 82 546669 -5 

HE Qualification Pass 82 546662 -5 

Code 
module 

Code 
presentation 

age_band gender highest_education final_result 

AAA 0.1 2013B 540 0-35 0.1 F 0.1 
A Level or 

Equivalent 0.1 Distinction 0.1 

BBB 0.2 2013J 720 35-55 0.2 M 0.2 
HE 

Qualification 0.2 Fail 0.2 

CCC 0.3 2014B 180 55<= 0.3 - - 
Lower Than 

A Level 0.3 Pass 0.3 

DDD 0.4 2014J 360 - - - - 
No Formal 

quals 0.4 Withdrawn 0.4 

EEE 0.5 - - - - - - 
Post Graduate 

Qualification 0.5 - - 

F F F 0.6 - - - - - - - - - - 

GGG 0.7 - - - - - - -  - - 
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two-layer Bi-Lstm architecture with 512 neurons, and 

finally, the output of this layer enters the MLP network. 

In the model training process, the model parameters must 

repeatedly be adjusted to achieve better results in feature 

extraction. During the learning process, the 512 minibatch 

processing method is used to solve the problem of large 

data volumes. Also, the learning rate parameter 0.0001, the 

number of counts Epoch = 100, and the SoftMax activator 

function are initialized. 

 

Fig7. The Result of the Correlation Test. 

The number of records used in the testing process of the 

networks implemented in this article is Train = 8434945, 

test = 2108737, and validation split = 0.2. After 

completing Epochs, the diagrams and the results of 

implementations show that the accuracy and loss of the 

work are far better than the results of the implementation 

of the proposed network [24]. 

3-3- Methods and Tools of Data Analysis 

The primary purpose of the proposed system presented in 

this article is to predict the best sequence of educational 

resources. There are many criteria for measuring different 

aspects of bid performance. 

         
       

           
                         (2) 

 

Indicates what percentage of experimental records are 

properly categorized. 

 

          
∑               

∑          
                      (3) 

 

       
∑               

∑          
                           (4) 

 

   
                   

                
                              (5) 

 

Here x is a student from the set of all students X, R (x) 

represents the learning resources recommended for student 

x, H (x) represents the learning resources observed by 

learner x [25]. 

4- Ablation Study  

4-1- Investigating the Effect of the Number of 

Cells in Each Layer 

As observed in Table 3, the results of the implementation 

of three types of LSTM, GRU, and Bi-LSTM networks 

were implemented and examined as single-celled 

structures in three single-layer architectures, two layers, 

and three layers are not desirable. In nine architectures, 

one cell in each layer could not find the pattern of different 

features, the relationship of features to other features in 

combination, permutation, and different models. 

Increasing the number of layers has not been able to play 

an influential role in improving the results. 

As observed in Table4, The implementation of 

multicellular single-layer architectures implemented and 

investigated in three single-layer architectures of LSTM, 

Bi-LSTM and GRU had more favorable results than the 

single-cell architectures. 

In fact, by changing the layout cells in the proposed 

models, it is possible to use and extract features in both 

single and multiple forms. When entering the first feature 

of the model, it examines and extracts the information 

contained in the same feature individually. After entering 

the second feature of the model and extracting the 

information contained in this feature, it also examines and 

extracts the connections and information between these 

two features. With the introduction of the third feature, in 

addition to extracting the information of the same feature 

individually and examining the existing communications 

and information with the previous features in pairs, the 

communications are also examined on a permutation basis. 

As a result, the model achieves more features and is more 

important than single-cell networks.  

Meanwhile, the GRU network with higher generalizability 

power than the two types of Bi-LSTM and LSTM 

networks with a loss of 0.2 and an accuracy of 0.91 has 

had a better performance. 
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Table 3.  Results of Training and Testing of one to Three-layer Single-

Cell Networks: LSTM, Bi-Lstm and GRU 

 

Table 4.  Results of Training and Testing Single layer Multi-Cellular 

Networks of LSTM, GRU and BI-LSTM 

4-2- Investigating the Effect of the Number of 

Layers of Network Architecture 

In the architecture of deep learning networks, one issue is 

the relationship between the cells in each layer and 

themselves, which was studied in detail. The second issue 

will be the relationship between the different layers in the 

implemented architecture. This part of the architecture 

does an overview of the features in the database. Some 

previous work has suggested that multilayer Bi-Lstm in 

neural networks can further improve classification or 

regression performance [26]. In addition, some related 

theoretical supports have shown that a deep hierarchical 

model is more efficient in delivering some functions than 

the shallow type.  

It has been implemented and trained three architectures of 

two-layer LSTM (Fig8, a and b), two-layer GRU (Fig8, c 

and d), and two-layer BI-LSTM (Fig8, e and f) to evaluate 

the effectiveness of the relationship between the layers. As 

observed in Table5, the results of two-layer architectures 

have been more favorable compared to the single-layer 

architectures. 

According to Table5, the proposed architecture results, 

based on BI-LSTM bilayer and multi-cellular, with a loss 

of 0.9 and accuracy of 0.95, were much more accurate and 

desirable than the proposed architecture [25- 28]. As 

observed in Fig8, the Loss reduction speed indicates that 

the number of selected AIPs is appropriate, and since the 

accuracy and validation accuracy diagrams are almost the 

same, over-fitting did not occur in this experiment. 

As can be seen in Table 7, the results of our proposed 

architecture are very acceptable and desirable.  

According to Figure 8, considering the loss rate, it can be 

seen that the number of selected epics is appropriate. 

Besides, according to the accuracy diagram, it can be seen 

that as the accuracy and validation accuracy diagrams are 

almost the same, overfitting does not occur in this 

experiment. 

Table 5.  Results of Training and Testing of Dual-layer Multi-Cell 

Networks 

L
S

T
M

 
1

L
ay

er
 

 

train 
loss val_loss accuracy val_ acc 

2.6907 2.6617 0.2825 0.2879 

test 
accuracy 

0.28 

2
L

ay
er

 

train 
loss val_loss accuracy val_ acc 

2.8305 2.8172 0.2607 0.2577 

test 
accuracy 

0.18 

3
L

ay
er

 

train 
loss val_loss accuracy val_ acc 

2.8633 2.8369 0.266 0.2548 

test 
accuracy 

0.25 

G
R

U
 

1
L

ay
er

 

train 
loss val_loss accuracy val_ acc 

2.9989 2.9215 0.2389 0.2539 

test 
accuracy 

0.25 

2
L

ay
er

 

train 
loss val_loss accuracy val_ acc 

2.9429 2.9185 0.2439 0.2562 

test 
accuracy 

0.25 

3
L

ay
er

 

train 
loss val_loss accuracy val_ acc 

2.9811 2.9577 0.2317 0.2388 

test 
accuracy 

0.23 

B
i-

L
st

m
 

1
L

ay
er

 

train 
loss val_loss accuracy val_ acc 

1.9011 1.3059 0.4481 0.6298 

test 
accuracy 

0.62 

2
L

ay
er

 

 

train 
loss val_loss accuracy val_ acc 

2.4977 2.4328 0.3133 0.3231 

test 
accuracy 

0.31 

3
L

ay
er

 

 

train 
loss val_loss accuracy val_ acc 

2.5016 2.466 0.3057 0.3132 

test 
Accuracy 

0.31 

L
S

T
M

 

train 
loss val_loss accuracy val_ acc 

0.6685 0.6067 0.7573 0.7704 

test 
accuracy 

0.77 

B
i-

L
st

m
 

train 
loss val_loss accuracy val_ acc 

0.3268 0.2366 0.8757 0.9036 

test 
accuracy 

0.9 

G
R

U
 

train 
loss val_loss accuracy val_ acc 

0.2319 0.2021 0.898 0.9099 

test 
accuracy 

0.91 

L
S

T
M

 2
 L

ay
er

 

train 
loss val_loss accuracy val_ acc 

0.2207 0.1836 0.9021 0.9169 

test 
accuracy 

0.91 

G
R

U
 2

 L
ay

er
 

train 
loss val_loss accuracy val_ acc 

0.2321 0.2063 0.9013 0.9121 

test 
accuracy 

0.92 

B
i-

L
st

m
2

 L
ay

er
 

train 
loss val_loss accuracy val_ acc 

0.1171 0.0967 0.9529 0.9539 

test 

accuracy 

0.95 
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Fig. 8. Results of Training and Testing of Dual-layer Multi-Cell 

Networks 

5- Result and Discussion 

In the proposed network and the training phase, the highest 

Validation accuracy was 0.9529 in epoch 47, and the 

minimum loss was 0.0995 in epoch 45. After completing 

the training step, it is entered the test data was input into 

the network, and the final result was 0.95.  

Due to the multi cellularity of the layers, the proposed 

network allows the study and extraction of features in both 

single and multiple forms. When entering the first feature 

of the model, it examines and extracts the information 

contained in the same feature individually. After entering 

the next features, the available communications and 

information with the features are checked in pairs, and the 

communications are also examined on a permutation basis. 

On the other hand, the multi-layering of multicellular 

structures will create a connection between the different 

layers in the implemented architecture. An overview of the 

features in the database is done by this part of the 

architecture.  

In addition, the model consisting of Bi-LSTM layers has 

been more successful due to its two-way structure and the 

extraction of the relationship between past and future 

features. As a result, the model acquires more features and 

is more important than single-cell and single-layer 

networks. 

5-1- Investigating the Effect of Unconventional 

Data on Model Accuracy 

As shown in the analysis of the existing database data and 

the frequency charts of student activities, Figure 3 and the 

frequency of classes, Figures 5 and 6, we are faced with an 

unbalanced data set. In this case, in addition to accuracy, it 

is better to use call parameters and F1-score to evaluate the 

model. To make sure that the model does not intelligently 

categorize all the data presented in an iterative class in the 

training process to achieve high accuracy.  

We have used the content of the database in 3 different 

sections to teach and test the model.  

At the end of the test phase, the average value for all three 

f1-score reminder parameters is 0.95. We examined the 

classification accuracy of each group separately and found 

that the data of all classes were well categorized. For 

example, Table 6 presents the results of ten groups of 

groups with the lowest frequency of repetition and ten 

groups of groups with the highest frequency of repetition. 

As you see, in all three sections, 30-70, 20-80, and 10-90 

as a group with a support value of one, The result of most 

recall and f1-score is one. On the other hand, the value one 

for recall and f1 points is too low in the groups with the 

most members. This shows that our model, in addition to 

the data volume challenge, has also responded well to the 

unconventional data challenge. 

5-2- Comparison of the Performance of the 

Proposed Model with other Models 

We have compared the result of the proposed model in line 

1 of Table 7 with other methods presented in previous 

studies or implemented by ourselves. As can be seen, the 

results are more favorable for different evaluation 

parameters of the proposed model than other implemented 

methods. All evaluations were performed on OULAD 

shared data. 

The proposed method [16] has been implemented and has 

been trained, tested, and evaluated with OULAD data. As 

can be seen in Table 7, it performed worse than our 

proposed model in terms of both error and accuracy 

criteria. 

In [25], the three criteria Recall, Prec, and F1 for the 3 

methods itemCF, Clustering + itemCF, and AROLS are 

examined and show that their proposed algorithm  
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(AROLS) has a better Prec compared to the other two 

cases. At the same time, F1 and Recall remain relatively 

constant during the n top recommendation. 

The report in [26] shows that the performance of AROLS 

is much better than traditional participatory filtering. In 

particular, the User-AROLS call and accuracy has more 

than tripled, and the UserCF call and accuracy are much 

lower than ItemCF, Probably because UserCF focuses 

more on the interest of learners who are more like a 

particular learner. ItemCF's recommendation, on the other 

hand, is more personal because it largely suggests similar 

ones based on the learner's interest. As you can see in the 

first row of results, our proposed model performed better 

than all 7 methods reviewed in these two papers. 

In [27] the results show that OLS characters can make the 

recommendation algorithm more accurate and robust, but 

as you can see in the results of row one, our proposed 

model performed better than both methods studied. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Table 7. Comparison of the Proposed Method with the Results Obtained 
from other Implementations Performed by us and Studies [16,25- 27] 

Model Accuracy Recall Prec. F1 ref 
Our proposed 

model 
0.9529    

 

 

- 

Naive Bayes(nb) 0.1981 0.4725 0.2937 0.1853 

Logistic 

Regression(Lr) 
0 0 0 0 

Latent Dirichlet 

Allocation(lda) 
0.5415 0.0772 0.4314 0.4579 

DBN 0.2912 - - - 16 

AROLS - 0.022 0.28 0.04 

 

25 

itemCF - 0.018 0.18 0.027 

Clustering + 

itemCF 
- 0.024 0.24 0.041 

ItemCF - 0.026 0.1334 0.0435 
 

 

26 

Item-AROLS - 0.0406 0.1880 0.0668 

User-AROLS - 0.0018 0.0046 0.0026 

UserCF - 0.0005 0.0011 0.0007 

CF with ARM - 0.6874 0.076 0.1374 
 

27 
Proposed article 

method 
- 0.8647 0.1033 0.1842 

Table 6. Values of Mapping Properties are Given in Numbers 

 
Train test split(test-size=0.3) Train test split(test-size=0.2) Train test split(test-size=0.1) 
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1
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p

s 
w
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w
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326 1 1 1 1 209 0.25 1 0.4 1 530 0.25 1 0.4 1 

418 1 1 1 1 228 1 1 1 1 498 1 1 1 1 

463 1 1 1 1 547 1 1 1 1 453 1 1 1 1 

391 0.25 1 0.4 1 228 0.25 1 0.4 1 477 0.01 0.5 0.02 2 

446 1 1 1 2 90 1 1 1 1 305 1 1 1 2 

442 0.25 1 0.4 2 184 1 1 1 2 460 1 1 1 2 

171 0.01 0.5 0.01 2 133 1 1 1 3 213 1 1 1 3 

408 1 1 1 3 391 1 1 1 3 503 1 1 1 3 

547 1 1 1 3 326 1 1 1 3 411 0.01 0.5 0.02 3 

550 1 1 1 3 557 1 1 1 4 103 1 1 1 3 

1
0

 g
ro

u
p

s 
w

it
h

 t
h

e 
h

ig
h

es
t 

fr
eq

u
en

cy
 

16 0.96 0.95 0.95 86317 1 0.97 0.96 0.96 82212 8 0.96 0.96 0.96 82212 

20 0.99 0.98 0.98 94754 57 0.98 0.98 0.98 84858 34 0.99 0.99 0.99 84858 

12 0.98 0.99 0.98 112033 60 0.98 0.99 0.98 99036 5 0.98 1 0.99 99036 

46 0.99 1 0.99 112418 5 0.97 0.96 0.96 101120 28 0.98 0.99 0.98 101120 

17 0.98 0.97 0.97 131070 11 0.98 0.97 0.97 111173 56 0.98 0.95 0.96 111173 

1 0.98 0.99 0.98 148366 18 0.98 0.99 0.98 137559 13 0.98 0.99 0.98 137559 

14 0.99 0.98 0.98 154820 16 0.99 0.98 0.98 165625 33 0.97 0.98 0.97 165625 

34 0.98 0.98 0.98 202925 19 0.99 0.98 0.98 198928 49 0.99 0.98 0.98 198928 

23 0.97 0.96 0.97 249276 26 0.97 0.96 0.96 262277 56 0.97 0.97 0.97 262277 

30 0.98 0.97 0.98 275379 41 0.96 0.95 0.95 265671 12 0.98 0.98 0.98 265671 
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6- Conclusion 

Recommendation of Educational Resources is an essential 

and challenging task, especially in a course with the rapid 

development of the Internet, which consists of a massive 

variety of educational resources. The challenge is due to 

the massive amount of educational information in almost 

all academic fields and the inevitable neglect of personal 

needs for specific knowledge. Therefore, research on 

timely learning of learners' behaviors and then personal 

guidance of their learning process becomes more 

necessary. This study has analyzed the online learning 

behaviors to improve personal recommendations in 

Educational Resources. It is necessary to use different 

sources and design a centralized framework to combine 

them and thus provide superior recommendations.  

Informal learning environments will also focus on teacher 

support. Systems must be able to participate in the teachers’ 

tasks, especially when the continuous monitoring and 

assessment of student homework during the semester is 

needed [39]. 
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Abstract  
In this paper, a new power allocation scheme for one target tracking in MIMO radar with widely dispersed antennas is 

designed. This kind of radar applies multiple antennas which are deployed widely dispersed from each other. Therefore, a 

target is observed simultaneously from different uncorrelated angles and it offers spatial diversity. In this radar, a target’s 

radar cross section (RCS) is different in each transmit-receive path. So, a random complex Gaussian RCS is supposed for 

one target. Power allocation is used to allocate the optimum power to each transmit antenna and avoid illuminating the 

extra power in the environment and hiding it from interception. This manuscript aims to minimize the target tracking error 

with constraints on total transmit power and the power of each transmit antenna. For calculation of target tracking error, the 

joint Cramer Rao bound for a target velocity and position is computed and this is assumed as an objective function of the 

problem. It should be noted that a target RCS is also considered as unknown parameter and it is estimated along with target 

parameters. This makes a problem more similar to real conditions. After the investigation of the problem convexity, the 

problem is solved by particle swarm optimization (PSO) and sequential quadratic programming (SQP) algorithms. Then, 

various scenarios are simulated to evaluate the proposed scheme. The simulation results validate the accuracy and the 

effectiveness of the power allocation structure for target tracking in MIMO radar with widely separated antennas. 

 

 

Keywords: unknown RCS; Target tracking; Power allocation; MIMO radar; Joint Cramer Rao bound; PSO; SQP 
 

1- Introduction 

Radar system applies eletromagnetic waves to assign 

target position, velocity, and other features [1-2]. In the 

last decades, MIMO radars become an important and 

attractive issue in radar research [3]. A MIMO radar uses 

multiple receiver and transmitter antennas to illuminate the 

specific waveform [4]. The superiority of MIMO radars 

over conventional radars has been recently proved in many 

aspects. These radars include of many transmitters and 

receivers located far from each other. In this scenario, the 

MIMO radar can observe the targets from different 

directions. One of the advantages of these radars is 

exploitation of Doppler frequencies from different 

transmitter-target-receiver paths. The extracted Doppler 

frequencies can be used for estimation of target parameters 

so that, the radar can track the targets with reasonable 

accuracy[5]. Collocated and widely separated antennas are 

the common types of MIMO radar. In the collocated type, 

the antennas are deployed so near, similar to Phased Array. 

In the widely separated MIMO radar, all antennas are 

deployed in a great geographical environment and target is 

observed from various uncorrelated aspect angles.  

Power consumption is an essential challenge in wireless 

networks in UAV communications [6], underwater 

communications, cooperative cognitive radio netwrok [7], 

and radar systems. Power allocation is usually applied to 

allocate the optimum power value between the transmit 

antennas. to minimize the tracking error with power 

constraints in transmitter or its converse is a common 

strategy for power allocation scheme in MIMO radar 

system [8]. Power allocation is also essential to hiding the 

radar from other LPI radars [9]. Power allocation 

technique in MIMO radar systems is investigated in recent 

research. Using power allocation technique in MIMO 

radar with widely separated antennas is investigated in 

[10]. In target tracking cycle just target range is 

https://en.wikipedia.org/wiki/Sequential_quadratic_programming
https://en.wikipedia.org/wiki/Sequential_quadratic_programming
https://en.wikipedia.org/wiki/Sequential_quadratic_programming
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considered. The problem is constructed by aiming to 

maximize B-FIM1. it is derived and then the problem is 

formed as one cooperative game. Then, the problem is 

solved to distribute the total power between transmitting 

antennas. the selection of antennas and power allocation 

technique for localization in distributed type of MIMO 

radar are proposed in [11].  A constrained problem by 

aiming to minimize the estimation error of target position 

is solved. The transmit antenna number and power budget 

were the constraints of this problem. [12] Introduces a 

joint method in antenna selection for target tracking 

problem in distributed MIMO radar. Resource restrictions 

in radars make it essential to choose radars at per time 

cycle and maintain the performance in the high condition. 

Therefore, the PCRLB 2  is applied as an optimization 

criterion for this problem. [13] Proposes a new resource 

allocation technique for the multi-target tracking in widely 

separated MIMO radar and it considers just a velocity as 

an unknown parameter. The authors selected one key 

target. They applied the MSE of that target velocity 

estimation as an optimization problem criterion. The 

choosing of receive and transmit antennas and assigning of 

transmit power and signal time are the parameters that are 

obtained in this problem. [14] Considers a netted 

Collocated MIMO radar and suggests joint beam and 

power schemes for multi-target tracking. a distributed 

fusion is also used to reduce the communication 

requirements while keeping the system robustness. The 

distributed fusion schemes use covariance intersection 

fusion. [15] Designs a joint antenna placement and power 

allocation technique in MIMO radar with widely separated 

antennas to increase target detection performance. First, a 

problem for the Neyman-Pearson detector by using the 

Lagrange power allocation scheme and the antenna 

deployment optimization is considered. Then with the 

iterative method, the problem is solved. The power 

allocation scheme based on PSO for one target tracking 

strategy is introduced in [16]. The problem is formed for 

MIMO radar with widely dispersed antennas. The power 

allocation technique with aiming to minimize the tracking 

error with constraints on the total power and each transmit 

antenna power is constructed. Then with the PSO 

algorithm, that problem is solved. In this reference, the 

joint target position and velocity are considered unknown 

parameters and then the CRB of estimation error is 

                                                           
1
 Bayesian fisher information matrix 

2
 Posterior Cramer Rao lower bound 

calculated and it is used as an objective function. In [17], a 

solution for joint beam and power scheduling in the netted 

Collocated MIMO radar systems for distributed multi-

target tracking is suggested. This solution contains a 

distributed fusion architecture that decreases the 

communication requirements while maintaining the overall 

robustness of the system. The distributed fusion 

architecture employs the covariance intersection fusion to 

address the unknown information correlations among radar 

nodes. An adaptive sensor scheduling integrated with 

power and bandwidth allocation is presented for 

centralized multiple target tracking in the netted collocated 

MIMO radar in [18].  

By reviewing the above research, in this paper, we slove 

some challenges including using joint target velocity and 

position in the calculation of target tracking error, and 

considering random complex Gaussian target RCS. Besides 

considering these two challenges, we consider random 

complex Gaussian RCS as an unknown parameter and it is 

estimated along with the target position and velocity 

parameter. This is similar to real conditions. Because in 

other research, they consider RCS known but is obvious that 

we usually do not have any information from the target 

RCS. Therefore, the estimation of RCS is a very essential 

issue that should be performed in the estimation cycle. To 

our knowledge, this is the first time performed for power 

allocation problem for target tracking in MIMO radar with 

widely separated antennas. 

The scope of this manuscript are including: 

1. First, The system model and the antenna deployment 

model for widely separated MIMO radar are determined. 

Then target motion model is chosen. random model with 

complex Gaussian distribution is selected for target RCS 

and it is used in the computation of Cramer Rao bound for 

target parameters estimation error. And also, besides the 

target parameters, the target RCS is considered an unknown 

parameter. (This is the first time considered for MIMO radar 

with widely separated antennas). It is the essential 

assumption because target RCS depends on many target 

factors and it cannot be known and should be achieved in 

the estimation process. 

2. CRB for unknown target parameters and the variance of 

random RCS are computed and then Joint CRB for target 

velocity and position estimation is obtained. The joint CRB 

has used an objective function for the power allocation 

problem. 

3.The power allocation scheme is designed. The minimizing 

one target tracking errors by considering the transmit power 

of each transmit antenna and total transmit power 

limitations is the power allocation problem of this 
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manuscript. We aim to minimize the tracking errors with the 

above  constraints. 

4.The PSO and SQP algorithm are utilized to slove this 

problem. These algorithms are formed to assign optimal 

value to each transmit antenna and satisfy the constraints in 

the problem. 

The remainder of the paper is structured as follows: 

the system model is mentioned in section 2. In the next, 

target parameters error  is calculated. Part 4 constructs a 

power allocation problem and applies two SQP and PSO 

algorithms for solving it.  Section 5 presents the simulation 

results, the conclusion comments are mentioned in section 

6, and in the final part, the appendices are presented. 

2- System Model 

In this model, nth receive antenna is located in (     ), 

where            . The position of the target is in 

(     ) and the target velocity equals ( ̇   ̇ ). A set of 

orthogonal signals,     , is illuminated. (∫ |     |   
  

 

   . period, effective bandwidth and transmit power of  th 

transmit waveform are shown as   ,  ,   . RCS of   th 

path is expressed as a zero-mean complex Gaussian 

random variable 𝜉
  

         
  . Where    

  is the 

  th path variance and we conisder it unknown in this 

paper.  

The assumptions of this paper are as follow:  

1.     (Noise of   th transmit-receive path) and 𝜉
  

 in 

mn th paths are mutually independent. 

2. the transmit signals are orthogonal. This also true for 

time delays and Doppler shifts [19]: 

3. we consider   
   . 

4. The antennas are adequately spaced far [20]. Therefore, 

the observation of the target in each path is independent 

and RCS, 𝜉
  

, is independent. 

The time delay of      th transmit-receive path in  th 

time slot is: 

      
         

 
 (1) 

 

And, 

     √(       )
 
 (       )

 
  

     √(       )
 
 (       )

 
 

(2) 

 

Where,   is light velocity.      and     show the distance 

from  th transmitter and  th receiver from the target. 

The received signal from  th transmit antenna at  th 

receive antenna at time   is: 

         √         𝜉
    

   ( 

      )  
                   

(3) 

 

where,              
  .  The loss of pass is illustrated 

as       
 

     

 

  
 

 

    
      

 . Where    is the carrier 

frequency.  

Doppler frequency in    path and time-slot   can be 

expressed as: 

     

 
 ̇   (       )   ̇   (       )

     

 
 ̇   (       )   ̇   (       )

     

 

(4) 

  shows the wavelength. 

 

2-1- Motion Model 

The constant velocity (CV) is considered for the target 

motion model of this paper. This model expressed as [10]: 

 

            
  (5) 

 

   [      ̇          ̇   ]
 
is unknown target position and 

velocity vector. That it will be estimated in tracking cycle. 

  
  is a Gaussian vector and represent noise and it is 

modeled as        . Where   illustrates the covariance 

matrix, and   shows the state transition matrix [20]: 

  [

    
    
    
    

] (6) 
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 ]

 
 
 
 
 
 
 
 

   (7) 

sample intervals and the process noise density are shown 

in   and  . 
In this paper, besides  , the target RCS in each transmit-

receive path, 𝜉      is also supposed to be unknown. 

Therefore, the unknown parameter vector is changed as: 

    [      ̇          ̇      
 ]

 
 (8) 

Where,     [𝜉     𝜉        𝜉    ]
 
. In this case, the 

state transition matrix is changed as   : 

   *
       

      
   

+ (9) 

It is noted that the RCS transition model is like first-order 

Markov process and it is obtained as [21]: 

             (10) 
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Where      white Gaussian noise with        covariance. 

Therefore, according to (9), the unknown parameter 

transition model is achieved as: 

 

                 (11) 

Where in above equations,    shows the dimension of the 

unknown parameter vector and      is Gaussian noise 

with covariance equals to                    . 

Since 𝜉     is random variable with zero mean and      
  

variance, therefore, the      
  is used in unknown 

parameter vector instead of 𝜉    :  

   

 [      ̇          ̇          
       

          
 ]

 
 

(12) 

 

In the next part, the joint CRB for target tracking error is 

calculated. 

3- Joint CRB for Target Tracking Error 

Log-likelihood ratio of the unknown parameter (  ) is 

obtained as [13]: 

   (         )        (           )

 
   

   

   
     

  |∫            
 ( 

  

  

      ) 
             |

 

     

(13) 

 

Where             
       , and          shows the 

observation signal in  th receiver from  th transmitter 

According to our assumptions, RCS and noise are 

independent, the joint likelihood ratio term are achieved by 

[13]: 

  (        )  ∏ ∏    (           )

 

   

 

   

 (14) 

 

Where       is expressed as [16]: 

 

                                     (15) 

 

According to [19], BIM for unknown parameter vector    

is as: 

              
          

               (16) 

 

Where    represents the Fisher Information Matrix (FIM). 

For the CRB calculation, first, FIM is calculated [23]: 

        (17) 
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Since (13) is the function of       and      , a new 

unknown parameter is defined as : 
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According to Chain rule, a new FIM is as: 
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The number of 0 and 1 in the right side of above matrix is 

  . The above matrix parameters are calculated in [16]. 

By defining         as: 

 

        [

         

         

         

] (21) 

 

Where,     contains second-order derivatives with respect 

to      ,    ,     are second-order derivatives with 

respect to       and      ,     is second-order derivatives 

with respect to       ,     ,     are second-order 

derivatives with respect to       and      
 ,    ,     

includes second-order derivatives with respect to      and 

     
          contains second-order derivatives with 

respect to      
  for all   and   in time slot  .. Therefore, 

(we show the proof procedure in Appendix I): 
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Where,        denotes a Fourier transform of      . 

If we divide the     
   

 
 to matrix block as: 

    
   

 
 [

   
   

         

] (36) 

 

Where,  ,  ,     are the      matrices and     and 

    are zero and one vectors with      dimension. 
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], therefore: 
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After making block matrix: 
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Therefore,      
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(40), (41), (42), and (43). 
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We can reform the (39) as : 
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Where     is function of target velocity and position and 

target RCS.         is     block matrix which is 

function transmit power of transmit antenna. 

In the next part, the power allocation problem is 

constructed. 

4- Power Allocation  

In the construction of the power allocation problem, trace 

of Cramer Rao Bound matrix is considered as tracking 

error and it is obtained as: 

     
      (45) 

            
     

           
     

       

    
     

           
     

         
   

Where,    
     

            
     

       ,    
     

        and 

   
     

        are the CRB (lower bound) of the variance 

𝐉    
𝑼𝑳   (40) 

[
 
 
 
 𝜖

𝑚
𝑎𝑚𝑛 𝑘

   𝛾𝑚𝑛 𝑘 𝑎𝑚𝑛 𝑘 𝑒𝑚𝑛 𝑘  𝜂𝑚𝑛 𝑘𝑒𝑚𝑛 𝑘
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𝑚
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of target position and also target velocity in axis of   and   

in   th frame. and              is a transmit antenna 

power vector,    shows the  normalization matrix and the 

target tracking error is illustrated in   .     is introduced 

as       *
  
  

+, Where    is     identity matrix and 

  denotes the Kronecker product operator. 

Our  power allocation problem for target tracking in 

widely separated MIMO Radar by applying random 

Gaussian RCS and also considering target RCS as 

unknown parameter is expressed as: 

   
  

           (46) 

      ∑   

 

   

     (47) 

                                      (48) 

the first constraint of this problem shows that the sum of 

transmit powers is lower than a predetermined value,    . 

since MIMO radar wants to utilize the least power for one 

target tracking and it avoids to being intercepted. another 

constraint illustrates that each transmit antenna also has 

power limitation.  To solve the (46) subject to (47) and (48), 

we use PSO and SQP algorithms. In appendix III, we 

prove that the problem is convex. The overall structure of 

solving the power allocation problem of this paper is 

illustrated in Fig.1. 

MIMO radar with 

widely separated 

antennas echoes

(time slot  )

Baseband receive signals

(        )

(3)

Matched filter

New unknown Transition 

Model

(9)

JCRB

(45)

Construct power allocation 

problem

(46)to(48)

PSO algorithm

Or

SQP algorithm

Power allocation results

Performance evaluations

     

Form New unknown 

parameter vector

(12) And (18)

  
Fig.1. The  Overall Structure of Solving  the Power Allocation Problem 

of This Paper 

4-1- The Problem Solution Based on PSO 

The PSO algorithm [25] is based on animal’s social 

behavior. The swarms construct a cooperative 

approach to find food and each member keeps 

varying the search pattern based on the learning 

experiences of its own and others. The pseudo code 

of algorithm to solve the problem of this paper is 

described in Algorithm1. 
Algorithm1 The pseudo-code of PSO algorithm for this problem 

solution 

1.Initialize parameters  

(                                                        ,

     ) 
2. Uniformly randomly initialize each    in the population  

                           
              

(49) 

3. define initial velocities randomly for each particle  

          (50) 
4. the fitness evaluation of each particle with the Cost function 

(51) 

                      ∑   

 

   

     (51) 

   (Note that   is a great value coefficient, to illustrate better 

constraint (47) in (46)). 

                         (52) 
5. define       and       in population and time slot (   (in this 

paper is the minimum case) 

6. while              do 

7.    for       

8.        for             

9.             Update velocity  

                              
                    
                 

                    
              

(53) 

10.             Update variable  

                                    (54) 
11.          over merge checking 

                                    (55) 
                                   (56) 

12.           Compute the fitness values of new particle    with the 

Cost function (51) 

                               (57) 
13.  If new particle value from (57) is better than       and       

is better than       ,  

               Define new    as an optimal variable. 

if                            
                              
             if                           
                                 
             End if 
       End if 

(58) 

14.           update decreasing coefficient   

          (59) 
15.    End (for  ) 

16.        End (for  ) 
17.                         
18. End (while) 

4-2- The Problem Solution Based on SQP 
To prove the performance of first algorithm, and also 

because the problem is convex, we use another algorithm 

named SQP. In addition, the time complexity of PSO is 
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usually high and the SQP has less time consumption, we 

prefer to utilize SQP and compare these two algorithm 

results for our power allocation problem.  

The structure of SQP algorithm for nonlinear problem is 

described as [24]: 

Min:       (60) 

s.t:                         (61) 

     =0,                  (62) 

             (63) 

Where,   denotes an objective function,   and   show the 

inequality and equality function and      and   are twice 

continuously differentiable.   is the favorable variable 

matrix and it is limited by upper and lower bound    and  

   . 
   and      are the Lagrange coefficients. Consider the 

below QP sub-problem as a direct extension of 

QP(      : 

             (  )
 
   

 

 
   

   
             

   
(64) 

               ( 
 )

 
  =0                 (65) 

          ( 
 )

 
  =0                 (66) 

(53) is named as QP(           and             
                  . 

In this paper, problem (46) is the objective function and 

   is our favorable variable. (46) is    in (60) and P in 

(46) is   in (60). By supposing  ∑   
 
          , we 

can say that      in (61) is equal to ∑   
 
       in our 

problem. Fig.2 shows the flowchart of SQP algorithm 

which is used in this paper. 

 
 

Fig.2. The Flowchart of SQP Algorithm for Solving the Problem of this 

Paper 

5- Simulations 

We perform some experiments to evaluate the proposed 

power allocation scheme. All the simulations are 

performed by Matlab software. In this paper, two 

symmetric and one asymmetric geometrical antenna 

placement scenarios are considered to illustrate the effect 

of antenna placement on tracking performance. Fig. 3 

shows these two symmetric schemes for a MIMO radar 

with     and     . To analyze the effect of the 

number of antennas on target tracking performance, it is 

considered another symmetric scenario with   
  and     . Fig.4 shows this antenna placement 

geometry. 

In symmetric cases, all antennas have ten kilometers 

distance from the origin.     equals         . The carrier 

frequency is considered 9   .    
  is supposed random 

and unknown parameter and in each transmit-receive path, 

it is different (in other research, for simplicity, it is usually 

considered one and known).       and       . The 

initial value for target location and velocity in   and   axis 

is [500  1000  50
 

 
  30

 

 
].             and      

     (watt). 
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Fig.3 Symmetric Antenna Geometry Placement (         
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Fig.4 Symmetric Antenna Geometry Placement (       ) 

In Fig.5. We consider asymmetric antenna placement for a 

MIMO radar with (        . 
Case5 

  

Fig.5 Asymmetric Antenna Geometry Placement (         

 

To evaluate the proposed power allocation scheme for 

target tracking in widely separated MIMO radar, first, we 

apply PSO algorithm and extract the results. In Fig.6, the 

transmit power percentage of each transmit antenna in five 

considered cases (1 to 5) is shown. We can realize from 

Fig.6 that by moving the target toward the transmit 

antenna, the more power is allocated to that antenna. 

Therefore, in Case1, the transmit antenna 1and 4, in Case2, 

the transmit antenna 1and 2, in Case3, the transmit antenna 

1and 6, in Case4, the transmit antenna 1and 2, and in 

Case5, the transmit antenna 1 and 6, take more power to 

have a better target tracking performance. In symmetric 

Cases (1 to 4), if the target is placed in (0,0), the power is 

equally distributed among  transmit antennas. 
Case1 
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Fig.6. Each Transmit Antenna Power Percentage in Five Cases in 

Different Timeslots (based on PSO-based PP strategy) 

 

Fig.7 illustrates that the proposed power allocation 

strategy (based on the PSO algorithm) has better 

performance and the less CRB of target tracking error than 

other schemes such as uniform and random power 

allocation. We can see this priority in all cases (Case1 (a), 

Case2 (b), Case3 (c), Case4 (d), and Case5 (e) in Fig.7). 

By attention to this figure, we can realize that by 

increasing the number of antennas, the performance is 

growing and the target tracking error is decreasing. In 

addition, by comparing Case3 and Case4 (symmetric 

geometry) with Case5 (asymmetric geometry), it is 

obvious that the symmetric configuration has better 

performance. (Note that in the all figures and scenarios, 

the unit of CRB and MSE is   ). 
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(c) 

 
(d) 

 
(e) 

Fig.7. The Proposed Power Allocation Scheme (based on PSO) 

Comparison with Random and Uniform Power Allocation Schemes in the 

all Five Cases  

 

To verify the accuracy of the proposed target tracking 

schemes, Fig.8 illustrates the tracking MSE and joint CRB 

in five Cases. The MSE is calculated as: 

     
 

   

 ∑         (  

   

   

  ̂ 
 
) (    ̂ 

 
)
 
  

   

(67) 

Where     is the Monte Carlo number and  ̂ 
 
 is the state 

estimate in the  th cycle. The joint CRB and MSE results 

in Fig.8, shows that the proposed tracking scheme results 

is close to actual conditions. This is true in the all five 

cases.  

 
Fig.8. Tracking Errors in Five Cases with Proposed Target Tracking 

procedure (based on PSO) 
 

In addition, Fig.8 shows that Case3 has the least tracking 

error and it is the best case. And also, the asymmetric 

Case5 has the better performance than Case1 and Case2 

because the number of antennas in this case is more than 

those two cases. But in equal number of antennas, the 

symmetric Cases (Case3 and Case4) has the less target 

tracking error than asymmetric Case5. In Fig.9. we 

compare the joint CRB of the tracking error of the 

proposed power allocation scheme (based on PSO) is 

compared with the Exhaustive search method [16], which 

is the best algorithm for finding the result because it 

considers all possible conditions. This comparison is 

performed the best Case, Case3. 

 
Fig.9. The Proposed Power Allocation scheme in Target Tracking (based 

on PSO) and Exhaustive Search Performance Comparison in Case3 

 

By attention to Fig.9, it is clear that the proposed scheme 

result (based on PSO) for Case3 is near to the Exhaustive 

search method. This can prove the accuracy of the 

proposed strategy. However, the Exhaustive search has a 

high computational complexity and it takes about 49583 

seconds. However, the proposed scheme (based on PSO) 

takes 804 seconds. The simulations are run in the system 

with Intel(R) core(TM) i7-3612QM CPU @2.1GHz and 6 

GB RAM. In addition, the number of possible variable    

for exhaustive search equals 5. To verify the proposed 

scheme (based on PSO) results, we repeat the experiments 

with SQP algorithm. We use this algorithm for the best 

Case in the previous experiment, Case3. Fig.10 shows the 

joint CRB of tracking error in the proposed power 

allocation scheme (based on SQP) with uniform and 
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random power allocation strategies and also the proposed 

scheme based on PSO algorithm. This figure illustrates 

that the proposed scheme based on SQP has the best 

performance. But its results are very close to the proposed 

schemes based on PSO. This proves that our proposed 

scheme has high accuracy and performance. 

 
Fig.10. The Comparison of the Proposed power Allocation Scheme in 

Target Tracking (based on SQP) with Other Strategies in Case3 

 

It should be emphasized that although the two SQP and 

PSO algorithm has the near performance for our proposed 

power allocation scheme in target tracking problem, but 

SQP has the less computational complexity than PSO and 

it takes 56.8612 seconds. Therefore, it is applicable in real-

time scenarios. In Fig.11, the joint CRB of target tracking 

error of the proposed scheme (based on SQP) is compared 

with MSE. This shows that two results are near to each 

other. Therefore, the SQP based scheme is also close to 

real condition. 

 
Fig.11 Target Tracking Error Evaluation in Case3 with Proposed Target 

Tracking Procedure (based on SQP algorithm) 

6- Conclusions 

The researchers should emphasize more in power 

allocation strategy on MIMO radar with widely dispersed 

antennas. Based on the limitations in the total power in the 

MIMO radar, the power allocation is critical. 

 In this manuscript, the power allocation scheme 

performance in widely separated MIMO radar is 

investigated. A complex Gaussian random RCS with 

different variance in each transmit-receive path is 

supposed. And also it is considered an unknown 

parameter. These are not considered in other papers and 

this condition is near to real. The simulation results prove 

that these assumptions enhance the radar performance. 

Applying joint estimation of target velocity and position 

tracking error and also adding RCS estimation to the 

estimation state vector helps to improve the performance 

of this kind of MIMO radar. In simulations, five different 

Cases with symmetric and asymmetric antenna placement 

are considered to evaluate the proposed power allocation 

scheme for the target tracking problem in considered 

MIMO radar. This paper aims to form the power allocation 

scheme to minimize the tracking errors subject to the total 

transmit power and transmit power of each transmit 

antenna limitation. We proved that this problem is convex 

and used PSO and SQP algorithms to solve it. The 

simulation experiments are performed in various scenarios 

and the simulation proves the accuracy of the proposed 

scheme. 
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Appendix I. 
If we do not consider noise, we will have          
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And also     ,     ,and    are obtained in the same 

method as: 
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Since we want to compute FIM and we can choose greater 

value, and for simplicity we choose 
   

 

     
     

 for    . 

Appendix II. 
If the signals are orthogonal [24], they may have the below 

conditions: 
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Appendix III. 
we should check the convexity of (46). First, we simplify 

the problem: 

(C.1) 
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The objective function is as         
       . For proof the 

convexity, if we suppose objective function as     , by 

choosing two value    and     then we should be have 
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Since the objective function is as           , for proof 

convexity, the   should be affine [28]. First, we 

investigate the convexity of ∑ ∑         
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Therefore,   
      is convex.For the next part: 
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Therefore, 

(C.5) 
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Therefore, with respect to the value of    and parameters 

of our problem, the condition                 is 

satisfied for (C.5) and we will have: 
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(C.6) 
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Therefore        is also convex. Then we can conclude 

that       is convex and in result, our problem is convex. 
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Abstract  
Nowadays, online social networks have a great impact on people’s life and how they interact. News, sentiment, rumors, 

and fashion, like contagious diseases, are propagated through online social networks. When information is transmitted from 

one person to another in a social network, a diffusion process occurs. Each node of a network that participates in the 

diffusion process leaves some effects on this process, such as its transmission time. In most cases, despite the visibility of 

such effects of diffusion process, the structure of the network is unknown. Knowing the structure of a social network is 

essential for many research studies such as: such as community detection, expert finding, influence maximization, 

information diffusion, sentiment propagation, immunization against rumors, etc. Hence, inferring diffusion network and 

studying the behavior of the inferred network are considered to be important issues in social network researches. In recent 

years, various methods have been proposed for inferring a diffusion network. A wide range of proposed models, named 

parametric models, assume that the pattern of the propagation process follows a particular distribution. What's happening in 

the real world is very complicated and cannot easily be modeled with parametric models. Also, the models provided for 

large volumes of data do not have the required performance due to their high execution time. However, in this article, a 

nonparametric model is proposed that infers the underlying diffusion network. In the proposed model, all potential edges 

between the network nodes are identified using a similarity-based link prediction method. Then, a fast algorithm for graph 

pruning is used to reduce the number of edges. The proposed algorithm uses the transitive influence principle in social 

networks. The time complexity order of the proposed method is O(n
3
). This method was evaluated for both synthesized and 

real datasets. Comparison of the proposed method with state-of-the-art on different network types and various models of 

information cascades show that the model performs better precision and decreases the execution time too. 

 

Keywords: Transitive Influence; Network Inferring; Diffusion Network; link Prediction, Random Network. 

1- Introduction 

Nowadays, online social networks play an undeniable role 

in propagating information. People are capable of creating 

contents on a medium to influence other people’s opinions. 

With the increasing importance of online social networks, 

researchers have been interested in social network analysis. 

Several methods have been introduced for studying social 

network behavior on different topics such as information 

diffusion [1], community detection [2] - [4] link prediction 

[5] - [8] influence maximization [9], sentiment analysis 

[10], and expert finding [11]. News, sentiment, rumors, 

ideas, innovations, and knowledge diffuse over social 

networks as different types of information. Hence, 

modeling information diffusion network for any type of 

information lets researchers apply various social network 

analysis methods to understand the behavior of people for 

further social studies. Knowing that information spreads 

over an underlying network, information diffusion is 

modeled as a graph in which people are the nodes and the 

relations between them are the edges.  

Like contagious diseases, a diffusion, also called a 

contagion, occurs when a piece of information is 

transmitted from one node to another through the edges 

between them over the underlying network [12]. In this 

field, any epidemic event disseminated over a social 

network can be considered as a piece of information. When 

a member (node) mentions or copies any piece of 

information from another member (its neighbors), then, it is 

called to be infected by a contagion. During the process of 

information diffusion, nodes get infected by a contagion, 

and an observable footprint is the time of infection. Like 
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epidemic diseases, in the outbreak of a disease in a society, 

the viruses spread from one person to another, while it is 

unclear by whom each person is really infected. However, 

the infection time for each person is observable. Similarly, 

in viral marketing, no one knows who influenced a client, 

but we know when a client bought the new product. 

The main challenge in the field of information diffusion 

analysis is the lack of knowledge on the structure of 

underlying network. To study the behavior of people in a 

social network, the initial requirement is to infer the 

network structure from the observed data. Inferring the 

network structure of neurons in neuroscience [13], 

sentiment in online social networks [14], [15], community 

detection [16], or the genes in biology [17],[18] are similar 

points of interest in current researches. The aim of this 

article is investigating an epidemiology approach to infer 

the structure of an influence network from a set of 

information cascades, i.e., the time history of various 

events occurred in a network. 

In recent years some models have been proposed to infer a 

network from the observed information cascades. In most 

cases these models try to solve an optimization problem 

[17]–[20]. This causes a long runtime which is not 

applicable for real-world networks with a large size. In 

recent years, with the development of content along with 

the graph structure, works have placed more emphasis on 

the use of content. For this reason, less effort has been 

made to extend pure structure-based algorithms. For 

example, in the article [21] work is done on the three 

features: “information, user decision, and social vectors”. 

In the [22] work is done on the 5 different information 

source and data mining technique to find hidden influence. 

In this study[23], yang and friends used the community 

structure in addition to the information cascade. But in this 

research, we have worked on pure structure and tried to 

provide an algorithm for this purpose. For this reason, in 

order to make a fair comparison, we have compared our 

work with solutions based on pure structure. Of course, this 

method can be used to continue the work in any of the 

combined works of structure and content. 

In this paper, we propose a method for modeling the 

diffusion which results in inferring the diffusion network. 

The approach of this method is algorithmic and non-

optimization. With the help of link prediction concept and 

proposing an algorithm for pruning the transitive edges in a 

graph, a time-efficient method is proposed. First, we look 

for a formula for modeling the influence of a user on 

another user. Various formulas are presented based on 

social rules to find the appropriate one. Experimental 

results show that one of these formulas is more suitable for 

modeling. The selected model has a better result based on 

the f1 measure. These experiments are based on 

synthesized data. Second, with the use of the appropriate 

model, the propagation network will be inferred. 

Approximately, we have an influence rate between each of 

the two nodes, and a generated graph seems like a complete 

graph. In the real network, we have a direct edge among 

the smaller number of users. These additional edges are due 

to the indirect influence (transitive influence) [24], [25] of 

individuals on one another. We present a heuristic 

algorithm that identifies and eliminates indirect influence. 

This identification is based on a social rule called transitive 

influence. The time complexity of this algorithm is O(n3) 

which, in comparison with similar algorithms, has an 

efficient execution time. The experiments show that the 

proposed method outperforms several state-of-the-art 

models in both synthetic and real dataset. 

The remainder of the article is organized as follows: In the 

second section, the problem of the inference of diffusion 

network is defined, and in the third section, the related and 

previous works have been reviewed. In the fourth part, the 

explanation of the proposed method is discussed. Section 

five shows the results of the experiments and evaluations of 

the proposed algorithm are investigated. For this reason, we 

use synthesized and real data sets. And in the last section, 

we conclude our work. 

2- Problem Definition 

For modeling a diffusion process, information cascades can 

be employed. Assume user A has communication with user 

B in a social network. If user A joins a social campaign, 

then the effect of this event on user B is joining the 

campaign as a similar action. The process when a piece of 

information or an action spread from one node to another 

over a network generates information cascade. A cascade 

can be specified as two vectors of T and Q. The vector T = 

[t1,…,tn] represent a time series of infection times of nodes 

and the features of the contagion (such as user 

identification) represented in the vector Q = [q1,…,qn]. For 

the cascade C(T,Q), there are two assumptions [26]: it’s not 

obvious which of the nodes is affecting each node, and 

each node can be affected by many nodes. 

Consider a hidden network with graph G’ wherein multiple 

cascades have been spread over that. The main effort is 

finding graph G which is an estimation of G’, from the 

observed cascades. Assume that we have a set of cascades 

({C1(T1,Q1), … CN(TN,QN)}); the main problem in 

“inferring diffusion network” is finding the underlying 

network which caused these cascades. 

3- Related Works 

The problem of inferring influence network or modeling 

information diffusion network may be divided into multiple 

sub-groups considering several aspects of this problem. For 

example, in the assumptions of one model, the set of 

information cascades are fully observed [26], [27], but in 

some, there are missing data in the cascades [28], or the 
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dynamics of network may change over time in some 

models [28], [29] whereas the other models assume a time-

invariant network [26]. Considering a set of information 

cascades which are infection time series of a network’s 

nodes, some models proposed to infer the underlying 

network over which the information diffuses. As far as 

finding the best possible graph is NP-Hard, in most cases, 

these models apply methods like Maximum Likelihood 

Estimation (MLE) to solve the optimization problem which 

causes a long runtime. As the output of these models, two 

main aspects of diffusion network would be characterized: 

structure of the network and its temporal dynamics [27].  

The CONNIE [30] method uses convex programming to 

learn a network under a randomly uniform distribution of 

transmission time and recovery time. NETINF [26] 

considers a static network, and the proposed model uses a 

tree-shaped graph to infer the relationships between nodes 

from information cascades. In contrast to NETINF, new 

models have been proposed which assume the network is 

not static, and the pathways would change over time, and 

they are dynamic. The NETRATE [27] method, having a 

set of cascades, maps the parameters of the transmission 

rate models for each edge. Based on NETRATE, a new 

method called INFOPATH [29] was developed. The 

INFOPATH method calculates a pairwise transmission 

probability for edges between nodes based on information 

cascades. Then an optimization problem is formed to select 

the best edges. The best edges that model information 

cascades with the least error. With the use of stochastic 

convex optimization, INFOPATH solved the problem of 

inferential network inference in less time. In previous 

methods, the assumption of the homogeneity of the 

relationship between people in an area was significant. But, 

the hypothesis of the researchers in MMRATE [31] is that 

of individuals who are different in different topics. This 

approach focuses on the multifaceted relationship between 

the network members. The main focus of TOPIC 

CASCADE [32] is the prediction of the transmission time 

of a publication on the network. This method solves, as in 

previous methods, an optimization algorithm for estimating 

the parameters of the transmission model. TOPIC 

CASCADE uses an efficient proximal gradient algorithm 

based on a block coordinate descent for estimation. Other 

methods also take into account information from contexts 

such as text content and individuals. In NIMFC [33], 

different dimensions of information cascades, including: 

"time, and topographic characteristics of cascades," "user 

attributes," and "information content" are used to infer 

diffusion network. 

4- The Proposed Method 

In the proposed method, the goal was to find the influence 

network of the nodes in the input data with some 

information cascades as input data. Information cascades 

have the time for the activation of each person.  

Accordingly, in this method, formulas for "modeling the 

impact of individuals on each other" have been presented. 

Various parameters extracted from the information 

cascades have been used to express formulas. The 

parameters that have been extracted from the cascades are 

the time interval of activation of two people in a cascade 

(∆tab,c), the number of cascades where the person is 

activated (ca), and the number of times a person “b” has 

been activated after the person “a” (hab). In this research, 

we have tried to provide a model that is general and 

capable of responding to different types of networks. For 

this purpose, various models have been presented with 

different combinations of extracted parameters. Different 

models were tested in a variety of ways to achieve an 

acceptable general model. Of course, the models presented 

are based on the rules governing human relationships in 

social networks. Information cascades display the time of 

activation or the participation of a node in a particular 

publication in the order of the event time. 

 

 Fig.  1. The schematic image of the suggested method. With regard to the 

collection of information cascades, at step 1, the impact of individuals on 

each other is firstly modeled. This action causes all potential edges 
between the network nodes to be identified and aggregated in a graph. 

Then, in step 2, by applying the pruning algorithm on the potential graph, 

the target graph is deduced. 
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In this research, by evaluating each cascade, the rate of the 

influence of the nodes on each other, was calculated. We 

defined w(a,b) as the influence rate of a on b. In each 

cascade, by observing the activation of b after a, the 

amount of w(a,b) increases. We needed the formula to 

express how each observation affects the w(a,b) 

calculation. In each information cascade, only the 

activation time of the node is visible, so the only useful 

parameter is the activation time. Other parameters can also 

be used to calculate w(a,b), including "the number of 

caches in which a comes after b," and "the number of 

cascades where a or b exists."  

In Table 1, the parameters extracted from the information 

cascades have been introduced. "The activation times of a 

node after another node is activated," "the time interval 

between the activation of a node with the activation of 

another node," or "the frequency of activating a node 

individually" are some of the extracted parameters. In this 

research, using the same parameters, various models have 

been provided for calculating w(a,b); their list is given in 

Table 1. 

In an output graph between two vertices a and b, where 

w(a,b) is not zero, we considered an edge (step 1 of Fig.  

1). In this way, the output graph had many edges. Most of 

these edges were derived from our formula of computing 

the rate of the influence of the nodes on each other(w(a,b)), 

and in fact, we do not have such a direct relationship 

between the two users.  

Table 1.  Different functions for different Models of scoring the impact of 

nodes on each other. 

Model Formula 

Model 1 (F. 1) [26]  
 

  
 

Model 2 (F. 2) 
   

       
 

Model 3 (F. 3) 
   

       
  
   
  

 

Model 4 (F. 4)  
 

  
  

   
       

 

Model 5 (F. 5) 
   

       
  
   
  
   

 

  
 

Model 6 (F. 6) ∑     

Model 7 (F. 7) 
   

       
  ∑     

Model 8 (F. 8) 
   

       
  
   
  
  ∑     

With a technique, we must recognize the “real edges” of 

the “non-real edges”. With the help of the above functions, 

the influence rate between two nodes is obtained. For some 

nodes, this number represents the direct effect of these two 

on each other, which we call “real edge”. But for some 

nodes, this effect, which has been seen many times in 

cascades, is due to the indirect effect of two nodes. These 

edges are called “non-real edge”, which is the result of 

“Transitive Influence” (Step 2 of Fig.  1). For this purpose, 

a heuristic derived from the social networking space was 

used. To this end, we tried to find the edges of the 

transitive influence. The algorithm presented on this 

heuristic is explained in the following section. 

4-1- Proposed user-user Influence Models 

Different Models have been presented to calculate the 

influence rate of one person on another. In all the previous 

studies, this rate was calculated during an optimization 

process. However, in this method, the rate has been 

calculated by reading the cascade information once. In 

some ways, the method was taken from an optimization 

problem toward a simple modeling problem and solves the 

problem in that space. 

In most of the conducted researches, they consider Model 1 

[26], which is a simple time-based model. And because 

they raise an optimization problem based on this, they don't 

need another model. But in this research, we want to 

determine transitive influence. For this issue, it was 

necessary to develop and examine different models. 

Fig.  2.  Transitive influence: (a) node c is affected by node a by 0.8, and 
node b from node c is affected by 0.7. influence of node c on node b and 

node a on c causes node a to have an indirect influence on node b of 0.5. 
(b) As in part a, node b is indirectly affected by node a. 

In Table 1., Model 1 and 6 consider the effect of the 

parameter of the time interval of activation of node b after 

node a in cascade C in two ways. This formula has been 

defined exponentially in model 6 for exponential waiting 

time models and power-law in function 1 for power-law 

waiting time models. The function 2 defined as division of 

    by (       ); in other words, "the number of times b 

is after a" divided by "the number of times b could have 

come after a." Functions 4 and 7 have been constructed 

from the combination of functions 1 and 6 with function 2. 

The simultaneous effect of these two types of functions has 

been considered in functions 4 and 7. The function 3 

multiplies the net effect of b on a in the overall coefficient 

of influence b to calculate a more normal value than that of 

function 2. Functions 5 and 8 have been constructed from 

the combination of functions 1 and 6 with function 3. 
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4-2- Algorithm for Network Inference 

With the aid of the user-user influence model, for all 

possible edges, the edge weight was calculated. In fact, we 

obtained a weighted graph close to the complete graph. The 

weighted graph obtained by the scoring function could not 

be considered as the actual graph of diffusion network 

because many of the edges of this graph were derived from 

indirect influence. But, our goal was to find the direct 

impact of nodes from each other. 

For this purpose, an algorithm was proposed for pruning 

the indirect edges of the graph and reaching the direct 

influence graph. For example, in Fig.  2(a), the weight of 

the edges between the three nodes a, b, and c is calculated 

using the scoring function. The weight of the edge (a, c) is 

0.8, that of the edge (c, b) is 0.7, and that of the edge (a, b) 

is 0.5. Node b is influenced more by node c and less 

influenced by node a. Also, node c itself is influenced by 

node a. The weight of the edge (a,b) is less than these two 

other edges. According to the indirect influence principle, 

this edge is due to the indirect influence node a on node b, 

and it is likely to be said that there is no direct influence 

between node a and node b. In fact, b through c is 

influenced by a. So, we can remove this edge. 

The indirect influence does not always occur at a distance 

as large as a node. The distance between two individuals 

who accept the indirect influence can be more than one 

node (Fig.  2(b)). In this case, we define a f(a,b) parameter to 

calculate the rate of indirect influence. In line 7 of 

algorithm 1 (Fig.  3. ), parameter f(a,b) is the maximum flow 

between the edge a and edge b in the graph G(V, E-(a,b)). 

If f(a,b) is larger than w(a,b), straight edge (a,b) has been 

achieved on the basis of indirect influence and should be 

eliminated (line 8-10 of algorithm 1). 

Table 2.  Table of Notations for Proposed Algorithm. 

G 
Graph of user of social network and their possible interaction 

in all information casscades  

E 
List of possible interaction between users of Social Network  

(Edge List) 

V List of users of Social Network (Vertex List) 

W Weight list of extracteg graph from Step 1 

w(a,b) 
Capacity of edge (a,b) derived from Step 1 of proposed 

method based on formulas of Table 1. 

E’ 
List of interaction between users of Social Network after graph 

prunning 

W’ Weight list of extracteg graph after graph prunning 

According to the selected function, indirect influence is 

smaller than direct influence. For pruning the edges, we 

start from the edges with high-weight. If we start with 

light-weight edges, the algorithm does not work properly. 

 

 

 

1    input: G(V,E,W) 

2    output: G`(V,E`,W`) 

3    for all (a,b) ∈ E w’(a,b) ←0 //use w’ as capacity of 

edges 

4    E`←{} 

5    sort the edges of E into decreasing order by weight w 

6    for each (a,b) ∈ E, taken in decreasing order by weight 
7        f(a,b) = FindMaxFlow(a,b, G`(V`,E`,W`))    

8     if w(a,b) > f(a,b) then: 

9 E` ← E`  (a,b) 

10 w’(a,b) = w(a,b) 

11   return G`(V`,E`,W`) 

Fig.  3. Algorithm 1: Pruning the Indirect Edges 

4-3- Efficient Algorithm for Pruning Phase 

Runtime of the algorithm 1 was not good. We needed a 

faster algorithm (algorithm 2 in  Fig.  4. In this algorithm, the 

edges of E were sorted in graph G into decreasing order by 

weight w (Line 5). Then, in line 6, we started with the 

maximum weight edge. If a path from node a to node b was 

not available in the graph G', we added the edge (a,b) to the 

graph G' (Lines 7-8). The findPath(G,a,b) function in this 

algorithm is a Boolean function that returns true if there is 

a path from node a to node b in graph G. The algorithm 2 

had a better order in terms of time complexity than 

algorithm 1. Of course, with the help of various 

experiments, it was shown that they return the same results. 

5- Analysis of Algorithms 

In algorithm 1, the order of execution for the sorting (line 5 

of algorithm 1 in Fig.  3) is equal to O(|E| log |E|). For the 

second part (lines 6-10 of Fig.  3. ) of this algorithm, we can 

use the Ford–Fulkerson algorithm [34] to calculate the 

maximum flow. The running time of the Ford–Fulkerson 

algorithm is equal to O (|E’| max |f|). As a result, the total 

running time of the second part is equal to O(|E| (|E’| max 

|f|)).  

If we use the Edmonds–Karp algorithm [34] to calculate 

the maximum flow, the total running time of the second 

part is equal to O(|E|(|V’|+|E’|
2
)). Because the running time 

of the Edmonds–Karp algorithm is equal to O(|V|+|E|
2
), the 

total running time of proposed algorithm is O((|E| 

log|E|+|E|(|V’|+|E’|
2
)). |V|=|V’|. The graph G' is very close 

to the tree, and consequently, the size of |E’| is equal to 

c|V|. The size of |E| is equal to |V|
2
 because G is very close 

to the full graph. After replacing the new value in the 

formula, we have O(|V|
2
log|V|+|V|

4
). Finally, we have a 

total time complexity of O(n
4
) for algorithm 1. For 

algorithm 2, we have sorting section (line 5 of algorithm 2 
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in Fig.  4) too. For the second section of algorithm 2, we 

have O(|V’|+|E’|) for finding the path method, and the 

running time of the second part is O(|E|(|V’|+|E’|)). The 

total running time of the algorithm 2 is O((|E| 

log|E|+|E|(|V’|+|E’|)). After replacing a new value to the 

formula, we have O(|V|
2
log|V|+|V|

3
). Finally, we have the 

total time complexity of O(n
3
) for algorithm 2. In the 

article on INFOPATH [29], there are no references to 

running time of its algorithm. But our experiments show 

that the running time of INFOPATH was longer than that 

of the proposed algorithm in this research. 

1     input: G(V,E,W) 

2    output: G’(V,E’,W’) 

3    W’←W 

4    E’←{} 

5    sort the edges of E into decreasing order by weight w 

6    for all (a,b) ∈ E do: 

7  if NOT findPath(G,a,b) Then: 

8   E
’
 ← E

’
  {a,b} 

9   return G’(V,E’,W’); 

Fig.  4.  Algorithm 2: Optimization of the Execution of the Algorithm 1 

6- Results and Experiments 

For the evaluation of our work, we needed data sets to 

evaluate the proposed method. Due to the inaccessibility of 

the main graph in this type of problem, synthesized data 

and real dataset were used to evaluate the proposed 

methods. Three types of synthesized networks were 

generated using Kronecker [35] graph models: hierarchical, 

random, and core-periphery. Also, were generated the 

information cascades with two types of cascade models: 

Rayleigh and exponential. For assessment of proposed 

method with real data, a real dataset from BrightKite social 

network [36] was used. In this section, we retrieve the 

graph or network structure by examining the information 

cascades. In the following, we evaluate the correctness of 

the algorithm by comparing the resulting graph with the 

ground truth graph. We used three measures, precision, 

recall, and f1-score, to evaluate the matching of the 

network with the main network and to evaluate and 

compare the methods. The precision is the fraction of 

inferred edges that are inferred correctly. The recall is the 

fraction of edges in the ground through network that is 

inferred correctly. F1-score is computed as the combination 

of precision and recall (Eq. (1)). 

                       
                

                
                                    

(1) 

In the remaining sections, we compare the effectiveness of 

different models in the first subsection, show the 

experimental results which compare the proposed method 

with the state-of-the-art method in the next subsection, and 

in the last subsection, present the result of the experiment 

on the runtime of the proposed method. 
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Hierarchical (Exponential) Hierarchical (Rayleigh) 

  

Core-periphery (Exponential) Core-periphery (Rayleigh) 

Fig.  5.  Comparing the F1-score of the proposed algorithm with the various user-user influence models (influence rate functions) for the synthesized data with 

constant network user size (1024 user) and various cascade size from 100 to 10000 . 

6-1- Effectiveness of Different Models 

By determining the impact value of each node on another 

node, approximately, we will have the weights for all the 

edges. The proposed algorithm has been used to find the best 

influence rate model. Here, we compared all the scoring 

functions introduced in the previous section using the 

proposed method and algorithm. To this end, we evaluated 

various models for different modes of cascade size and 

network size. For comparison, synthetic data was used. The 

SNAP tool [37] has been used to produce different types of 

networks and cascades. Three types of networks (random, 

hierarchical, and core-Periphery) and two types of cascade 

models (exponential and Rayleigh) were used for this 

assessment. For the first mode, the network size was constant, 

and the number of cascades varied.  
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Hierarchical (Exponential) Hierarchical (Rayleigh) 

  
Core-periphery (Exponential) Core-periphery (Rayleigh) 

Fig.  6.  Comparing f1-score of the proposed algorithm using various user-user influence model (influence rate functions) for synthesized data with 
constant cascade number (2000 cascades) and various network size from 32 to 2048. 

The number of nodes in the network was 1024. The number of 

cascades varied from 100 to 10000 (100, 200, 300, 500, 100, 

2000, 3000, 5000, and 10000). Fig.  5 shows that the increase 

in the number of information cascades from 100 to 10000 had 

influenced the performance of the proposed functions. This 

comparisons show that the proposed functions 3, 7, and 8 were 

more stable against variation of cascade size and show better 

performance. By increasing the number of cascades, which is 

the number of our observations, we will have a better 

f1measure value. That's why all the diagrams are incremental. 

Functions 7 and 2 behaved quite similar. This shows that the 

different parts of the two formulas (     ) had no effect on 

performance improvement. Of course, this difference was 

equivalent to function 6. 
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Random (Exponential) Random (Rayleigh) 

  

Hierarchical (Exponential) Hierarchical (Rayleigh) 

  

Core-periphery (Exponential) Core-periphery (Rayleigh) 

Fig.  7.  Comparing f1-score of the proposed algorithm with INFOPATH for the synthesized data with constant network user size (1024 user) and various cascade 
size from 100 to 10000. 

Table 3. Collection of Information Cascades Extracted from the Brightkite Social Network. 

Cascade type How to select users 
Number of 

users 

Number of 

edges 

Number of extracted 

cascades 

Type 1 Check in every day 5159 35280 53399 

Type 2 Every two days, three times check in 3677 25563 42802 

Type 3 Every day twice check in 2805 19871 35826 

Type 4 Every two days, five times check in 2241 15690 30386 

The value of f1measure for function 6 was also high, and 

this case shows that function 6 when combined with 

function 2 does not have much effect on efficiency.  

Function 2 has enough information in itself, and adding 

formula of function 6 will not have much improvement. 

The function 6 in the eight modes of the nine possible 

modes of data generated had a lower result, but only in the 

case of core-periphery exponential, the function 6 had a 

better answer. Of course, in this case, the function 6 

behaved similar to function 7. For other conditions like 

“core-periphery exponential,” function 3 had a lower f1 

value. The function 3 had many oscillations in different 

states of graph size and cascade numbers, and it was not a 

good option to choose as the selected model. If we want to 

choose a function that in most cases is close to the best, we 

can select the function 7 or 2. 

For the second mode, the cascade size was constant, and 

the network size varied. The number of cascade for the 

network was 2000. The number of nodes varies from 32 to 

2048 (32, 64, 128, 256, 512, 1024, and 2048). For this case, 

the cascade number was constant, and the number of nodes 

in the network was changed (Fig.  6); the diagrams have a 

decreasing behavior. The reason for the downside of the 

charts was that the number of cascades was constant, and 

the number of nodes increased. As a result, the ratio of the 

number of nodes to the number of cascades increased, and 

the accuracy of the detection of the main edges decreased. 
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As the charts demonstrated, the behavior of the functions in 

this mode (variable network size) was the same as in the 

previous state (variable cascade size). Our experiments 

show that function 7 gives a better result based on the f1-

score measure.  

6-2- Comparing the Proposed Methods 

Different methods have been proposed to infer the network 

from information cascades. Each of the methods models a 

few specific models of networks. The goal of all these 

methods is to find the best network that models the 

cascades that have happened. For this reason, their 

optimization method is sometimes applicable for several 

specific models of the network or some specific models of 

cascade production, and they do not do well in the rest of 

the network. Some methods, such as the INFOPATH, have 

an acceptable behavior for many types of networks. For the 

same reason, we compared the proposed method with 

INFOPATH. To compare our method with the INFOPATH 

method, we used synthetic and real dataset. 

 
Fig.  8.  Precision of proposed method and INFOPATH on BrightKite 

dataset results for five types of cascades. 

6-2-1 Synthesized Data 

To evaluate the proposed method, we produced synthesized 

data for all the different modes of the network. The SNAP 

tool [37] has been used to produce different types of 

networks and cascades. Three types of network (random, 

hierarchical, and core-periphery) and two types of cascade 

models (exponential and Rayleigh) were used for this 

assessment. The number of nodes in the network was 1024. 

The number of cascades varied from 100 to 10000 (100, 

200, 300, 500, 100, 2000, 3000, 5000, and 10000). Fig.  7 

shows that the proposed method was better than 

INFOPATH in term of f1-score measure. The proposed 

method is highly accurate compared to the INFOPATH for 

low cascades count. By calculating the average of all 

execution modes (which are created from the combination 

of 6 different random network modes, different number of 

nodes and different cascade sizes), the presented method 

has improved by an average of nearly 5% based on f1-score 

measure. 

6-1-1 Real Data 

The Bright Kite social networking dataset [36] was used to 

assess the effectiveness of the proposed method on real 

social networks. In the dataset which is selected from this 

social network, there were more than 4 million check-ins 

from over 58000 users, whose relation network is known. 

In the data-collection, there were 58228 users. There were 

214078 communication links between the users. The 

number of special places according to their unique 

geographical coordinates was 772966. This dataset was 

collected from April 2008 to October 2010. In this social 

network, each person declared his presence after entering a 

place. Over time, in the profile of each person, the list of 

places where he or she checked in would be visible. 
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Core-periphery (Exponential) Core-periphery (Rayleigh) 

  

Hierarchical (Exponential) Hierarchical (Rayleigh) 

Fig.  9.  Comparing running time of the proposed algorithm with INFOPATH for synthesized data with constant cascade number (1000 cascades) and various 

network size from 32 to 2048 (Redline: INFOPATH;Blueline:F.7). 

Also, for each specific location (for example, a restaurant 

or a cafe), frequent check-ins were recorded from different 

users. It was necessary to respond to the two challenges, 

information cascade generation and reducing the size of 

the datasets, by preprocessing the information to use this 

dataset to evaluate the proposed method on real social 

networks. 

Checking in the presence of different users for a location is 

considered as an information cascade. A user will check-in 

at a specific location (such as a cafe) for the first time, and 

this will be communicated to his friends on the social 

network. Then, the friends of that person check-in at that 

place. So, each information cascade in this dataset is a 

sequence of checking in for people in a specified location. 

There are over 700000 unique places in this dataset. But 

cascade is not made for all of them. 

If more than two people are checked in at one place, then a 

cascade will be created for that place. Due to the large size 

of this social network, a number of more active users were 

selected, and their information cascades were extracted  

(Fig. 8). Four types of cascades were generated. 

Experiments show that the proposed method had a better 

precision for all types of the cascade definition (Fig. 8). 

Averaged over all types of use case, this method provides 

an improvement of about 2% based on f1-score measure.  

6-3- Running Time Analysis 

In the previous section, the time complexity analysis of the 

proposed algorithm was presented. We have shown that 

the runtime is O(n
3
). We have executed proposed 

algorithm and INFOPATH in the same conditions. The 

results are showing in Fig.  9. The runtime of INFOPATH 

was acceptable for smaller values. But by increasing the 

network volume, INFOPATH runtime increased at high 

rates. The proposed algorithm for bigger networks has 

lesser runtime than that for INFOPATH.  

Due to the use of stochastic convex optimization to learn 

the parameters of the information cascade transmission 

model, the INFOPATH model is relatively faster than the 

other methods. The time complexity of INFOPATH 

algorithm is not explained in its article. The experiments to 

compare the runtime between the INFOPATH model and 

the proposed method were performed on a machine with 

64GB RAM and four processor cores.  
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6-4- Experimental Environment 

All programs are written in C++ language. SNAP library is 

used for INFOPATH algorithm. The SNAP library has 

also been used to generate dummy data. All the programs 

are run in the environment of Ubuntu operating system. 

The hardware used was a workstation with 32 processing 

cores and 64 GB of main memory. 

7- Conclusion and Future Works 

 In this research, various functions are proposed to model 

the impact of individuals on each other in the network. An 

algorithm based on the indirect influence principle is also 

presented to infer the graph of the influence of individuals 

on each other. We evaluated the proposed algorithm based 

on the various functions affecting the artificial data. As a 

result of these experiments, we selected model 7 for our 

proposed method. Then, the proposed method was 

compared with the INFOPATH method. The INFOPATH 

model, with hypotheses similar to the proposed method, 

attempts to infer an influence network based on 

information cascades. The INFOPATH model has been 

developed based on the NETRATE model and has been 

reported to be much faster in terms of runtime. The 

proposed method has been compared in terms of the 

accuracy of network inference and runtime with the 

INFOPATH model on most networks and possible 

dissemination modes. The comparison of the proposed 

method with the INFOPATH based on the f1 measure 

shows that the proposed method can better infer the 

network. The runtime of the proposed algorithm is of the 

order of O(n
3
). The INFOPATH article does not refer to 

the time complexity of the algorithm. Therefore, for 

comparison of these methods, the actual execution time 

was calculated. From the results of the experiments, the 

proposed method was found to run faster than the 

INFOPATH method. 

The performed experiments demonstrate that the 

combination of the time interval and counting parameter 

creates a better function to calculate the influence rate of 

individuals on each other. This research only deduces the 

desired graph based on the information cascades. 

Therefore, in order to continue to work, information in the 

content, such as re-tweet or mention, can also be used to 

improve accuracy. We can also continue to work on 

functions that improve the performance of the algorithm. 

Also, specific functions can be provided for real data 

based on the specific domain of the data. 
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Abstract  
Due to the limitations of the natural frequency spectrum, dynamic frequency allocation is required for wireless networks.  

Spectrum sensing of a radio channel is a technique to identify the spectrum holes.  In this paper, we investigate a dynamic 

cognitive sensor network, in which the cognitive sensor transmitter has the capability of the energy harvesting.  In the first 

slot, the cognitive sensor transmitter participates in spectrum sensing and in the existence of the primary user, it harvests the 

energy from the primary signal, otherwise the sensor transmitter sends its signal to the corresponding receiver while in the 

second slot, using the decode-and-forward (DF) protocol, a part of the bandwidth is used to forward the signal of the 

primary user and the remained bandwidth is used for transmission of the cognitive sensor. Therefore, our purposed 

algorithm is to maximize the cognitive network transmission rate by selection of the suitable cognitive sensor transmitters 

subject to the rate of the primary transmission and energy consumption of the cognitive sensors according to the mobility 

model of the cognitive sensors in the dynamic network. Simulation results illustrate the effectiveness of the proposed 

algorithm in performance improvement of the network as well as reducing the energy consumption. 

 

 

 

Keywords: Cognitive Sensor Network; Transmission Rate; Mobility Model; Decode-and-Forward (DF) Protocol; Energy 

Consumption.  
 

1- Introduction 

Cognitive radio is a growing technology to overcome the 

spectrum scarcity in wireless communications. In fact, 

spectrum sensing is done in cognitive radio networks to 

determine the spectrum holes for data transmission. In 

fact, secondary users (SUs) sense the frequency channel to 

detect the primary user (PU) activity which has the legacy 

right for the frequency band usage [1].  A new network is 

the cognitive radio sensor network (CRSN), which has a 

lot of applications and can manage the spectrum resources. 

On the other hand, the sensor nodes sense the frequency 

band and a fusion center (FC) makes a final decision about 

the status of the frequency band according to the sensors’ 

information.  However, sensors are powered with batteries 

which should be recharged or replaced. This problem leads 

to decrease the network lifetime. Therefore, improving the 

network lifetime is very important in cognitive radio 

sensor networks. In this case, reducing the energy 

consumption leads to reserve the battery power of the 

sensors. For this purpose, in [2] and [3], the proper sensor 

nodes are participated in spectrum sensing to minimize the 

energy consumption while satisfy the detection 

performance constraints. In [4], in addition to the energy 

consumption, the remaining energy of each sensor is an 

important parameter for selection of the sensors for 

spectrum sensing. Therefore, extending the network 

lifetime is the main issue in this paper.  

Energy harvesting is another issue to improve the network 

lifetime. On the other words, cognitive sensors can harvest 

energy from the environment to charge their batteries. In 

fact, wireless information and power transfer (SWIPT) is a 

technology to transfer the energy and information 

simultaneously as the RF signals to the sensor nodes [5], 

[6]. In [7], SWIPT protocol is used such that the secondary 

users harvest their energies from the primary signals to 

send the primary users’ signal and also their signals. In [8], 

for increasing the energy efficiency, a secondary 

transmitter is considered as a relay to transmit the signal of 

the primary user while the secondary receiver does energy 
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harvesting. However, in these papers, the same bandwidth 

is applied for transmission of the primary and sensor 

signals. It leads to have the interference in the network.  

However, another issue is the mobility of the sensor nodes. 

In this case, the dynamic topology of the network cannot 

be applied for static networks. By mobility of the sensor 

nodes, the distance between each sensor and primary user 

and also between each sensor and FC is not fixed while it 

is a random variable. In this case, two approaches 

including: “wait-and-see” [9] and “here-and-know” [10] 

are considered for the optimization problem with the 

random variable. In this paper, we use “here-and-know” 

method in which Chebyshev's inequality is applied for 

energy consumption value estimation in a cognitive sensor 

network. On the other words, the suitable sensor nodes are 

participated in cooperative spectrum sensing to save more 

energy. We also use a spectrum sharing protocol in which 

a cognitive sensor transmitter acts as a relay to transmit the 

primary signal and harvest energy in the determined 

accessed bandwidth while in the remaining bandwidth, its 

signal is transmitted to the corresponding cognitive sensor 

receiver.  In [11], an efficient cooperative spectrum 

sensing based on Kataoka criterion is stated by node 

mobility patterns consideration in a dynamic cognitive 

radio sensor network. In [12], two time slots are 

considered for spectrum sharing: the first slot is considered 

for energy harvesting of the cognitive sensor transmitter 

while in the second slot, amplify-and-forward (AF) or 

decode-and-forward (DF) relaying protocols are used by 

the cognitive sensor transmitter to send the signals of the 

primary transmitter to its primary receiver while in the 

remaining bandwidth, the signal of the cognitive sensor 

transmitter is sent. However, the sensor node is located in 

a fixed position. In [13], optimal disjoint and joint 

spectrum sensing and power allocation method is 

considered in a cognitive radio (CR) network with two 

aims: minimizing the false alarm probability while 

probability of detection is constant and maximizing the 

average opportunistic CR data rate under detection 

probability and CR power budget limitations.  In [14], an 

approach is proposed for cluster head selection and cluster 

forming such that the coverage and lifetime of the network 

are improved. In [15], three phases are considered in 

wireless sensor networks. In the first phase, the position of 

the sensors are determined. In the second phase, the 

optimal location of the base station is obtained and in the 

third phase, the cluster head is selected based on the 

energy remaining, distance and the number of 

neighbors .In [16], an energy efficient clustering algorithm 

is proposed for clustering method and improving the 

coverage of the network.  In [17], a cognitive sensor 

network is considered in which secondary users relay the 

information of primary user while primary user leases 

partial spectrum usage time to secondary users. In this 

paper, a joint sub channel, power and leasing time 

allocation algorithm  is proposed to maximize the network 

throughput with constraints on the energy harvesting and 

transmission outage probability. In [18], the optimization 

problem of power allocation and spectrum access for 

maximizing the achievable data rate and minimizing the 

energy consumption at the secondary network, is 

formulated and solved using Dinkelbach algorithm. In 

[19], an energy efficient algorithm applies the gravitational 

search method to determine the optimal number of clusters 

and cluster heads. In [20], the problem of the network 

lifetime is proposed to schedule the network coverage 

using sleep-awake method for sensors. In [21], a resource 

allocation scheme is proposed based on the Lyapunov 

optimization theory while the constraints on the network 

quality of service (QoS) are satisfied.  In [22], a game 

theory approach is applied in energy efficient wireless 

sensor networks such that the sensor nodes act as players 

and decide to sleep or not according to the idle listening 

time. 

Therefore, the main contributions of our work are stated as 

follows 

 A dynamic and energy harvesting cognitive 

sensor network is considered with the random 

waypoint model. On the other hand, the cognitive 

sensor node has the capability of the spectrum 

sensing and energy harvesting form the primary 

signal while it transmits the primary signal with a 

determined accessed bandwidth. In the remaining 

bandwidth, the cognitive sensor node transmits its 

signal to the corresponding receiver.   

 We propose the problem of maximizing the 

cognitive system transmission rate by selection of 

the proper sensors for frequency band sensing and 

sharing such that the total energy consumption 

and the primary transmission rate constraints are 

satisfied.  

 We formulate the problem and solve it by 

applying the convex optimization method and 

Karush–Kuhn–Tucker (KKT) conditions. 

 Simulation results validate the effectiveness of 

our proposed method for improving the 

transmission rate of the network and decreasing 

the energy consumption over the benchmark 

algorithm.    

The rest of the paper is organized as follows. The 

system model of a cognitive sensor network is stated 

in section 2 while the formulation of the problem and 

the problem solution is stated in Section 3. In Section 

4, an iterative algorithm is proposed based on the 

bisection method to solve the problem. Simulation 

results and conclusions are shown in Section 5 and 6, 

respectively. 

https://www.sciencedirect.com/topics/engineering/spectrum-usage
https://www.sciencedirect.com/topics/engineering/subchannel
https://www.sciencedirect.com/topics/engineering/energy-harvesting
https://www.sciencedirect.com/topics/engineering/outage-probability
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2- System Model 

We assume a wireless dynamic cognitive sensor network 

which consists of a primary system and a cognitive sensor 

system with the energy harvesting capability. In the 

primary system, one primary transmitter (PT) and one 

primary receiver (PR) exist in the network while the 

cognitive sensor system has   transmitter (ST) and   

receiver (SR). The network also has a fusion center (FC) 

such that the cognitive sensors send their spectrum sensing 

results to it. It should be noted that each cognitive sensor 

transmitter has the capability of the energy harvesting in 

the licensed spectrum of the primary user while it relays 

the signal of the primary transmitter to the primary 

receiver. It also transmits its own signal to its 

corresponding receiver in the determined bandwidth of the 

channel. We also note that the sensor nodes are moving 

randomly in the square field of the environment. In fact, 

we consider two transmission slots. In the first slot, the 

selected cognitive sensors sense the frequency band to 

detect the primary user activity, if the primary user is 

absent, sensors transmit their signal to their receivers 

while in the presence of the primary signal, the cognitive 

sensors receive the primary user signal, harvest their 

energy from it and decode the information from the 

remaining signal power. In this case, in the second 

transmission slot, the best selected cognitive sensor acts as 

a relay and considers a part of bandwidth to forward the 

primary transmitter signal to the primary receiver while 

the cognitive sensor uses from the remaining bandwidth 

for transmission of its signal to the corresponding receiver.   

For cooperative spectrum sensing, the sensing sensors 

send their results about the activity of the primary user to 

the fusion center (FC) to consider a decision about the 

availability of the spectrum. In this case, two hypothesis 

are considered. In the first case,       , -    , -  , -  
  , - shows the presence of the primary user. In the 

second case,        , -    , - states the absence of the 

primary user.   *         + is the time index while   is 

the duration of spectrum sensing,    is the sampling 

frequency and T=     states the total number of samples. 

  , - is the channel gain between the  th sensor 

transmitter and the primary user.   , - is the transmitted 

signal of the primary user while   , - is an        
Gaussian noise with zero mean and variance   

 . The main 

notations used in this work is also presented in Table 1. 

 

 
 

Fig.1 System structure 

 

Table.1. Notations 

 
Notations                                                     Description 

 
                            Number of cognitive sensor transmitter and 

receiver    

                                 Duration of spectrum sensing                            

                            Sampling frequency                                 

  
 

                              Variance of the Gaussian Noise  

                           Probability of detection of the  th sensor 

                                 Probability of false alarm of the  th sensor 

                          Total Probability of detection 

                          Total Probability of false alarm 

                           Assignment index of for sensing 

                   Energy consumed of the sensor transmitter for 

spectrum sensing 

                      Energy consumption for the radio electronics 

                         Power Amplification 

                       Distance between the  th sensor transmitter and FC 

                      Probability of energy consumption of each sensor 

transmitter 

                          Bandwidth of the licensed spectrum 

                     Part of bandwidth for transmission of the primary 

signal 

                          Transmission power of the primary transmitter 

                          Transmission power of the sensor transmitter 

                           Assignment index for data transmission 

                           Fraction of the received power for harvesting 

energy 

                       Channel gain between the primary transmitter and 

primary receiver 

                       Channel gain between Primary transmitter and sensor 

transmitter 

                   Channel gain between sensor transmitter and sensor 

receiver 

  
 

             Data rate of the primary transmitter to its receiver 

  
            Data rate of the primary user and sensor transmitter  

  
            Data rate of the sensor transmitter and sensor receiver 
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                Achievable rate of the primary user  

  
            Achievable rate of the  th cognitive sensor node  

             Distance between the primary user and FC  

               Cluster radius 

                   Exponent of the path loss in Hata model 

 
 

 

 For simple implementation of the energy detection 

method and using the received signal energy, the 

probabilities of the detection and false alarm of the  th 

sensor are obtained as  

 

     (    |  )    (√    √ )                            (1) 

And  

     (    |  )  
 (  

 

 
)

 ( )
                                            (2) 

 

Where    is the energy obtained from the primary signal to 

the  th sensor transmitter while   represents the detection 

threshold.  (   )  and   (   )  denote the incomplete 

gamma function  and the generalized Marcum Q-function, 

respectively. In fact, higher value of     decreases the 

probability of interference with the primary signal while 

lower value of     increases the opportunity of the 

spectrum usage. In cooperative spectrum sensing, FC can 

use OR rule as the combination rule to consider a decision 

about the spectrum status. According to this rule, the 

channel is considered busy if at least one sensor 

transmitter detects the existence of the primary signal. 

Hence, the global probabilities of detection and false alarm 

are defined as [2] 

 

     ∏ (    
 
      )                                              (3) 

And 

     ∏ (    
 
      )                                              (4) 

 

Where    *   +       denotes that the sensor transmitter 

is not participated in sensing the frequency channel, 

otherwise     . However, one of the important issues in 

cognitive sensors nodes is the constraints of the energy 

consumption. For cooperative spectrum sensing in static 

position of the sensors, the energy consumed of the sensor 

nodes is denoted by [23], [24] 

 

   ∑   (                 
 ) 

                              (5) 

 

Where    is the energy consumed of the sensor transmitter 

for spectrum sensing while         indicates the energy 

consumption for the radio electronics.      is considered 

for power amplification.    indicates the distance between 

the  th sensor transmitter and FC. By considering the 

dynamic position of the sensor nodes according to the 

random waypoint model,    
  and     will be the random 

values. In this model, the sensor nodes (transmitters and 

receivers) move from one location to another position. In 

random waypoint model, the sensors stay in their positions 

in a duration time and after the time expiration, they can 

move to their new locations. By definition of    as the 

upper bound of the energy consumption, we have [11] 

 

     (                  
  ( ))                            (6) 

 

Where    
  ( ) states the inverse of the cumulative 

distribution function (CDF) of the squared distance 

between the sensors and FC. This function depends on the 

mobility pattern of the sensors nodes.   ,   - represents 

the probability that the energy consumption of each sensor 

transmitter less than or equal to    .    

For calculation of    
  ( ), we consider the probability 

density function(PDF) of   
 

  
  as the random variable in 

Fig.2. Then, using the probability density function (PDF) 

of the random variable of     , it is possible to obtain 

 

   
  ( ) . Therefore we have,  

 

  ( )  
 

  
  (

 

 
 )                                                              (7) 

Where   ( ) and   ( ) are the probability density 

function of   and  , respectively. For the ease of 

mathematical solution, it is considered the other 

parameters except the energy consumption are 

independent from the differences in nodes’ locations. 

In this paper, we use decode- and- forward strategy in 

which at the first slot, the selected sensing sensors sense 

the spectrum to detect the activity of the primary user. 

When the primary user does not exist, the sensors can 

forward their signal while in the presence of the primary 

user, the sensors have the energy harvesting capability and 

also information decoding. Therefore, the data rates of the 

primary transmitter to its receiver,  primary user and 

sensor transmitter and also the sensor transmitter and 

sensor receiver can be stated as follows[12] 

 

  
  

 

 
     (  

  |      |
 

  
 )                                       (8) 

And 
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     |      |
 

  
 )                                 (9) 

And 
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 )                                 (10) 
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Fig.2. Theoretical and simulated probability density function of  

 

  
 

 

where    *   + is similar to    . It indicates that whether 

the sensor transmitter is participated in data transmission 

or not.     is the transmission power of the sensor 

transmitter.         ,        and        are the channel gain 

between the primary transmitter and the primary receiver, 

the primary transmitter and the sensor transmitter and also 

between sensor transmitter and the sensor receiver, 

respectively.   is the fraction of the received power for 

harvesting energy.   is the bandwidth of the licensed 

spectrum while    is the part of bandwidth for 

transmission of the primary signal. In the second time slot, 

the selected sensor transmitter acts as a relay to forward 

the primary transmitter’s signal while in the remaining 

bandwidth, it transmits its own signal to the corresponding 

sensor receiver. Therefore, by applying maximal ratio 

combination (MRC) through two slots, we have [12] 

 

  
  

 

 
      (  

 (   )    |      |
 
|      |

 

  
  

  |      |
 

  
 )  

 

 
(   )     (  

  |      |
 

  
 )              (11) 

 

Where the term  (   )  |      |
 
 is the harvested 

energy at the cognitive sensor transmitter while   is the 

efficiency of the harvested energy at the cognitive sensor 

transmitter.    is the transmission power of the primary 

transmitter. Hence, the achievable rate of the primary user 

is obtained as 

 

       (  
    

 )                                                     (12) 

 

We also note the achievable rate of the  th cognitive sensor 

node is stated as follows 

 

  
  

 

 
(   )     (  

    |      |
 

  
 )                      (13) 

 

3- Problem Formulation 

The optimization problem is formulated to maximize 

achievable rate of the cognitive network with constraints 

on the achievable rate of the primary transmitter, random 

energy consumption of the sensor nodes and detection 

performance by selection of the proper sensing nodes and 

data transmission sensor. Hence, the problem is 

formulated as follows 

 

           (  
     

     
 )                             (14) 

 

                                                                         (14-1) 

                                                                           (14-2) 

                                                                              (14-3) 

                                                                              (14-4) 

                                 ,   -                                         (14-5) 

                                ,   -                                         (14-6) 

 

Where   ,   ,    and    are the thresholds for the 

constraints of the problem. We consider     ,   - and    
 ,   - as continuous parameters to reduce the problem 

complexity in contrast to the NP-complete [2]. We also 

note that due to the independence of     from   , this 

metric is  the same for all sensor nodes. Although, the 

problem is not convex; we can use the convex 

optimization method to solve the problem and obtain the 

suboptimal solution. In this method, we use the 

Lagrangian function to express the problem as an 

unconstrained problem [2]. Therefore, we have 

 

 (                 )       (     )  

  (     )    (      )    (      )                         

(15) 

   

Where          and    are the Lagrangian multipliers 

which have the nonnegative values. Note that the optimal 

solution for the problem is the exhaustive search method 

with high complexity. However, we search a sub optimal 

method with low complexity by calculation of the cost 

function for each sensor node and consider the suitable 

sensors for spectrum sensing and data transmission. 

Therefore, the cost function of the  th sensor for spectrum 

sensing is evaluated as follows 

 

     ( )                                                       
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(16) 

 

As we know,     is the same for all sensors. However, this 

metric determines the maximum number of the sensors for 

spectrum sensors. Hence, we obtain 

 

     ( )                                                        (17) 

 

On the other hand, the sensors which consume the lowest 

energy and have the higher value of probability of 

detection, can be considered as the candidates for spectrum 

sensing. For selection of the sensor node for data 

transmission, the sensor transmitter with higher     and    

can forward data to its corresponding sensor receiver as 

the following cost function 

  

       ( )                                                       (18) 

 

Using Karush Kuhn Tucker conditions (KKT) and the 

complementary slackness conditions, the optimal 

conditions for the proposed approach is investigated such 

that the problem constraints are maintained. It should be 

noted that sometimes by selection of all sensors for the 

frequency channel sensing, the detection performance 

constraints are not satisfied. In this case, the problem has 

no answer.  

We also consider that the cost function should be 

calculated according to (16) for each sensor transmitter to 

evaluate the priority of the sensors for sensing. However, 

(16) is dependent on the inverse probability density 

function     
  ( )  which is related to the mobility model. 

It should be noted that finding a mathematical function for 

this metric is difficult; Hence, we should consider the 

numerical methods to find the best function to this metric. 

On the other hand, the simulations should be run to 

compute the distance between each sensor and FC. By this 

method, the probability density function    
  ( )  is 

approximated by a polynomial using numerical methods. 

(using Fig.2). In the next section, we propose an iterative 

algorithm to find the best sensing sensors and data 

transmission node as a relay for data transmission of the 

primary user and itself to the corresponding receiver. 

4- Proposed Algorithm 

For solving the problem, we propose an iterative 

algorithm. In the first step, in each iteration, the detection 

probability is computed for all sensors. By fitting the 

cumulative density function    
  ( ) , the cost function in 

(16) is computed for all sensor nodes. Then, this metric is 

sorted in ascending order and sensors which have the 

lowest cost function values, are candidates for spectrum 

sensing. In this algorithm, the suitable sensors are selected 

one by one for spectrum sensing. If the detection 

performance constraints are maintained, the selection is 

stopped otherwise, another candidate sensor with the 

higher priority is selected. In the second step, the cost 

function of sensors are calculated according to (18). On 

the other hand, the node with the highest priority is 

selected for data transmission. Then, the Lagrangian 

multipliers are updated using iterative bisection algorithm 

such that according to their corresponding constraints, the 

searching space is halved and algorithm is repeated again. 

The algorithm ends when the desired accuracy of the 

Lagrangian multipliers is met or the number of iterations 

reaches a specified number. 

We note that sometimes there is not any feasible solutions 

for the problem. It means that by selection of the all 

sensors, the detection performance constraints are not met. 

The implementation of the proposed algorithm is 

presented in Fig.3. The flowchart for the proposed 

algorithm is shown in Fig.4.  

Note that the complexity of our proposed algorithm with 

the order of  (  ) while in exhaustive search method, the 

order of the complexity is  (  ). 
 

Proposed Algorithm 

 
Initial Parameters(             ) 

Fit function    
  ( )  for the movement model 

  is a small number 

N1=maximum number of iterations 

 1=number of iterations 

  = Maximum number of sensing nodes 

While (    <N1) 

     
           

 
            

Compute      ( )              for each node 

While (select n sensor with higher priority<  ) 

 Compute    

   If         , break, end 

            

   end      

 compute        ( )           for all nodes  to obtain the best 

node for  transmitting its  data and acts as a relay for primary user’s data 

Update the Lagrangian multipliers using bisection method 

end   

Fig.3. Pseudo code for the proposed algorithm 
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Fig.4. Flowchart for the proposed algorithm 

 

 

5- Simulation Results 

In this section, the performance of our proposed algorithm 

is evaluated. For this purpose, sensors are distributed 

randomly over the square field with the length of 100m. 

The sensors are also moving randomly according to the 

random waypoint model. FC is located at the center of the 

square field while the primary user is located outside the 

cluster which satisfying the following inequality [25] 

 

    
  
   
    

  
   
    

                                                              (19) 

 

Where     is the distance between the primary user and 

FC while    is the cluster radius.    is the exponent of the 

path loss in Hata model.        is considered as the 

duration of the sensing time. The inverse cumulative 

density function    
  ( )  is calculated in      . The 

detection performance thresholds are        and 

       while        GHz. The channel gain is 

modelled according to a free-space path loss model, 

Raleigh fast fading and large scale log-normal shadowing 

[26], [27]. According to [28] and [29], the sensing energy 

(  ) has two pars: the listening energy which has the value 

40 nJ and the signal processing energy. For a data rate of 

250kb/s, the signal processing energy is calculated 150 

nJ/bit. The remaining energies are defined as          = 

80nJ and     =40.4      . Decision threshold ( ) is also 

selected as a multiple of the noise power [2].   =20mW, 

  = 60mW and  =1 are considered as the parameters for 

user’s data rates. 

The achievable rate of the cognitive network versus 

different dimensions of the environment is shown in Fig.5. 

According to the results, our proposed algorithm has the 

maximum achievable rate due to the proper selection of 

the sensor node for transmission of its signal and also the 

primary user signal. It should be noted that increasing the 

dimension of the environment, decreases the achievable 

data rate of the cognitive network. Fig.6 illustrates the 

consumed energy for spectrum sensing versus different 

dimensions of the environment. The proposed algorithm 

has the minimum energy consumption in comparison with 

the random algorithm. In fact, proper selection of the 

sensing nodes for sensing the frequency channel and 

transmission of their results to FC has an important role in 

saving energy. 

Fig.7 presents the achievable rate of the primary network 

versus different dimensions of the environment. According 

to the results, it is obvious that the proposed algorithm has 

a better value while by increasing the dimensions of the 

environment, the value of this metric is decreased due to 

the decreasing of the receiving power of the receiver. 

Fig.8 shows probability of detection for different 

dimensions of the environment. In fact, this metric states 

the opportunity of the sensor nodes for spectrum sensing. 

In fact, the proposed algorithm has the maximum detection 

probability due to the proper selection of the sensing 

sensors. We note that by increasing the dimension of the 

environment, the distances between sensors also increases, 

therefore, probability of detection of each sensor decreases.  

Fig.9 presents the achievable rate of the cognitive network 

for different values of   . Note that increasing the value of  

   leads to increasing the data rate of the cognitive 

network. However, by increasing   , this metric also 

increases. 

Fig.10 presents the achievable rate of the cognitive 

network versus different values of b. As we know, by 

increasing the value of b, the higher value of the 

bandwidth is associated to transmit the primary user’s 

signal. Therefore, the achievable rate of the cognitive 

network is decreased. It is obvious that increasing the 

value of     leads to increasing the data rate of the 

cognitive network. According to Fig.11, we also note that 

when the value of b increases, the achievable rate of the 

primary user is increased due to the increasing value of the 

associated bandwidth for data transmission of the primary 

user. 

Fig.12 illustrates the convergence analysis for the 

proposed algorithm in computing the optimal value of    

as the Lagrangian parameter for different iterations. It 
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should be noted that the convergence is obtained according 

to the probability of detection for the iterations that reach 

the optimal value of the Lagrangian parameter. In the 12th 

iteration, the optimal value of the Lagrangian parameter is 

obtained. In this experiment, the number of sensor nodes 

and dimension of environment are set to 20 and 100m, 

respectively. 

 
Fig.5. Available rate of the cognitive network versus different 

dimensions of the environment 

 

 
Fig.6. Energy consumption of the cognitive network versus different 

dimensions of the environment 

 
Fig.7. Available rate of the primary network versus different dimensions 

of the environment 

 
Fig.8. Probability of detection versus different dimensions of the 

environment 

 
Fig.9. Available rate of the cognitive network versus different values of  
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Fig.10. Available rate of the cognitive network versus different values of 

b 

 

 
Fig.11. Available rate of the primary network versus different values of b 

 

 
Fig.12. Convergence analysis of the Lagrangian parameter versus 

different iterations 

 
 

6- Analysis on Results 

We present an iterative algorithm such that the cognitive 

system transmission rate is maximized by selection of the 

proper sensors for frequency band sensing and sharing 

while the total energy consumption and the primary 

transmission rate constraints are satisfied. We compare our 

proposed algorithm with the random algorithm in which 

the sensors are selected randomly for spectrum sensing 

and data transmission. This algorithm is selected due to its 

low complexity. In some figures, we compare our 

proposed algorithm with different transmission power of 

the sensors (  )   Fig.5, Fig.9 and Fig.10 show the 

available rate of the cognitive network in different 

dimensions of the environment, values of    and b. 

According to figures, our proposed algorithm has the 

maximum value due to the proper selection of the sensor 

node for transmission of its signal and also the primary 

user signal. On the other hand, by increasing the 

dimension of the environment, the energy consumption of 

the network is increased (Fig.6) while the available data 

rate of the network is decreased(Fig.5 and Fig.7).  In fact, 

by increasing  , the fraction of the received power for 

harvesting energy is increased, therefore, the available rate 

of the cognitive network is increased while by increasing 

b, more bandwidth is associated to transmit the primary 

user’s signal(Fig.11). Therefore, the achievable rate of the 

cognitive network is decreased. It should be noted that all 

algorithms are compared when the constraints of the 

problem are satisfied. 
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7- Conclusions 

In this paper, a dynamic cognitive sensor network is 

considered in which mobile sensor nodes have the 

capability of energy harvesting for spectrum sensing and 

data transmission. For this purpose, two time slots are 

considered. in the first slot, the cognitive sensor 

transmitter participates in spectrum sensing and in the 

existence of the primary user, it harvests the energy, 

otherwise the sensor transmitter sends its signal to the 

corresponding receiver while in the second slot, using the 

decode-and-forward (DF) protocol, a part of the bandwidth 

is used to transmit the primary signal and the remained 

bandwidth is used for transmission of the cognitive sensor. 

To this end, our optimization problem is proposed to 

maximize the cognitive network rate subject to the rate of 

the primary transmission, energy consumption of the 

cooperative spectrum sensing and the detection 

performance constraints by proper selection of the 

cognitive sensor transmitters for spectrum sensing and 

data transmission. Simulation results show the 

performance of proposed solution while satisfying the 

constraints of the problem in comparison with the bench 

mark algorithms. 
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Abstract  
The telecommunications industry is one of the most competitive industries in the world. Because of the high cost of 

customer acquisition and the adverse effects of customer churn on the company's performance, customer retention becomes 

an inseparable part of strategic decision-making and one of the main objectives of customer relationship management. 

Although customer churn prediction models are widely studied in various domains, several challenges remain in designing 

and implementing an effective model. This paper addresses the customer churn prediction problem with a practical 

approach. The experimental analysis was conducted on the customers' data gathered from available sources at a telecom 

company in Iran. First, partial churn was defined in a new way that exploits the status of customers based on criteria that 

can be measured easily in the telecommunications industry. This definition is also based on data mining techniques that can 

find the degree of similarity between assorted customers with active ones or churners. Moreover, a hybrid feature selection 

approach was proposed in which various feature selection methods, along with the crowd's wisdom, were applied. It was 

found that the wisdom of the crowd can be used as a useful feature selection method. Finally, a predictive model was 

developed using advanced machine learning algorithms such as bagging, boosting, stacking, and deep learning. The partial 

customer churn was predicted with more than 88% accuracy by the Gradient Boosting Machine algorithm by using 5-fold 

cross-validation. Comparative results indicate that the proposed model performs efficiently compared to the ones applied in 

the previous studies. 

 

 

Keywords: Partial Churn; Churn Prediction; Machine Learning; Feature Selection; Telecommunications Industry; The 

Wisdom of the Crowd. 
 

1- Introduction 

Churn prediction that can be defined as identifying which 

customers would put an end to using a company‘s services 

may consider as the most frequent predictive task within 

the telecommunications industry due to several benefits it 

could bring in for the company such as the less cost spent 

on retaining the existing customer in comparison to 

acquiring a new one [1]. In the customer churn prediction, 

a churn probability would be assigned to each customer 

based on their historical data, which leads to identifying 

the targeted customers for receiving marketing retention 

campaigns [2]. 

There are several reasons which make tackling customer 

churn problem necessary. In today‘s saturated and 

competitive market, any company should consider the fact 

that customers have the option to switch to other service 

providers [3]. In addition to more costs involved in 

acquiring new customers than retaining the existing ones 

[4]–[6], churning might also impact the reputation of a 

company and could lead to its brand loss [3].  

The dynamic relationship between customer satisfaction, 

service quality, and customer loyalty or switching 

behavior is the topic of many studies today. For example, 

satisfied customers will be more accepting of price rises 

which will, in turn, bring greater profits [7]. In recent 

years customer management research has followed major 

categories such as Customer Lifetime Value (CLV) which 
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leads to the conclusion that retaining customers is the most 

crucial work of customer management. Moreover, due to 

rapid progress in computing science and data mining 

algorithms, new directions followed by researchers consist 

of applying various machine learning algorithms, such as 

Neural Networks, to identify valuable customers and 

predict customers‘ churn rate [8].  

There are two basic approaches to reduce customer churn, 

namely untargeted and targeted approaches. In the targeted 

approach, companies will identify the customers who are 

likely to churn and offer direct incentives to retain them, 

while in the untargeted approach, superior products and 

mass advertisement are used to increase brand loyalty and 

retain customers. The targeted approach can be divided 

into two categories, namely, reactive and proactive 

approaches. In the reactive approach, the company will 

wait till the customer decides to terminate their 

subscription, and at that time, the company offers some 

incentives. However, in the proactive approach, the 

company tries to identify customers who have high risk of 

churn in the near future so that they can be targeted with 

special packages or incentives to keep them from 

churning. The proactive approach has the advantage of 

lowering incentive costs. The most important point in 

taking the proactive approach is to classify the customers 

accurately since the ineffective classification of customers 

will only lead to the waste of financial resources for 

wrongly targeted customers [9]. 

The customer churn prediction modeling has been studied 

in various industries such as retailing [10]–[14], banking 

[11], [15]–[17], e-commerce [18]–[20], media and social 

networking services [21], [22], financial services [23], 

[24], and telecommunications [2], [3], [25]–[31]. 

However, the customer churn predication still is a 

sophisticated process that contains many decision points 

for analysts [32]. 

In recent years, due to high costs related to acquiring new 

customers, saturated and dynamic market, and continuous 

new competitive offerings, the concentration of telecom 

companies has shifted to customer retention strategies [2], 

[33]. With an increasing interest in customer churn 

prediction, a wide range of machine learning classifiers 

have been proposed in the literature to deal with the churn 

prediction problem [28]. 

A non-contractual relationship between the customers and 

the companies suffers from the problem once the 

customers change their service provider without informing 

about it [10]. In such a scenario, predicting potential 

churners by analyzing the pattern in their behavioral 

features becomes a significant challenge that must be 

handled. Moreover, in developing a prediction model, 

there are various feature types with different levels of 

importance. Another issue that needs to be tackled is 

gaining an insight into which features have more 

predictive power and impact on customer churn. Yet 

another challenge is how to deal with the real-world data. 

Since the behavioral patterns of different churners are 

diverse, the company should not treat all customers in the 

same manner, i.e., the risk or probability of churn is not 

alike for all churners [3]. Therefore, embedding this 

difference in churn definition in the form of partial and 

semi-partial churners, in addition to complete churners, is 

a crucial point that were not considered in many previous 

studies in this field. 

While numerous research has been conducted to develop 

an effective classification model and identify the 

customers with a high risk of churn, defining churn and, 

more specifically, partial churn in various industries, 

especially the telecom industry, still needs to be 

completed. In other words, as mentioned before, 

inaccurate classification of the customers can lead to 

wasting financial resources, and achieving an effective 

model is based on how the churn is defined and the 

predictability of the features. In this regard, these two 

points, defining partial churn and feature selection, are 

focused on in this study.  

Encouraged by the aforementioned challenges, the key 

objectives of this paper are (i) defining partial churn in a 

new and practical way so that partial and semi-partial 

churners would be identified and targeted by retention 

strategies before total defection, (ii) identifying the most 

effective features in terms of greater power for 

discriminating between churners and non-churners by 

using various feature selection methods and the wisdom of 

the crowd as a novel approach to feature selection, and  

(iii) developing and evaluating an efficient churn 

prediction model based on the actual customer data in a 

telecommunications company. 

Hence, this research has been designed to answer the 

following research questions regarding customer churn 

prediction: 

RQ1: How can customer churn, partial churn, and semi-

partial churn, as various categories with different 

probability of churn, be defined in the telecom company? 

RQ2: What are the most predictive features that affect 

customer churn in the telecom company based on data 

mining techniques? 

RQ3: How can a classification model based on advanced 

machine learning algorithms be developed to predict the 

customers with various risks of churn in the telecom 

company? 

RQ4: What are the challenges in dealing with real data in 

the telecom industry, and how can they be handled to 

develop a prediction model? 

To answer these questions, a novel definition of partial 

churn is presented in this study. The definition is based on 

customers‘ status, determined by usage, plan, and volume 

features. Four classes of customers are defined by using a 

data mining approach and classifying customers based on 

their usage behavior similarity to active or total churners. 
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Hence, customers can be categorized with more resolution, 

and retention strategies would be more purposeful. 

Proposing a hybrid feature selection approach is another 

novelty of this paper. Comparing various feature selection 

methods and using the wisdom of the crowd can lead to a 

significant increase in the accuracy of the predictive 

model. Finally, a predictive model based on advanced 

machine learning algorithms is developed, which can 

efficiently predict partial and semi-partial churners. The 

model is obtained through handling different challenges 

such as imbalanced datasets, data cleansing, and feature 

selection which are tackled in the preprocessing phase of 

this study. Finally, while defining the four classes of 

customers, the proposed churn prediction model predicts 

the class of new customers, i.e., test dataset, with at least 

88% accuracy. 

The main contribution of this study lies in the partial churn 

definition based on data mining techniques which can find 

the degree of similarity between assorted customers with 

active ones or churners. Also, the hybrid approach in 

feature selection utilized in this study sheds light on the 

most predictive features among many features in a real 

dataset. 

The rest of the paper is organized as follows. In Section 2, 

the background and related works of the customer churn 

prediction concerning its different aspects are given. 

Section 3 specifies the methodology used in this work in 

terms of various steps to develop a churn prediction 

model. The results are given in Section 4 followed by a 

discussion in Section 5. Conclusion and directions for 

further research are in Section 6. 

2- Background and Related Work 

The literature review indicates about a number of 

researches already done in the customer churn prediction 

area. It also highlights techniques from basic as well as 

advanced algorithms that were used in different industries. 

This section provides an overview of related works on 

partial churn, feature selection for the churn prediction 

modeling, and classification algorithms.  

2-1- Partial Churn 

Although researchers often define customer churn based 

on the nature of the organization they examine [34]; but in 

general, customer churn can be defined as the customers' 

tendency to stop doing business with one company or 

organization and switch to products of another company 

within an assumed period [35]. One of the most 

fundamental points that should be considered in defining 

customer churn is to differentiate between contractual and 

non-contractual businesses since each has its own model. 

There are relatively few studies that define churn in non-

contractual settings [36] probably due to the difficulties in 

determining the time when customer becomes effectively 

inactive, when there is no contract. From a business 

perspective, we can say that partial churn is even more 

important than the complete churn [37]. The importance of 

identifying partial churners is that, firstly, these customers 

are considered to be loyal and the loss of sales related to 

them, even partially, can be significant. Secondly, the 

partial defection can lead to complete defection in the 

long-term. Hence, the sooner the partial churn is detected, 

the more valuable it is for marketing managers to prevent 

them from complete churn by adopting appropriate actions 

[10].  

Based on the literature review, most previous studies were 

conducted in some industries such as telecommunications 

and retailing, due to their non-contractual settings. Most 

customers show a partial defection before their complete 

churn, which may finally lead to a complete switch [10]. 

Table 1 summarizes some of the most important partial 

churn definitions in the literature. 

Table 1: Partial churn definitions 

Churn Definition Industry Study 
Change in transaction 

patterns and stopping the 

use of a product or service 

 

Retailing [10] 

Change in customers‘ 

status 

 

Telecommunications [25] 

Customers who have not 

made a purchase within a 

certain period of time or in 

all subsequent periods 

have spent less than 40% 

of the reference period. 

Also, partial churn is 

defined as stopping the 

purchase of certain goods 

or services 

 

Retailing [13] 

Evaluation of a set of 

definitions based on 

economic parameters 

 

Retailing [36] 

Change in Length, 

Recency, Frequency, 

Monetary (LRFM) pattern 

and purchasing behavior 

 

E-commerce [19] 

Considering the Poisson 

distribution for the 

customer purchasing 

pattern, the significant 

difference between the rate 

parameter in the two time 

periods of reference and 

evaluation indicates churn 

Retailing [38] 

The amount of similarity 

to either active or expired 
Telecommunications 

Current 

study 
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Churn Definition Industry Study 

customers based on the 

usage, plan, and volume 

statuses 

2-2- Feature Selection 

In order to get consistent, unbiased, and a set of 

explanatory features, the number of features should be 

reduced by applying feature selection methods [39]. 

Filtering methods are advantageous due to their high-

speed calculations, but there is no guarantee that the subset 

of the selected features will be optimal. Chi-square test, 

information gain, Fisher‘s Score, Anova, Minimum 

Redundancy Maximum Relevance (MRMR), and Linear 

Discriminant Analysis (LDA) are among filtering feature 

selection techniques [5], [33], [40]–[47]. On the other 

hand, wrapper methods are based on scoring possible 

subsets of features relying on their predictive potential. 

Sequential Forward Selection (SFS), Sequential Backward 

Elimination (SBE), and Boruta algorithm are among the 

most common wrapper techniques though they are 

intensive computationally [44], [48]–[50].  

Finally, embedded algorithms have their own built-in 

feature selection methods. These are similar to wrapper 

methods in terms of dependencies on the classifier. 

However, embedded methods are computationally faster 

than wrapper ones. LASSO regression, Random Forest, 

and Recursive Feature Elimination-Support Vector 

Machine (RFE-SVM) are some examples of this type of 

techniques [29], [51]–[54]. Moreover, using the two-phase 

feature selection method by researchers is reviewed by 

Jain et al. (2020). The two-phase feature selection method 

can consist of a combination of experts-advised subset and 

Markov blanket discovery.  

The wisdom of the crowd is an emerging concept that is 

used for feature selection in this research. The wisdom of 

the crowd concept refers to the fact that aggregated 

judgments by individuals are often more accurate than that 

of the smartest person in the crowd [55]. In this regard, 

crowd refers to a group of individuals with various 

perspectives, and wisdom contains purposeful acts, 

reasonable thought, and effectively dealing with an 

environment [55]. There are some factors that influence 

crowd performance, such as diversity, independence, and 

decentralization which were introduced by Surowiecki 

(2005) [56].  

Possession of varying degrees of knowledge and insight 

explains the diversity. Independence means no influence 

on each member‘s decisions by other members, and 

decentralization relates to the concept that power does not 

fully reside in one central location [56]. Moreover, Hong 

et al. (2020) proposed that crowd size is a moderator 

between crowd characteristics and crowd performance 

[55]. In recent years, the wisdom of the crowd has been 

found to have many applications in some fields, such as 

the stock prediction domain and financial trade [57]–[59]. 

The predictive features can be used by the marketing 

department to implement retention strategies. While data 

mining techniques are used in this regard, it should be 

noted that using predictive features to predict and then 

change the churn intention can find its roots in the Theory 

of Planned Behaviors (TPB) introduced by Ajzen (1985). 

This theory, which expands the theory of reasoned action, 

states that many factors influence the stability of 

behavioral intentions. Investigating these factors sheds 

light on how it may be possible to prevent changes in 

intentions. Hence, a measure of intention is expected to 

allow precise prediction of intentional behavior unless the 

intention changes after it is evaluated but before the 

behavior is observed. This intention is, in turn, a function 

of two factors which are the attitude toward trying and the 

subjective norm with regard to trying [60]. The findings of 

this study are discussed according to this theory in the 

Discussion section. 

2-3- Classification Algorithms 

The customer churn prediction can be considered as a 

management science problem for which we can usually 

adopt a data mining approach. ―Data mining is the process 

of discovering meaningful new correlations, patterns, and 

trends sifting through large amounts of data stored in 

repositories, using pattern recognition technologies as well 

as statistical and mathematical techniques‖ [61]. Since the 

main aim of churn prediction is to classify the type of 

customers (non-churner, partial churner, churner), a 

variety of supervised machine learning classifiers have 

been proposed in the literature. In this subsection, we 

provide an overview of some of the previous studies on 

churn prediction. Table 2 provides a review of the 

classification algorithms used in some of customer churn 

prediction studies in the telecommunications sector. 

Table 2: Literature review on classification algorithm to predict customer 

churn in the telecom sector 

Classification Algorithm Study 

Ensemble [30] 

Logistic Regression (LR) [25] 

Neural Network (NN) [62] 

NN [63] 

Support Vector Machine (SVM), NN, Decision Tree 

(DT) 
[64] 

SVM [65] 

Genetic Programming (GP) & Self-Organizing 

Maps 
[26] 

SVM, DT, Back Propagation Network (BPN) [31] 

Ordered Fuzzy Rule Induction [66] 

Fast Fuzzy C-Means & GP [67] 

Convolutional Neural Network (CNN) [68] 

Recurrent Neural Network (RNN) [69] 

CNN [70] 
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Classification Algorithm Study 

Fuzzy classifiers [71] 

LR, DT, NN, Random Forest (RF), SVM [2] 

Long Short-Term Memory (LSTM), Gradient 

Boosting Tree (GBT), RF, SVM 
[72] 

Agent-Based Modeling and Simulation (ABMS) [73] 

RNN, LR, RF, LSTM, Probabilistic Neural Network 

(PNN) 
[28] 

DT, Naïve Bayes (NB), Rule Induction [74] 

CNN [29] 

LR, Multi-Layer Perceptron (MLP), NB, Bagging 

and Random Tree, 

AdaBoostM1, Attribute Selected, Decision Stump, 

RF, J48, Random Tree, Lazy learning methods 

(Locally Weighted Learning, lazy k-nearest 

neighbor) 

[3] 

NB, Generalized Linear Model (GLM), LR, Deep 

Learning (DL), DT, RF, GBT 
[27] 

Ensemble Classifiers (K-Nearest Neighbors, NB, 

RF, LR) and (Cat Boost, Gradient Boosting, 

Extreme Gradient Boosting) 

[75] 

NN, SVM, NB, RF, Adam DL [76] 

 

As Table 2 illustrates, advanced data mining algorithms 

such as bagging, boosting, and stacking are exploited in 

recent years due to their better performance compared to 

the basic ones. Boosting is a technique that improves the 

accuracy of the classification model by applying the 

functions in a series iteratively and then combining the 

result of each function with weighting in order to 

maximize the total accuracy of the prediction. Friedman 

(2002), constructed additive regression models by 

iteratively fitting a base learner or weak classifier to 

current pseudo-residuals with least squares. Indeed, these 

pseudo-residuals are the gradient of the loss function, 

which should be minimized [11]. 

Implementing Rough Set Theory (RST) which is a 

technique for dealing with uncertainty and for identifying 

cause-effect relationships in databases, has also been used 

for customer churn classification modeling [9], [77]. In [8], 

knowledge of survival analysis was applied in customer 

management, while Devriendt et al. (2021) used uplift 

modeling as prescriptive analytics, which aims a reduction 

in the likelihood of churn when customers are targeted 

with the retention campaign based on the net difference in 

customer behavior [78]. Using unstructured data such as 

text is another approach that has been used in recent years. 

For example, [79] utilized a call center dataset to predict 

customer churn risks and generate meaningful insights 

using interpretable machine learning with personas and 

customer segments, and [80] used website data holding 

customer complaints in this regard.   

3- Data and Methodology 

This section discusses the main building blocks of the 

proposed customer churn prediction model, which leads to 

identify partial churners in a telecommunications 

company. Since the problem is analyzed through the data 

mining approach, the methodology in the present study is 

the data science methodology introduced by IBM [81], 

which includes ten steps, which is an extension to the 

CRoss Industry Standard Process for Data Mining 

(CRISP-DM) method [82]. While using the data mining 

approach, the findings of the study are discussed through 

the lens of TPB in the Discussion section. 

Figure 1 shows the overall framework of the data analysis. 

As it can be observed, this framework consists of four 

main steps. In the first step, a binary classifier is used to 

model Active versus Expired customers. Expired 

customers are the ones who were not using the services for 

more than eight months. In the second step, a partial churn 

definition can be derived based on the amount of similarity 

between any customer with either Active or Expired 

customers. In other words, the ―statuses‖ of the customers 

are linked to the partial churn. Then, based on the partial 

churn definition, a multiclass problem is set up to predict 

whether customers are in the ―partial churn‖ status. 

Finally, using Partial_Churn and Semi_Partial_Churn 

labels and prediction model, the most predictive features 

can be identified. 

3-1- Data Definition 

Based on the Exploratory Data Analysis (EDA), our 

variables and their statistical features were obtained 

through data summarization and visualization. Three 

datasets were used in this research, which contains 

customer data on three specific dates, i.e., August and 

November of 2018 and February of 2019. Table 3 presents 

the number of records and features of each dataset before 

and after data cleansing. Three dates were selected so that 

the customers‘ status can be tracked at least in a 6-month 

period.  

 

 

 

 

  
Fig. 1 Overall framework of the data analysis 
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Table 3: Datasets used in this research 

 

The resulted independent features consist of 31 nominal 

variables, nine dates, which then changed to numeric 

variables, and 47 numeric variables. The dependent 

variable, which is the STATUS of the customer, i.e., a 

label indicates the churned or non-churned customers, is a 

logical variable. In the second phase of data cleansing, 

some of the nominal features with too many unique values 

were eliminated by investigating the statistical 

characteristics of features. Moreover, some dates from 

which the Status can be derived directly were removed 

from the dataset, which led to 72 features. The features can 

be categorized into six main groups: plan-related, 

customer life-related, usage-related, revenue-related, sale-

related, and geographic-related features- the number of 

each and some examples are provided in Table 4. 

Table 4: Categories of features in real-world dataset used to predict 

customer churn 

Example 
Number of 

features 
Category 

Volume, Speed, 

Duration 
10 Plan-related features 

Nominal Life, Real 

Life 
5 

Customer Life-

related features 

Last_Month_Usage, 

Last_3_Month_Usage, 

Burned_Traffic 

14 
Usage-related 

features 

Total_Revenue, 

Monthly_Revenue, 

Usage_Revenue 

19 
Revenue-related 

features 

Sale_Type, 

Model_Name 
9 Sale-related features 

BTS_City 15 
Geographic-related 

features 

 

Training and test datasets are derived from the three 

datasets mentioned above. In this research, two training 

and two test datasets were used. The first training and test 

datasets were used for partial churn definition in a binary 

classification model, and the second ones were used in 4-

class classification. The first training dataset consists of 

customer records whose status had not been changed 

during the 6-month period, i.e., from August 2018 to 

February 2019. In other words, these customers were 

labeled as Active customers during the 6-months period, 

which means they were using the services during this 

period, or they labeled as Expired, which means they were 

not using the services for more than eight months and 

maintained this status for at least six months. The second 

training dataset, which includes the data set of November 

2018 with new labels derived from the previous step, was 

used for training. The second test dataset consists of the 

customers who were added in the three-month period and 

were considered new records selected for testing. In both 

phases, 5-fold cross-validation was applied to training 

datasets. Table 5 presents training and test datasets for 

each of the phases. 

Table 5: Training and test datasets for each of the phases 

phase No. of records of 

the Training 

dataset 

No. of records of 

the Test 

dataset 

Partial churn 

definition 

96934 152434 

all records from 

August 2018 

which maintained 

the same status 

during 6 months 

all records from 

the three dates 

which are not 

among training 

dataset 

4-class 

classification 

173706 43280 

all records from 

November 2018 

which were 

assigned one of 

the four labels 

based on Table 6 

all new records 

from February 

2019 that were 

added to the 

dataset in the last 

three months 

3-2- Partial Churn Definition 

In this paper, different customer statuses are grouped into 

four: active, semi-partial churn, partial churn, and expired. 

In non-contractual businesses, as in our case, the churn 

event cannot be determined explicitly since the customer 

can finish the relationship with the service provider 

without prior notice. Therefore, we have to clearly define a 

churn criterion based on which partial churners can be 

identified before their complete defection. In other words, 

the churn should be predicted in advance in order to have 

time for customer retention strategies. 

Customers with semi-partial and partial churn status are 

more likely to churn than customers with active status, 

hence; these are the customers marketing department can 

focus on. Optimization of the fraction of customers that 

should be targeted by the retention campaign can lead to 

maximize the profit [39]. In our case study, which is an 

internet service provider company, 14 statuses are defined 

No. of features after 

data cleansing 

No. of records after 

data cleansing 

No. of features before 

data cleansing 

No. of records before 

data cleansing 
Date 

No. of 

dataset 

87 208585 110 213166 August 2018 1 

87 223970 110 228941 
November 

2018 
2 

87 249511 110 254994 
February 

2019 
3 
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for customers based on criteria: (i) usage behavior, (ii) 

having a plan (i.e., the last main plan purchased by 

customer), and (iii) having volume. Table 6 summarizes 

different groups of customers based on their statuses.   

In order to define the partial churn, a binary classification 

model was built based on the training dataset, i.e., a 

dataset containing the records of active and expired 

customers who had not changed their status for at least a 

6-month period. Therefore, Partial_Churn can be defined 

as a status that customers have equally shows similarity to 

either Active customers or Expired customers while 

Semi_Partial_Churn is assigned to customers with more 

similarity to Active customers, but they still tend to churn 

more than the Active ones. As explained, the definition 

approach is based on the similarity of customers‘ features 

with either active customers or total churners. 

Table 6: Customers‘ status based on usage behavior, plan, and volume 

Status Criteria 
Active  

 

Usage behavior 

 

without usage 10 to 20 days (10TO20) 

without usage 20 to 30 days (20TO30) 

without usage for more than 30 days (gt30) 

Without plan 0 to 1 month (0TO1)  

 

 

Plan 

without plan 1 to 2 months(1TO2) 

without plan 2 to 3 months (2TO3) 

without plan 3 to 5 months (3TO5) 

without 5 to 7 months (5TO7) 

without plan 7 to 8 months (7TO8) 

without plan more than 8 months (Expired) 

without volume 3 to 7 days (3TO7)  

Volume without volume 7 to 20 days (7TO20) 

without volume more than 20 days (gt20) 

 

Table 7 illustrates the labels which are derived after 

several moves back and forth between preprocessing and 

modeling steps in order to obtain a model with more than 

99% binary classification accuracy. In Table 7, two new 

classes were defined: Semi_Partial_Churn and 

Partial_Churn. Customers labeled as Semi_Partial_Chrun 

are the ones whose features are more similar to the Active 

customers, while the customers labeled as Partial_Churn 

can be either Active or Expired. In other words, the 

probability of becoming a churner is more with the ones 

who labeled as Partial_Churn. Moreover, semi_partial 

churners tend to become churners more than the active 

ones. Therefore, these labels can categorize the customers 

with more resolution. The statuses provided in Table 7 are 

the same as those in Table 6 except for ―gt20‖. This status 

was removed since it could not be in any of the classes 

mentioned above. 

 

 

 

 

Table 7: Partial churn definition based on customers‘ status 

Label Status 

 

 

ACTIVE (classified as active with more than 

95% probability) 

Active 

0TO1 

3TO7 

7TO20 

10TO20 

 

Semi_Partial_Churn (classified as active with 

80 to 95 percent probability) 

 

1TO2 

gt30 

 

Partial_Churn (classified as active (or expired) 

with nearly 50% probability 

 

2TO3 

 

EXPIRED (classified as expired with more 

than 95% probability) 

3TO5 

5TO7 

7TO8 

Expired 

3-3- Preprocessing 

Data preparation methods often refer to the transformation 

of features into variables that support a particular machine 

learning algorithm [2]. In the process of knowledge 

discovery and developing a practical model to predict 

churn, the data preparation and the feature selection are 

essential steps. In other words, selecting the most valuable 

features can reduce over fitting as well as the complexity 

of the model while improving the interpretability for users 

[83]. The preprocessing step in this study consists of initial 

data cleansing, data transformation, normalization, One-

Hot encoding, feature selection, and the handling of 

imbalanced dataset problem. Figure 2 depicts the main 

tasks of the data preprocessing used in this study. 

Data cleansing includes finding the test records, which do 

not relate to customers, removing the inaccurate data 

caused by system bugs and data entry mistakes, replacing 

the inconsistent and missing values, and eliminating 

irrelevant and zero variance features, all done using 

experts‘ knowledge about the data. For example, most of 

the missing values are replaced by using other databases of 

the company. As a preprocessing task, the z-score 

normalization is applied on the dataset to make them 

appropriate for correlation analysis, i.e., all numerical 

features are standardized by removing the mean and 

scaling the values to unit variance. For nominal variables, 

One-Hot encoding is applied so that each of these 

variables can be represented with as many binary variables 

as the number of unique values of that variable. It is worth 

to note that most of the preparations such as reducing 

skewness of features distribution, normalization, and a 

One-Hot encoding are applied to the data for the 

correlation analysis purpose and not needed when the H2O 

package is used for modeling since H2O AutoML-function 

applies all the required preprocessing in accordance with 

each algorithm before modeling [84]. 

In many data mining applications such as the churn 

prediction, rare cases or minority classes, are of main 
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interest [11]. It may cause classification methods to 

experience challenges in identifying the churners, which 

leads to the poor classification power. The best 

performance of classification techniques can be achieved 

when the class distribution is approximately even [39]. 

Considerable works have been done on handling the 

imbalanced dataset problem [47], [85]–[92] which 

categorize the methods into oversampling, synthetic data 

generation which is a type of oversampling, under-

sampling, and cost-sensitive learning ones. The Synthetic 

Minority Oversampling Technique (SMOTE) is one of the 

synthetic oversampling techniques used in the literature 

[93], which is also applied in the current study due to its 

efficiency. Indeed, oversampling methods, on the one hand, 

focus on improving classifiers‘ performance on the 

minority class samples; on the other, boosting methods 

focus on the hard-to-learn majority class samples. 

Therefore, as proposed by Barua et al. (2012), boosting 

and oversampling together can provide an efficient option 

for learning the imbalanced data [85]. This approach is 

also useful in this study since we apply a boosting 

algorithm, i.e., gradient boosting machine, together with 

oversampling for handling the imbalanced dataset 

challenge. Therefore, oversampling based on SMOTE 

technique is adopted in this study to handle imbalanced 

dataset. 

3-3-1- Feature Selection 

In this study, feature selection has played a crucial role in 

achieving the results. So, as a part of the research, the 

result of some common feature selection methods from 

various categories, i.e., filtering, wrapper, and embedded 

methods, are compared to each other. Therefore, the 

correlation analysis by using Pearson correlation 

coefficient, Boruta, LASSO, Ridge, and Random Forest 

methods are used. Moreover, as mentioned before, the 

concept of the wisdom of the crowd is applied. The 

individuals who have expert knowledge of the features are 

from various departments, i.e., marketing, data 

management, and Customer Relationship Management 

(CRM). The important features selected by these 

individuals are then compared to the features selected by 

algorithms. 

As shown in Table 8, two different approaches are used 

for feature selection: the algorithm-based approach and the 

wisdom-of-the-crowd-based approach. The features 

selected by the wisdom of the crowd can help us in two 

ways. First, in case that there is a difference between the 

results of various algorithms, it would be observed that 

using the crowd's wisdom can be helpful. Secondly, most 

of the features considered as important by the wisdom of 

the crowd are in the final list of important features with the 

best performance of the model in terms of accuracy. So, it 

can be used as a useful method that complements the 

feature selection algorithms' results. 

 

Fig. 2 Preprocessing step for developing a customer churn prediction 

model 

Table 8 presents that some features are considered 

important by all methods, for example, 

PLAN_GROUP_NAME, some other features are 

considered important by some of the methods while their 

importance weight is low by the others, like REAL_LIFE 

or BURNED_TRAFFIC. Some features are not considered 

predictive by the wisdom of the crowd, while feature 

selection methods considered them important and, 

therefore, predictive ones such as 

INSTALLATION_AGENT_NAME. Based on the results 

by various methods, a hybrid approach was adopted. 

Based on this hybrid approach, different subsets of 

features were used to train the prediction model to find the 

most effective subset, leading to the highest prediction 

accuracy. The difference between these subsets is based on 

the selection criterion.   
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Table 8: Applying various feature selection methods 

Crowd’s 

wisdo

m 

Boruta 

(confirmed/r

ejected 

and mean 

importanc

e) 

RF 

(wei

g

ht

s) 

Ridge 

(absol

ute 

coe

ffic

ien

ts) 

LASSO 

(absolute 

coeffici

ents) 

Feature 

 
Rejected/ 

-0.2852793 
0.00 

0.238

5 
0.8272 

CUSTOM

ER_TYPE 

 
Confirmed/ 

5.9657923 
0.40 

0.087

9 
0.2057 

PLAN_G

ROUP_N

AME 

 
Confirmed/ 

25.9943734 
0.47 

1.895

29E-

05 

0.0002 

LAST_M

ONTH_U

SAGE 

 
Rejected/ 

1.8492914 

8.87

E-

05 

9.033

3E-

07 

0 

LAST_M

ONTH_E

XTRA 

_TRAFFI

C_REVE

NUE 

 
Confirmed/ 

7.5701373 
0.00 

5.782

02E-

07 

6.72E-06 

BURNED

_TRAFFI

C 

- 
Confirmed/ 

3.9381313 
0.07 

0.143

4 
0.3188 

INSTALL

ATION_A

GENT_N

AME 

 
Confirmed/ 

11.5165463 
0.72 

0.004

5 
0 

REAL_LI

FE 

3-4- Gradient Boosting Machine (GBM) 

Advanced data mining algorithms are those implemented 

in the H2O library. The H2O is an open-source advanced 

machine learning tool that helps us create high-

performance models. The algorithms implemented in the 

H2O library, which have been used for the classification 

and the churn prediction, include Gradient Boosting 

Machine (GBM), Stacked Ensemble, Deep Learning (DL) 

as a fully connected multi-layered artificial neural network, 

Distributed Random Forest (DRF), Extremely 

Randomized Trees (XRT), Generalized Linear Model 

(GLM), and XGBoost [84]. After applying AutoML 

function on our dataset, GBM outperforms the other 

algorithms in terms of prediction accuracy, precision vs. 

recall, Area Under Curve (AUC), and logloss. In the H2O 

package, the GBM algorithm provided by Ellis et al. 

(2008) is implemented [94]. This algorithm uses 

distributed trees in such a way that a tree node is assigned 

to each row. An in-memory map-reduce task calculates 

statistical parameters such as the Least Mean Square Error 

(MSE) and uses it to make an algorithm-based decision 

[95]. 

 

 

 

3-5- Evaluation Measures 

In this study, in order to evaluate the performance of the 

classification model, we have used different performance 

metrics such as accuracy, precision, and recall, which are 

derived from the confusion matrix and logloss. Area 

Under Curve (AUC), i.e., the area under the Receiver 

Operating Characteristic Curve (ROC), is another useful 

metric for a binary classification since it is not sensitive to 

imbalanced classes [27]. AUC can be defined as ―the 

estimated probability that a randomly chosen churner has a 

higher posterior churn probability than a randomly 

selected non-churner‖ [2]. Therefore, we have used this 

metric in the partial churn definition phase. 

All the preprocessing, classification, and prediction 

implementations were done using R language version 

3.6.1 mainly with tidyverse [96], recipes [97], and H2O 

[84] packages. For feature selection, packages such as 

glmnet [98], Boruta [99], and randomForest [100] were 

used. The experiment was performed using the 

classification algorithms of the H2O package in R. 

4- Results 

This section explores the results obtained through the 

experimental analysis. Further, the results are used to 

evaluate the impacts of feature selection, oversampling, 

and classification algorithms. Figures 3 represent the 

visualization of comparison between various advanced 

machine learning algorithms in terms of ROC.  

Since GBM outperforms other algorithms with respect to 

ROC plots, we could select GBM as the best classifier on 

predicting the correct customer churn for our dataset. We 

adopted an oversampling technique during the training to 

handle the imbalanced dataset problem. This led to an 

increase in the churn rate from 20% to nearly 50%.  

Therefore, an approximately uniform distribution of the 

target variable affects the churn prediction performance 

with an improvement in the accuracy measured by the 

ratio of true positive/negative to the total number of 

samples. Table 9 presents the overall performance of the 

churn prediction model, which classifies the new 

customers into four classes with over 88% accuracy for 

each, and more than 97% overall accuracy rate. 

Table 9: Performance of final multi-class GBM classifier 

Overall accuracy 
Prediction 

accuracy 

Label (target 

variable) 

97.6% 

 

0.9908 ACTIVE 

0.9006 Semi_Partial_Churn 

0.8843 Partial_Churn 

0.9596 EXPIRED 

 

The features which were selected through the mechanism 

explained in Section 3.3.1 are provided in Table 10 after 
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the interpretation step in order to filter them. The results 

indicate that the 31-numeric features are the best subset of 

features in terms of accuracy, AUC, and other metrics. 27 

out of these 31, which means 87% of the features are 

amongst the features selected by the wisdom of the crowd. 

In our case study, the customers classified as 

Semi_Partial_Churn and Partial_Churn were 10% of the 

total in test dataset, which equals nearly 4,000 customers 

who should be targeted for marketing campaigns. 

4-1- Interpretation of the Results 

To understand the contribution of each feature to the 

prediction result, we use the Locally Interpretable Model-

agnostic Explanations (LIME) package [101]. This is 

implemented in R language to find the k-most important 

features which lead to the obtained result for each 

customer. Figure 4 depicts a sample of the LIME diagram, 

a local interpreter, and specifies the importance of features 

in different ranges. In this Section, we want to infer some 

insights by comparing each feature selection method's 

results to the results derived by the LIME interpreter. In 

Figure 4, the blue color indicates the feature positively 

affecting the category it belongs to, i.e., Active, Partial 

Churn, or Expired, while the red color shows the contrast. 

The color intensity illustrates the importance of that 

feature. Each feature's weight obtained by the LIME 

interpreter is based on that feature's role in the prediction 

model. Table 9 shows some of the most predictive features 

after the interpretation of the results. 

The results indicate that among nominal features, the type 

of the last plan purchased by the customer has a high 

weight in prediction. Another predictive feature is the 

usage-related revenue, i.e., dividing the total revenue of 

the purchased plans to the usage of the customer. The total 

usage, the number of transactions, and the remaining 

volume from the last plan are also among the most 

predictive features. The length of the relationship between 

customer and company is also found to be important. 

Table 10: The most predictive features for customer churn prediction 

Feature Category 

Last month usage-related revenue Revenue 

Duration of the last plan Plan 

Remained volume of the last plan Usage 

Last year average total revenue Revenue 

Volume of the last plan Plan 

Life of the customer (length of the 

relationship with the company) 
Customer Life 

Burned traffic of the last plan Usage 

Last month usage Usage 

Cluster of the plan Plan 

5- Discussion 

This section highlights the contributions made to the 

existing knowledge by comparing the results obtained in 

Section 4 to some of the previous studies, followed by the 

current research findings. Finally, we conclude keeping in 

mind the limitation to the study. 

5-1- Contribution to the Existing Knowledge 

As described in Section 3.2, we have defined the partial 

churn in a new way, which was not used by any of the 

previous studies, to the best of our knowledge. This 

definition not only exploits the status of customers based 

on the criteria that can be measured easily in the 

telecommunications industry, especially internet service 

provider businesses, but also by defining four classes of 

customers narrows the targeted customers in accordance 

with their risk of churning. Hence, retention campaigns 

would be more purposeful. 

 

Fig. 3 Comparison between advanced classification algorithms in terms of AUC 
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As other studies [31] proposed, we too confirmed that 

boosting can improve the performance of the classifier. 

Moreover, gradient boosted regression trees can have a 

better performance compared to other advanced data 

mining algorithms. This is in line with the results provided 

by [27], and, therefore, is recommended. Moreover, we 

also found the features related to recency, frequency, and 

monetary to be among the best predictors to distinguish 

between different classes of customers which is in line 

with other studies [10], [12], [19]. Other features such as 

customer usage-related ones and the length of relationship 

are important as well. A complete list of the most 

important features is presented in Table 10.  

The proposed feature selection approach is another 

important step used to achieve high accuracy and an 

efficient prediction model. For the feature selection 

approach, we used at least one method from each category 

of techniques in order to compare the results and select the 

features, which are recognized as important by most 

methods. Additionally, we applied the interpretation of the 

results and the wisdom of the crowd in the feature 

selection process. The results showed that the aggregation 

of this wise crowd‘s opinions can be used as a complement 

to the results of feature selection algorithms. Especially in 

the cases that the results of the algorithms contradict each 

other, we can rely on the wisdom of the crowd. It can also 

be observed that 87% of the most important features that 

form the best subset of features are the same as the 

features selected by the wisdom of the crowd. So, using 

the wisdom of the crowd can contribute to the feature 

selection procedure in two ways. First, if there is any 

contradiction between the results of various algorithms, it 

would be observed that using the crowd's wisdom can be 

helpful. For example, BURNED_TRAFFIC and 

REAL_LIFE were not selected as important features by 

LASSO and Ridge algorithms while confirmed as 

important ones by Boruta and also by the wisdom of the 

crowd. It can be observed that these features are among the 

most predictive features in Table 10, which is the final list 

of features. Secondly, most of the features considered as 

important by the wisdom of the crowd are in the final list 

of important features with the best performance of the 

model in terms of accuracy. Therefore, it can be used as a 

useful method that complements the feature selection 

algorithms' results. 

Table 11 provides a performance comparison of the 

present study with some of the other studies in terms of 

overall accuracy. It can be observed from comparative 

results that our prediction model performs efficiently as 

compared to the previously used techniques. The last but 

not the least, since our experiment was based on the real-

world dataset, we faced many challenges to tackle. 

As a matter of fact, the results can be considered as 

applicable to the business. As mentioned, according to the 

Theory of Planned Behavior, behavioral attitude, 

subjective norms, and perceived behavioral control 

influence intention toward the behavior. This cognitive 

model has become applicable in many research areas, such 

as predicting loyalty intention. Based on various studies, it 

was found that behavior attitude is the strongest predictor 

of intention, while some authors have resembled switching 

costs as the perceived behavioral control of the TPB 

because of its ability to predict customer loyalty [102]. 

Fig. 4 Interpretation of prediction results with LIME 
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In recent years, due to the increasing availability of data 

on customer activities, more complex metrics have been 

developed to describe customer behavior and how 

behavioral attributes can be linked to customer retention 

and company performance [103]. These behavioral 

attitudes influence the churn intention and can be used as 

early signs of churn, which can be handled by different 

retention strategies that affect behavioral attitudes. Based 

on the findings of this study, Table 10 indicates the most 

predictive features extracted by the hybrid feature 

selection approach and interpretation of the prediction 

model. Among these features, 3 of them, such as last 

month usage, burned traffic, and remained volume of the 

last plan, directly relate to customer usage behavior, while 

the features in plan and revenue categories indirectly 

indicate this behavior. In other words, by investigating 

these signs in customer usage behavior, the service 

provider can offer personalized plans and incentives to 

customers to influence their attitudes and retain them. 

Table 11: Comparison of predictive performance of proposed and 
previous approaches 

Accuracy Model 

[76] [3] [27] [19] [31] Present 

study 

0.98 0.48 0.7 - - - NB 

 - 0.8 - - 0.838 GLM 

 0.71 0.8 - - - LR 

 - 0.7 - - 0.89 DL 

0.99 0.89 0.7 - - 0.941 RF (DRF) 

 - - 0.97 - 0.974 Stacked 

Ensemble/DT 

Ensemble 

 - 0.8 - - 0.976 GBT (GBM) 

 0.89 - - - - Bagging + 

Random Tree 

0.974 - - 0.935 0.95 - BPN/ANN 

0.976 - - - 0.96 - SVM-Radial 

Basis 

Function 

(RBF) 

 - - - 0.968 - SVM-POLY 

(polynomial 

kernel) 

 - 0.7 0.94 0.95 - DT/DT-C5.0 

 0.88 - - - - J48 

0.98      Adam 

5-2- Implications and Limitations 

The results of the present study have some implications for 

the practice in the churn prediction area of the 

telecommunications company, such as to improve 

satisfaction by targeting customers, which are identified as 

partial or semi-partial churners as well as managing 

customer‘s expectations by specifying effective features 

on customer churn by using proposed feature selection 

approach through combining various feature selection 

algorithms and complement it by the wisdom of the crowd. 

Like others, this study has shortcomings and limitations as 

well. For that matter, all experimental evaluations are 

based on a specific real-world dataset and confined to the 

telecom industry so that not only the results can be verified 

by other studies but it can also be applied in practice. It 

must be noted that some of the very important sources of 

data, such as those on marketing campaigns and call 

centers, are not used in the process of churn prediction 

because of their incompleteness. 

6- Conclusion and Future Work 

The churn prediction in the present telecom market is a 

compelling issue of the CRM [3] which can be conducted 

by identifying likely churn customers and providing 

competitive offers to them. In this article, we first dealt 

with this problem and its different related aspects by using 

the real-world data extracted from various sources of a 

telecommunications company. Then, we proposed that 

partial churners, i.e., potential ones with medium to high 

risk of churn, could be identified prior to their decision to 

a complete churn by analyzing the patterns e.g., customers‘ 

usage, revenue-, plan-related features. We used state-of-

the-art classification techniques for the customer churn 

prediction problem for a real-world dataset of an internet 

service provider company. It is clear from the comparative 

results that the gradient boosting machine performed better 

than other classification algorithms in predicting the 

customer churn. Further, this work sheds some light on the 

features that should be considered as more important, and 

it is observed that customer‘s usage- and plan-related 

features have more importance and predictive power than 

other types. While investigating the impact of 

oversampling technique SMOTE on the performance of 

the prediction model, the results of the current study 

suggested that the classifiers could achieve a significantly 

improved performance applying an oversampling method 

which also supported the findings of some previous studies 

[27], [28]. Consequently, this study is unique when it 

comes to the partial churn definition and its feature 

selection approach, which uses the feature selection 

algorithms complemented by the wisdom of the crowd, 

leading to the high accuracy of the prediction model. 

Still some areas need further study. In any future research, 

we would like to use other feature types such as marketing 

data and other advanced machine learning algorithms such 

as CNN and RNN suggested by [29] and [28] respectively.  
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Abstract 
Medical imaging refers to the process of obtaining images of internal organs for therapeutic purposes such as discovering or 

studying diseases. The primary objective of medical image analysis is to improve the efficacy of clinical research and 

treatment options. Deep learning has revamped medical image analysis, yielding excellent results in image processing tasks 

such as registration, segmentation, feature extraction, and classification. The prime motivations for this are the availability of 

computational resources and the resurgence of deep Convolutional Neural Networks. Deep learning techniques are good at 

observing hidden patterns in images and supporting clinicians in achieving diagnostic perfection. It has proven to be the most 

effective method for organ segmentation, cancer detection, disease categorization, and computer-assisted diagnosis. Many 

deep learning approaches have been published to analyze medical images for various diagnostic purposes. In this paper, we 

review the works exploiting current state-of-the-art deep learning approaches in medical image processing. We begin the 

survey by providing a synopsis of research works in medical imaging based on convolutional neural networks. Second, we 

discuss popular pre-trained models and General Adversarial Networks that aid in improving convolutional networks’ 

performance. Finally, to ease direct evaluation, we compile the performance metrics of deep learning models focusing on 

covid-19 detection and child bone age prediction. 

 

 

 

Keywords: Convolutional Neural Networks; Deep learning; Generative Adversarial Network; Medical Image Analysis; 

Transfer learning.  
 

1- Introduction 

Computer-aided diagnosis (CAD) has emerged as one of the 

most important research fields in medical imaging. In CAD, 

machine learning algorithms are often utilized to examine 

the imaging data from the historical samples of patients and 

construct a model to assess the patient's condition [1].  The 

developed model assists clinicians in making quick 

decisions. The most common imaging modalities used in 

medical applications are X-ray, Computed Tomography 

(CT), Magnetic Resonance Imaging (MRI), Positron 

Emission Tomography (PET), and Ultrasound. The sole aim 

of medical image processing would be to improve the 

interpretability of the information illustrated [2]. The 

following are the main categories of medical image 

analysis: enhancement, registration, segmentation, 

classification, localization, and detection [3]. 

Earlier, medical images were processed using low-level 

methods, such as thresholding [4][5], region growing, and 

edge tracing [6]. Meanwhile, the growth in size and scope of 

medical imaging data has fueled the evolution of machine 

learning techniques in medical image analysis. However, 

since such methods rely on handcrafted features, algorithm 

design requires manual effort. These constraints of 

conventional machine learning approaches have risen to the 

notion of Artificial Neural Networks (ANNs). Factors such 

as data availability and computational processing 

capabilities facilitate the deepening of ANNs [7]. The 

emergence of deep learning techniques like convolutional 

neural networks has widened the possibilities for the 

automation of medical image processing. 

A Convolutional Neural Network (CNN) is a class of neural 

networks meant to handle pixel values. CNN makes image 

classification more scalable by employing linear 

mathematical concepts to detect patterns inside an image. 

While traditional CNN architectures consisted solely of 

convolutional layers placed on top of one another, modern 
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architectures such as Inception, ResNet, and DenseNet 

come up with new and innovative approaches to build 

convolutional layers in a way that makes learning more 

efficient [8]. 

CNN can be employed as a feature extractor as well. 

Feature extraction aims to convert raw pixel data into 

numerical features that can be processed while keeping the 

information in the original data set. Traditional feature 

extractors can be replaced with CNNs, which can extract 

complex features that express the image in much more 

detail. The resulting features are then fed into a classifier 

network or used by typical machine learning algorithms for 

classification [9][10]. 

Despite the fact that deep CNN architectures exhibit cutting-

edge performance on computer vision problems, there are 

some concerns about using CNN in the radiology field. In 

2014, Goodfellow et al. discovered that introducing a little 

bit of noise to the original information can readily deceive 

neural networks into misclassifying items [11]. 

Furthermore, since the efficiency of deep learning is often 

based on the volume of input data, CNN requires large scale 

well-annotated radiology images. Building such databases 

in the medical industry, on the other hand, is costly and 

labor-intensive. 

In this study, we summarize the current developments in 

deep learning approaches for medical image analysis. The 

paper is organized as follows: First, survey papers related to 

medical image analysis are discussed in section 2. Then, in 

section 3, CNN models employed in the radiology field and 

approaches for improving CNN performance are described. 

Following that, the finding of models aimed at detecting 

Covid-19 and predicting child bone age are reviewed in 

section 4. And finally, the conclusion is set out. 

2- Related Works 

This section discusses the survey papers on medical image 

analysis using deep learning-based algorithms. Hu et al. [12] 

described four deep learning architectures used for image 

analysis: CNN, Fully Convolutional Networks (FCN), Deep 

belief networks, and Autoencoders. They also compiled the 

recent works on cancer identification and diagnosis. 

Liu et al. [13] concentrated on deep learning-based medical 

image segmentation. They began by explaining the deep 

learning framework deployed to segment medical images. 

Then, state-of-the-art segmentation architectures such as 

FCN, U-Net, and Generative Adversarial Network (GAN) 

were examined. Shin et al. [14] first studied two medical 

diagnostic problems, namely interstitial lung disease 

detection and thoracoabdominal lymph node classification, 

using three CNN models: AlexNet, CifarNet, and 

GoogLeNet. Then looked at how transfer learning enhanced 

the performance of each model. 

Kazeminia et al. [15] provided a broad insight into the 

current studies on GANs for medical applications, discussed 

the limitations and opportunities of the existing techniques, 

and elaborated on potential future work.Here, the emphasis 

was primarily on the segmentation approaches that 

employed GAN concepts, whereas [13] explained all major 

segmentation architectures used for medical imaging.On the 

other hand, Fu et al. [16]divided the approaches reviewed 

into two main groups: pixel-by-pixel classification and end-

to-end segmentation, and discussed the performance, limits, 

and future potential of each group. 

Although previous surveys examined all of the CNN 

architectures used for medical image analysis, they did not 

assess the impact of different CNN architectures on a 

specific application.  In this survey, we looked at previous 

works on medical image segmentation and classification to 

analyze how CNN performance varied across anatomical 

regions.  Also, we discussed CNN's difficulties as well as 

solutions for them to enhance CNN's performance. 

3- Medical Image Analysis using Deep 

Learning 

The primary focus of medical image analysis is to find out 

which regions of anatomy are affected by the disease to aid 

physicians in learning lesion progression. The analysis of a 

medical image is mostly reliant on four steps: 1. image 

preprocessing, 2. segmentation, 3. feature extraction, and 4. 

pattern identification or classification [17]. Pre-processing is 

to remove unwanted distortions from images or improve 

image information for further processing [18]. Segmentation 

refers to the process of isolating regions, such as tumors, 

organs, etc., for further study. The process of extracting 

precise details from the Regions of Interest (ROIs) that aid 

in their recognition is known as feature extraction. Based on 

extracted features, classification assists in categorizing the 

ROI [19]. 

We have compiled a list of research papers primarily 

concerned with segmentation and classification in medical 

imaging. Following the review of CNN, we have outlined 

some techniques for improving CNN's performance. 

3-1- Convolutional Neural Network 

A CNN is a supervised deep learning framework that can 

accept the images as input, allocate filters to convert image 

pixels into features, and apply those features to distinguish 

one data from another. It is generally composed of three 

layers: Convolutional Layer, Pooling Layer, and Fully-

Connected Layer. The convolutional layer is the initial layer 

of a convolutional network. After that, more convolutional 

layers or pooling layers can be added, with the fully-

connected layer being the last. 
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The convolutional block draws the features from the image, 

from which the network can analyze and obtain hidden 

correlations. Pooling layers are applied to reduce the size of 

the convolved features, referred to as downsampling. Fully-

Connected layers execute classification tasks depending on 

the features retrieved by the preceding layers. While 

convolutional layers generally adopt Rectified Linear unit 

function to activate neurons, Fully-connected layers employ 

a softmax activation function or traditional machine 

learning classifiers (SVM, KNN, etc.) [20] to classify 

inputs. 

Overview of works: 

Despite the deep network's ability to extract features with 

more precision, it requires a lot of computing resources. 

Therefore, Badza et al. [21] introduced a simple CNN 

model with two convolutional blocks for classifying brain 

tumors using MRI images. While evaluating 3064 MRI 

images, the model attained the best accuracy of 95.56% 

using 10-fold cross-validation. Rachapudi et al. presented an 

efficient CNN architecture with a 22.7% error rate to 

classify the colorectal cancer histopathological images. To 

prevent overfitting, the model included five convolutional 

blocks, each containing a dropout layer [22]. 

 The deep learning architecture for image segmentation 

comprises an encoder and a decoder. The encoder uses 

filters to extract features from the image, whereas the 

decoder is in charge of producing the final output, often a 

segmentation mask containing the object's shape. A Fully 

Convolutional Network (FCN) is an encoder-decoder model 

that lacks dense layers in favor of 1x1 convolutions to serve 

the function of fully connected layers [23]. Sun et al. 

developed a 3D FCNN-based model for multimodal brain 

tumor image segmentation. The encoder had four pathways 

for extracting multi-scale image features [24]. Then, these 

four feature maps were fused and fed to the decoder. By 

experimental validation on the Brain Tumor Segmentation 

challenge dataset 2019 (BraTS2019), the model segmented 

the dataset with the dataset with Dice Similarity Coefficient    

metrics (DSC) of 0.89, 0.78, 0.76 for the complete, core, 

and enhanced tumor, respectively. 

In 2015, Ronneberger et al. introduced U-Net to deal with 

biomedical image segmentation that can learn from a small 

number of annotated medical images. U-Net [25] is a U-

shaped encoder-decoder-based framework consisting of four 

encoder and four decoder blocks connected by skip 

connections. Dharwadkar et al. employed U-Net 

architecture to design a ventricle segmentation model for 

heart MRI images. There are four layers in the original U-

net, but only three layers were employed in this model [26]. 

For the Right Ventricle Segmentation Challenge (RVSC) 

dataset, the proposed model obtained a dice score of 0.91.  

For segmenting the left ventricle from cardiac CT 

angiography, Li et al. introduced U-Net with 8-layer. The 

exhibited U-Net model comprised eight encoder and eight 

decoder blocks. To further improve the network's efficiency, 

residual blocks in the form of skip connections were 

introduced into each encoder and decoder block [27]. The 

model was trained using 1600 CT images from 100 patients, 

resulting in a DSC of 0.9270±139.  Li et al. [29] introduced 

an attention mechanism between nested encoder-decoder 

paths in U-Net++ [28] architecture to improve the 

understanding of the study area in liver segmentation. The 

model achieved a DSC of 98.15% through the experimental 

analysis of the Liver Tumor Segmentation challenge dataset 

2017 (LiTS2017). 

V-Net extends U-Net by processing 3D MRI images with 

3D convolutions [30]. Guan et al. developed a V-Net-based 

framework for separating brain tumors from 3D MRI brain 

images. In the developed framework, the Squeeze and 

Excite (SE) module and Attention Guide Filter (AG) 

module were integrated into V-Net architecture to suppress 

irrelevant information and enhance segmentation accuracy 

[31]. When tested on the BraTS2020 dataset, the model 

obtained dice metrics of 0.68, 0.85, and 0.70 for the 

complete, core, and enhanced tumor, respectively. 

Mask Regional CNN is another CNN variant used in 

medical image segmentation. Mask R-CNN is two-phase 

object identification and segmentation architecture. The first 

stage, known as the Region Proposal Network (RPN), 

returns potential bounding boxes, whereas the second stage 

generates the segmentation mask from each box [32]. 

Dogan et al. introduced a hybrid model combining U-Net 

and MaskR-CNN for pancreas segmentation from CT 

images. The proposed system was composed of two parts: 

Pancreas detection and Pancreas segmentation. In pancreas 

localization, the Region proposal network, in conjunction 

with the mask production network, was used to determine 

the bounding boxes of the pancreas portion, and the sub-

region centered by the rough pancreas region was sliced 

[33]. Finally, the cropped sub-region was sent to U-Net for 

precise segmentation. The average DSC for the two-phase 

approach demonstrated on the 82 abdominal CT scans was 

86.15%. 

3-2-  Improving the Performance of CNN 

The CNN model is often used for image classification 

because it achieves better accuracy with a low error rate. 

However, it needs large datasets to generalize the hidden 

correlations found in the learning data. Here, we have 

discussed two approaches that may optimize the 

performance of CNN. 1. Transfer learning 2. General 

Adversarial Network (GAN)  

3-2-1- Transfer Learning 

Transfer learning is an effective strategy to train a network 

with a limited dataset. Here, the model is pre-trained using a 

large-scale dataset, like ImageNet having 1.4 million images 

divided into 1000 categories, and then applied to the 
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problem at hand [34]. The major pre-trained CNN 

architectures for image classification are as follows: 

LeNet-5: LeNet-5 [35], a 7-level convolutional network 

presented by LeCun et al. in 1998, was the first of its kind. 

The model was designed to classify handwritten digits and 

tested on the MNIST standard dataset, with a classification 

accuracy of roughly 99.2%. 

AlexNet: The network's design was quite similar to LeNet, 

but it was deeper, with more filters per layer. It contains five 

convolution layers and three fully-connected layers. To 

control overfitting, it employs a dropout mechanism in fully 

connected layers [36]. 

Visual Geometry Group at Oxford (VGGNet): VGGNet 

typically consists of 16 layers with a lot of 3×3 filters of 

stride one [37]. It is now the most popular method for 

extracting features from images. VGGNet, on the other 

hand, has 138 million parameters, which are difficult to 

manage. 

InceptionV1/GoogLeNet: The inception/GoogleNet 

architecture, presented by Christian Szegedy et al., has 22 

layers. The Inception block does 1×1, 3×3, 5×5 

convolutions, and 3×3 pooling at the input, and the outputs 

of these are stacked to send to the next inception module 

[38]. By using 1x1 convolutions in each module, GoogleNet 

can reduce the size of parameters to 4 million compared 

to AlexNet's 60 million. 

Residual Network or ResNet: A Residual Network, often 

known as ResNet, is a 152-layer model. This network 

employs a VGG-19-inspired network design, with grouped 

convolutional layers followed by no pooling in between and 

an average pooling before the fully connected output layer 

[39]. The design is converted into a residual network by 

adding shortcut connections. This sort of skip connection 

has the advantage of training deep networks without 

problems caused by vanishing gradients. 

Moreover, DenseNet(2017), XceptionNet(2017), 

ShuffleNet(2017), MobileNet(2017), EfficientNet(2019), 

and ConvNeXt(2020) are some of the latest CNN 

architectures that have been employed for image 

classification and feature extraction. In image classification, 

either the pre-trained model can be used as-is or modified 

for a given problem. The fine-tuning of a model can be 

accomplished using one of the following strategies: 1. Train 

some layers while leaving the others frozen 2. Freeze the 

convolutional base only. 

Overview of works: 

LeNet is a popular CNN model because of its simple 

architecture and shorter training time. Deep neural network 

models use the concept of the max-pooling layer to extract 

the most relevant features from a region. However, in 

medical image analysis, where quality is poor, pixels with 

lower intensities may hold critical information. Hence, 

Hazarika et al. introduced the minimum pooling layer in 

LeNet for Alzheimer's disease (AD) classification. In the 

modified LeNet [40], the min-pooling and max-pooling 

layers were merged, and the resulting layer replaced all 

max-pooling layers. According to the experimental study on 

2000 brain images, the original LeNet model classified AD 

with 80% accuracy, while the revised LeNet attained an 

accuracy of 96.64%. 

Hosny et al. introduced a fine-tuned AlexNet model to 

categorize skin lesions into seven classes using skin images. 

In the proposed architecture, the last three layers were 

replaced by new layers to make them suitable for classifying 

seven types of skin lesions [41]. The parameters of these 

new layers were initially set at random and then modified 

during the training. After training on 10,015 images, the 

model achieved an accuracy of 98.70% and a sensitivity of 

95.60%. Dulf et al. trained and assessed five different 

models, including GoogleNet, AlexNet, VGG16, VGG19, 

and InceptionV3, to determine the best model for 

classifying the eight categories of colorectal polyps. The 

main criteria for adopting the network were sensitivity and 

F1-score [42]. Hence, InceptionV3 was chosen with an F1- 

score of 98.14% and a sensitivity of 98.13%. In InceptionV3 

[43], the 5×5 convolutional layer is replaced with two 3×3 

convolutional layers to lower the computational cost.  

Hameed et al. demonstrated an ensemble deep learning 

strategy to categorize breast cancer into carcinoma and non-

carcinoma using histopathology images. In this case, VGG 

models, namely VGG16 and VGG19, were used to design 

the framework. VGG19 has the same basic architecture as 

VGG16 with three additional convolutional layers. Besides 

the first block, the remaining four blocks were updated 

during training to fine-tune the models [44]. Finally, the 

tunedVGG16 and VGG19 models were ensembled, 

resulting in an overall accuracy of 95.29%. 

Togacar et al. used both VGG16 and AlexNet to extract 

features for brain tumor classification from MRI images, 

where each model captured 1000 features [45]. Then, using 

the Recursive Feature Elimination (RFE) feature selection 

algorithm, the obtained features were evaluated to identify 

the most efficient features.  Finally, the SVM classifier gave 

96.77% accuracy with 200 chosen features. Eid et al. 

presented ResNet-based SVM for pneumonia detection 

using X-rays. The developed model preferred ResNet to get 

features from chest X-rays, then used boosting algorithm to 

choose the relevant features and an SVM classifier to detect 

pneumonia based on those features [46]. The model had 

98.13% accuracy after being trained on 5,863 X-rays. 

Xiao et al. used a Res2Net-based 3D-UNet to segment the 

left ventricle from echocardiography images. To extract 3D 

features at multiple scales, the basic residual unit in 

Res2Net was replaced with a set of 3×3×3 filters 

[47].  Finally, a group of 1×1×1 filters merged feature maps 

from all groups. According to an experimental analysis of 

1186 lung images from the Lung Nodule Analysis dataset 

2016 (LUNA16), the model acquired a DSC of 95.30%. 

Goyal et al. used the Mask R-CNN for segmenting kidneys 

from the MRI images. In the proposed work, 
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InceptionResNetV2 was adopted as the CNN network to segment the kidneys. Then, to refine the segmentation

result, post-processing procedures such as eliminating any 

voxel that was not associated with the kidney and fill 

operation were performed [48]. The proposed model got a 

mean dice score of 0.904 after being evaluated with 100 

scans. Table 1 lists a few more surveyed works on transfer 

learning. All of the listed models [59]-[74] underwent pre-

training on the ImageNet dataset. 

3-2-2-  Generative Adversarial Network  

Goodfellow et al. introduced the Generative Adversarial 

Network (GAN), a type of neural network meant for 

unsupervised learning. GANs generally are of two 

competing neural network models: a generator that creates 

new data samples that mimic training data and a 

discriminator that differentiates training data from the 

generator's output [49].  

Cirillo et al. introduced a 3D GAN to segment brain tumors 

using MRI images from the BraTS2020 dataset. The U-Net 

architecture-based generator resulted in the segmented 

tumor region. The GAN discriminator was given a 3D MRI 

image and its segmentation output from the generator as 

input and generated a precise segmentation mask [50]. The 

GAN model segmented the whole, the core, and the 

enhanced tumor with average dice scores of 87.20%, 

81.14%, and 78.67%, respectively. Wang et al. developed a 

U-Net segmentation network and a discriminant network 

with multi-scale features extraction to enhance prostate 

segmentation accuracy [51]. The approach obtained a DSC 

value of 91.66% by demonstrating it on 220 MRI images. 

Wei et al. used a combination of GAN and Mask R-CNN to 

segment the liver from CT images. In the improved Mask 

R-CNN, the k-means algorithm was utilized to adjust the 

bounding box parameters using Euclidean distance [52]. 

The GAN-based approach yielded an average DSC of 

95.3% while evaluating 378 CT images. A V-Net and 

Wasserstein GAN-based model was explored by Ma et al. 

[53] to improve the efficiency of liver segmentation. The 

WGAN [54] model includes Wasserstein distance to fix the 

issue of GAN training instability. On two training on two 

abdominal CT scan datasets, LiTS and CHAOS, the method 

achieved DSC of 92% and 90%, respectively. Zhang et al. 

proposed Dense GAN coupled with the U-Net to separate 

lung lesions from covid-19 CT images. A Dense Block with 

five layers [55] was introduced into the discriminator 

network to make the model more compact. The proposed 

model got a mean dice score of 0.683 when tested on 100 

lung CT images. Besides this, table 2 includes some more 

GAN-based techniques [75]-[84] applied to medical images.

Table 1: Overview of pre-trained models 

Ref. Year Model Findings Modality 
No of 

Samples 
Accuracy 

[59] 2021 VGG16 Brain tumor classification MRI 3704 95.71% 

[60] 2020 ResNet50 Brain tumor classification MRI 253 97.2% 

[61] 2020 GoogleNet 
Alzheimer's disease 

classification 
MRI 479 97.15% 

[62] 2020 

Ensemble of AlexNet,        

DenseNet121, 

ResNet18,  GoogleNet, 

InceptionV3 

Pneumonia detection X-ray 5232 96.4% 

[63] 2020 AlexNet Lung nodule classification CT and X-ray 16,471 99.6% 

[64] 2020 ResNet50 Breast tumor classification Mammogram 1167 85.71% 

[65] 2020 ResNet50 Breast tumor classification 
Histopathological 

images 
7909 99% 

[66] 2021 VGG16 Breast tumor classification Mammogram 322 98.96% 

[67] 2020 DenseNet201 Skin lesion classification Skin images 10,050 96.18% 

[68] 2020 GoogleNet Skin image classification Skin images 2376 99.29% 
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[69] 2021 VGG19 
Thyroid nodule cell 

classification 
Cytology images 9209 93.05% 

[70] 2021 GoogleNet Thyroid nodule  classification Ultrasound 3123 96.04% 

[71] 2021 GoogleNet Colorectal polyps classification 
Gastrointestinal     

polyp images 
47,238 98.44% 

[72] 2020 
Faster R-CNN + 

VGG16 

Brain tumor segmentation and 

classification 
MRI 2406 77.60% 

[73] 2021 U-Net + InceptionV3 

Breast tumor 

segmentation  and 

classification 

Mammogram 1216 98.87% 

[74] 2020 
Mask R-CNN +      

ResNet-50 

white blood cells detection 

and  classification 
Cytological images 145 95.3% 

 

GAN can also be used for data augmentation [56] (i.e., 

creating plausible examples to add to a dataset) to boost 

classifier accuracy. GAN was also used [57] to generate 

realistic skin cancer images. The generator generated high-

quality training data, and the discriminator tried to 

distinguish the original data from the generator's data. 

Ahmad et al. developed an Auxiliary GAN framework to 

assess the accuracy of skin cancer categorization. First, the 

variational autoencoder network was trained to obtain the 

latent noise vector, and the generator produced skin lesion 

samples from this informative noise vector [58]. The GAN 

used here not only decided whether the image was original 

or not but also predicted the image's class label with 92.5% 

accuracy. 

Table 2: Overview of GAN-based methods 

Ref. Approach Findings Samples 

 

 

Metrics 

[75] Capsule 

GAN + 

LeNet 

Prostate image 

classification 

1400 MRI 

Images 

Accuracy  

89.20% 

[76] GAN + 

AlexNet 

Parkinson’s 

disease 

504 MRI 

Images 

Accuracy 

89.23% 

[77] GAN + 

DenseNet

121 

Skin lesion 

classification 

525 Skin 

Images 

Accuracy 

94.25% 

[78] GAN + 

Inception

V3 

Breast mass 

classification 

1447 Ultra 

sound 

Images 

Accuracy 

90.41% 

[79] GAN + 

ResNet50 

Brain tumor 

classification 

3064 MRI 

Images 

Accuracy 

96.25% 

[80] 3D U-Net 

, VGG16 

Brain tumor 

segmentation 

285 MRI 

Images 

DSC 

90.1% 

[81] U-Net , 

Fully 

connected 

CNN 

Breast tumor 

segmentation 

1062 Ultra 

sound 

Images 

DSC 

88.41% 

[82] DeepLap

V2 [104], 

FCN 

Left ventricle 

segmentation 

10,022 

MRI 

Images 

DSC 

88.0% 

[83] U-Net , 

FCN 

Whole heart 

segmentation 

500 CT 

Images 

DSC 

86.32% 

[84] Auto 

encoder, 

CNN 

Lung lesion 

segmentation 

1936 PET 

Images 

DSC 

62.0% 

4- Discussion 

To make straightforward comparisons, we have summarized 

the outcomes of the papers based on covid-19 identification 

and child bone age prediction. 

4-1-  Covid -19 Detection 

COVID-Net, an open-access initiative, was launched in 

March 2020 to assist healthcare professionals in combating 

Corona Virus Disease 2019 (COVID-19) by leveraging the 

advancement of machine learning. Furthermore, it regularly 

releases deep learning models and benchmark datasets to 

keep up with the pandemic [105]. In response to this 

initiative, Wang et al. introduced COVID-Net, a deep CNN 

for covid-19 identification from chest X-rays.  

In the COVID-Net model, residual Projection-Expansion-

Projection-Extension (PEPX) blocks which comprise four 

1×1 convolutions, were introduced to enhance the efficiency 

of features while ensuring computational efficiency [85]. 

The model efficacy was verified using 13,975 X-ray images 

from the COVIDx dataset. According to the experimental 

findings, the model attained a precision of 98.9% and a 



    

Journal of Information Systems and Telecommunication, Vol.11, No.4, October-December 2023 
 

  

 

 

353 
 

recall of 91.0% to detect covid-19. The COVIDx is a large-

scale dataset of chest X-ray images compiled from publicly 

available data sources. As of now, COVIDx consists of 

30,882 X-ray images from 17,026 patients.  

Table 3 shows the deep learning models that were employed 

for covid-19 detection. We can observe from the methods 

studied that the classification accuracy is affected not only 

by the CNN model chosen but also by the size of the 

dataset, the type of modality, the data augmentation 

techniques, and the features opted for processing. 

4-2- RSNA Pediatric Bone Age Challenge 2017 

In 2017, the Radiological Society of North America 

(RSNA) held a contest to predict the children's bone age 

from the hand X-rays. The main goal of this challenge was 

to encourage people to develop machine learning models 

that could accurately estimate bone age from pediatric hand 

X-rays.The performance measure was the Mean Absolute 

Error in months, the average absolute difference between 

predicted results and ground truth bone age [103]. The bone 

age dataset [106], consisting of 14,236 left hand X-ray 

images, was divided into a training set, a validation set, and 

a test set of 12,611, 1425, and 200, respectively.

Table 3: Deep learning networks for covid-19 identification 

Ref. Deep learning  model Modality 

Total samples 

  

Evaluation Metrics 
Normal pneumonia Covid-19 

[85] COVID-Net X-ray 8,066 5,521 183 

Accuracy 94.3%, Precision  90.9%, 

Recall  96.8% 

 

 

96.8% 

 
[86] EfficientNet X-ray 8,066 5,521 183 

Accuracy 93.9%,  Precision 100%,  

Recall  96.8% 

 

[87] NASNet X-ray 533 515 108 

Accuracy 95%,  Precision 95%, 

Recall  90% 

 

 
[88] GAN  and VGG16 

 

 

X-ray 721 0 403 Accuracy 95%, Recall 90% 

 

[89] 

 

DenseNet103, ResNet18 

 

X-ray 191 20 180 

Accuracy 88.9%,  Precision 83.4%, 

Recall 85.9% 

 

[90] ResNet101, ResNet152 X-ray 8851 9576 140 Accuracy 96.1% 

[91] 

 

DenseNet  and Graph 

Attention Network 

 

X-ray 10192 7399 399 

Accuracy 94.1%, Precision 94.47%, 

Recall 91.9% 

 

 

[92] VGG19 X-ray 3181 0 2049 Accuracy 98.36% 

[93] ResNet34,  HRNet X-ray 400 0 400 
Accuracy 99.99%, Precision 100%, 

Recall 99.9% 

[94] VGG16 CT 49800 23652 80800 

Accuracy93.57%, Precision 89.40%, 

Recall 94% 

 

[95] 
Deep long short-term 

memory network 
CT 547 631 612 

 

Accuracy 97.93%,  Recall 98.18% 

 

 

 

[96] VGG19 Ultrasound 235 277 399 Accuracy 100% 
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Table 4 summarizes some of the recent CNN-based methods 

that used the RSNA bone age benchmark dataset. The 

approaches stated were divided into two phases. CNN model 

was used in the initial stage to carve up the hand region from 

the X-ray images. The second phase included a pre-trained 

model for extracting inherent features from the hand region 

and a regression layer to estimate bone age. 

 
Table 4: CNN frameworks using RSNA bone age dataset 

Ref. Segmentation Regression 

Mean 

Absolute 

Error                         

(in 

months) 

[97] U-Net VGG16 8.08 

[98] U-Net 
Inception- 

ResNetV2 
8.59 

[99] DeepLabV3 MobileNetV1 8.200 

[100] U-Net VGG16 9.997 

[101] CNN MobileNetV3 6.2 

[102] Mask R-CNN VGG19 6.38 

 

Table 4 shows that MobileNetV3 [101] and VGG19 [102] 

both performed better on bone age prediction, with MAE 

around six months.VGG16 provided a better MAE [97] when 

utilising specific bones on the hand region to estimate bone 

age.Inception-ResNetV2 was employed as a feature extractor 

[98]. After extracting features, Support Vector Regression 

(SVR) and Kernel Ridge Regression (KRR) were ensembled 

to forecast skeletal age. 

5- Conclusion 

 We have presented a detailed overview of newly published 

deep learning-based methods from 2019 to 2022 in medical 

imaging. Recent advances in deep learning architectures have 

the ability to boost diagnostic precision in medical imaging. 

On the other hand, deep learning necessitates a large volume 

of data to outperform traditional machine learning models. In 

practice, however, obtaining such datasets containing medical 

images is difficult. Transfer learning via pre-trained models 

can help to solve this problem. There is a clear tendency 

toward modifying pre-trained models to make them more 

appropriate for a specific task. This popularity is because pre-

trained models expedite training while ensuring good 

classification accuracy. Another trend is toemploy GAN to 

enhance segmentation accuracy due to its capacity to 

generate high-quality medical images and imitate input data 

distribution. The GAN-based approaches have proven to be 

effective in resolving discrepancies between ground truth and 

model-generated segmentation masks. Also, GAN's ability to 

synthesize data can help solve difficulties such as lack of 

medical images or imbalanced data distribution, resulting in 

improved classification model performance.  
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Abstract  
Semantic segmentation is a branch of computer vision, used extensively in image search engines, automated driving, 

intelligent agriculture, disaster management, and other machine-human interactions. Semantic segmentation aims to predict 

a label for each pixel from a given label set, according to semantic information. Among the proposed methods and 

architectures, researchers have focused on deep learning algorithms due to their good feature learning results. Thus, many 

studies have explored the structure of deep neural networks, especially convolutional neural networks. Most of the modern 

semantic segmentation models are based on fully convolutional networks (FCN), which first replace the fully connected 

layers in common classification networks with convolutional layers, getting pixel-level prediction results. After that, a lot of 

methods are proposed to improve the basic FCN methods results. With the increasing complexity and variety of existing 

data structures, more powerful neural networks and the development of existing networks are needed. This study aims to 

segment a high-resolution (HR) image dataset into six separate classes. Here, an overview of some important deep learning 

architectures will be presented with a focus on methods producing remarkable scores in segmentation metrics such as 

accuracy and F1-score. Finally, their segmentation results will be discussed and we would see that the methods, which are 

superior in the overall accuracy and overall F1-score, are not necessarily the best in all classes. Therefore, the results of this 

paper lead to the point to choose the segmentation algorithm according to the application of segmentation and the 

importance degree of each class. 

 

 

 

Keywords: Semantic Segmentation; Convolutional Neural Network; Deep Neural Network; High-Resolution Image 

Processing. 
 

1- Introduction 

Segmentation is the task process of assigning a label to 

every pixel in the image, based on features such as pixel 

intensity, color, texture, etc [1]. Nowadays, the subject of 

interest is semantic segmentation, predict the semantic 

category of each pixel from a given label set.  

There are learning and anti-learning methods frequently 

used for segmentation [2]. Anti-learning methods, 

typically include graph cuts, level set, region growing, etc. 

and learning methods include fuzzy, neural, genetic 

algorithms and derivations [3]. Various learning methods 

have been created and developed in recent years, due to 

their considerable success in learning a hierarchy of 

features from high to low [2,4]. These methods were 

inspired by human brain’s ability to receive, learn, and 

organize input information, especially visual data [5].  

Convolutional neural network (CNN) is a form of learning 

techniques, in which local neighborhood pooling 

operations and trainable filters are alternatingly applied on 

the input images, resulting in a hierarchy of increasingly 

complex features [6-8]. Convolution layers in CNN try to 

find patterns in an image by convolving over it. So CNN 

may detect nonlinear mappings between the inputs and 

outputs [9]. 

LeCun et al. (1998) introduced the first structure of 

convolutional neural networks named LenNet. In the same 

year, they received an award for simulating their proposed 

network on the ImageNet dataset. LeNet had six 
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convolutional layers, a pooling layer, and two FC
1
 layers 

[10]. 

After introducing basic convolutional neural network 

architectures, researches in this field were continued in 

two directions: some studies focused on designing new 

convolutional network architectures and others focused on 

implementing techniques and strategies to optimize 

existing architectures [11,12]. In the following, we will 

introduce some of the most important architectures that 

were proposed after the creation of convolutional neural 

network. 

In 2012, Krizhevsky et al. proposed a CNN structure 

called AlexNet with five convolutional layers, three 

pooling layers, two normalization layers, and three FC 

layers [13]. The innovation of AlexNet was its use of 

ReLU to reduce training time. Some have criticized this 

structure for implementing very heavy data augmentation. 

Then, Simonyan et al. (2014) designed a deeper network 

named VGG with smaller filter sizes [14]. They design 

two structures of VGG with 16 and 19 layers. The 

proposed structure showed promising performance and 

could also be generalized to other datasets. Although the 

architectures introduced so far focused on window size 

and smaller steps in the first convolutional layer, VGG 

focused on an important aspect of convolution neural 

networks, called depth [15]. 

The VGG architecture included 1×1 convolutional filters, 

acting as linear transformation of the input. All hidden 

layers of the VGG had a ReLU unit for reducing training 

time. To have no change in spatial resolution after 

convolving, this architecture kept the convolution step 

fixed on one pixel. VGG had three FC layers follow a 

stack of convolutional layers: the first two have 4096 

channels each, the third performs 1000-way ILSVRC 

classification and thus contains 1000 channels (means a 

channel for each class). The final last layer is soft-max. 

Since its developers believed that localized response 

normalization (LRN) increased memory consumption and 

training time with no significant resolution improvement, 

VGG did not use LRN. 

In the same year, Szegedy et al. designed a deeper and 

more computationally-efficient network called GoogleNet 

[16]. It had twenty-two layers, no FC layer, and a new 

module called Inception to increase efficiency. The 

developers claimed that it was twelve times faster than 

AlexNet with increased depth and width at the same 

computational cost. Although there were benefits to the 

increased size, it also increased the number of parameters. 

This made the network more susceptible to overfitting, 

especially with a limited number of labeled samples in the 

dataset. 

SegNet was an important architecture proposed in 2015 on 

a set of camera images [17]. The SegNet architecture was 

                                                           
1 Fully-Connected 

based on encoder-decoder network with thirteen 

convolutional layers in the VGG16. Since the decoder part 

of SegNet is identical to the VGG, it was possible to 

achieve the pre-training benefits in this architecture. The 

decoder block consisted of five sub-blocks, each with 

convolutional layers and a downsample layer. Likewise, 

the decoding block had five sub-blocks with 

deconvolutional layers and an upsample layer. In fact, the 

innovation of the SegNet architecture was its use of 

upsampling layers (reconstructing the image in the original 

dimensions). In terms of memory use, accuracy, and 

reducing network parameters, the SegNet architecture 

demonstrated excellent performance compared to other 

architectures [18]. 

HRNet was a successful network that used a parallel 

integration strategy [19]. The first stage in this network 

was a high-resolution subnetwork, then high-to-low 

resolution subnetworks one after another adding to form 

other stages. The multi-resolution subnetworks were 

connected in parallel. Each high-to-low resolution 

representation gets information from other parallel 

representations, again and again, resulting into a rich high-

resolution representation. The convolutional layers in this 

network were placed in parallel from high to low accuracy 

[20]. The network had a main subnetwork that produced 

feature maps with the same accuracy and a series of step-

by-step convolutions that reduced accuracy. This network 

has a multiresolution composition. 

After HRNet, Wang proposed its enhanced model built on 

the backbone network of HRNet. It used NDRB as the 

generic extractor for multi-scale contextual features. So 

CSE-HRNet could resolve intra-class heterogeneity and 

inter-class homogeneity. 

Another recent architecture is RCA-FCN consisted of two 

network units, namely the spatial relation module and the 

channel relation module [21]. These two modules learn 

and reason about global relationships between any two 

spatial positions or feature maps. So they produce RA
2
 

feature representations. In other word, this model 

convolutions combine spatial information and channel 

relation information to record both spatial and channel 

relations. 

Here we aimed to compare segmentation performance with 

four recent successful methods, SegNet, HRNet, CSE-

HRNet, and RCA-FCN. We tried to reference important 

prior contributions that claim to be particularly successful 

despite being simple and convolutional-based. This paper 

is useful to choose the best algorithm for semantic 

segmentation in our desired application. Thus, section 2 

will discuss semantic segmentation and introduce the four 

structures in more detail. Section 3 will present the 

implementation and the dataset in more details, and the 

                                                           
2 Relation-Augmented 
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segmentation results will be compared. Finally, section 4 

will present a summary of results. 

2- Semantic Segmentation of ISPRS Images  

The Vaihingen 2-D semantic segmentation dataset of 

ISPRS includes 33 images with 3-10 million pixels. These 

are True Ortho Photos (TOP) taken from Vaihingen, 

Germany. The ground sampling distance is 9 cm and all 

pixels in these images are labeled in six classes: building, 

car, road, tree, low veg, and clutter. The images are eight-

bit .tiff files with three bands corresponding to green, red, 

and near-infrared. 

In the following, four new and important semantic 

segmentation methods for high-resolution remote sensing 

images will be evaluated. All of these methods lead to six 

class segmentation, as shown in Fig. 1. 

 

Fig. 1 Six Class Segmentation of Input Dataset 

2-1- SegNet 

The SegNet architecture was first introduced in 2015 for 

semantic segmentation on a set of camera images. Its 

topology was based on a decoder network with 13 

convolutional layers in the VGG16 network. As with 

VGG16, this architecture can also achieve the benefits of 

pre-learning. 

The SegNet topology is comprised of two parts: encoder 

and decoder. Each encoder performs convolution with a 

filter bank to produce a set of feature maps, and then they 

are batch normalized [22,23]. After that, an element-wise 

rectified linear activation function (ReLU), max(0, x), is 

applied. Next, a non-overlapping max-pooling, with the 

window size 2×2 and stride 2, is performed. The output is 

sub-sampled by a factor of 2. The purpose of using max-

pooling is to achieve translation invariance over small 

spatial shifts in the input image. 

Then the decoder upsamples the input feature maps using 

the memorized max-pooling indices from the 

corresponding encoder feature map. So sparse feature 

maps are produced, and then they are convolved with a 

trainable decoder filter bank. In this way dense feature 

maps will be produced. So the decoder upsamples and 

normalizes the stored feature maps. The softmax layer 

classifies each pixel independently and its output is an 

image with k channels, where k represents the number of 

classes.  

Fig. 2 shows the schematic representation of the SegNet 

structure. Determination of boundaries was a success in 

SegNet architecture. It also showed great performance in 

terms of the number of network parameters [24], and the 

most important feature was its memory requirement, 

which was significantly lower than previous architectures. 

Therefore, due to its ability to quickly process a large area, 

SegNet matters when large-scale processing is necessary. 

 

Fig. 2 SegNet Architecture [17] 

2-2- HRNet 

The main part of HRNet contains four stages with four 

parallel subnetworks. Each subnetwork is composed of a 

sequence of convolutions, also there is a down-sample 

layer across adjacent subnetworks to decrease the 

resolution to half. So the resolution is step by step 

decreased and the width (or the number of channels) is 

proportionally increased. The first stage contains four 

residual units. Each unit, the same as ResNet-50, is formed 

by a bottleneck with a width of 64, followed by one 3×3 

convolution reducing the width of feature maps. 

N11 → N22 → N33 → N44 

In fact, Nsr represents the subnetwork in stage s, and r is 

the resolution index (Its resolution is 
 

    
 of the resolution 

of the first subnetwork). It is obvious that the precision of 

each stage is 
 

    
 of the first subnetwork's precision. 
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Fig. 3 HRNet architecture [20] 

The multi-resolution subnetworks are in parallel. The 

resolution of parallel subnetworks in each stage will 

include the resolution of the previous stages and one stage 

below. An example of a network structure with four 

subnetworks is shown below: 

 

Fig. 4 From left to Right, the Exchange unit Aggregates the Information 
for High, Medium, and low Resolutions [20] 

There are two versions of this network, HRNet-W32 and 

HRNet-W48. Here, 32 and 48 respectively represent the 

width (C) of the high-resolution subnetworks in the last 

three stages. The other three parallel subnetworks have 

widths of 64, 128, 256 for HRNet-W32 and 96, 192, and 

384 for HRNet-W48. HRNet keeps high-resolution 

representation on the main stem throughout the network 

and lower-resolution parallel stems are produced via 

downsampling operations. 

2-3- CSE_HRNet 

Sometimes objects of the same class in aerial images 

acquired with high spatial resolutions show various 

shapes, scales, colors, and structures. Fig. 5 demonstrates 

some examples of this issue namely intra-class 

heterogeneity. In Fig. 5(a) cars have different colors, 

although they all belong to the car class. Similarly, in Fig. 

5(b) buildings of the same category vary in texture and 

shape. 

Meanwhile, we may face objects of the different classes 

having the same colors or interacted with cast shadows 

that present similar visual characteristics. This would lead 

to inter-class homogeneity problem.  

 

Fig. 5 Intra-class Heterogeneity (a) Cars have Different Colors (b) 

Buildings are Different in Appearance [25] 

Fig. 6 shows objects which are similar in appearance while 

they should be categorized into separate semantic classes 

[26,27]. This issue named inter-class homogeneity is 

shown in Fig. 6. In Fig. 6(a) there are some areas of low 

veg and trees, which belong to two separate classes, have 

similar appearances [26,27]. Also, in Fig. 6(b) there are 

buildings and impervious surfaces are quite similar in 

appearance. These confusing objects pose extreme 

challenges for accurate and coherent segmentation [25,28]. 
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Fig. 6 Inter-Class Homogeneity (a) Trees and low veg are Similar (b) 

Buildings and Impervious Surface are Analogous [25] 

The CSE-HRNet architecture was designed based on the 

backbone network of HRNet-W32. As with HRNet-W32, 

"W32" in CSE_HRNet32 represents the feature 

dimensions of high-resolution or the number of channels 

representations in the main sub-branch, and the number of 

other parallel channels will be 64, 128, and 256. 

The pyramid structure can exploit the inherent multi-level 

features, and provide adequate semantic knowledge at all 

levels. So, the pyramidal feature hierarchy was introduced 

in this architecture to enhance multi-level semantic 

representations of the model [29-33]. CSE-HRNet can 

resolve intra-class heterogeneity and inter-class 

homogeneity simultaneously by using NDRB combined 

with the pyramidal multi-level feature hierarchy. 

The hierarchy adopts a four-level top-down architecture 

where the strided convolution as the downsampling 

method is applied (the stride is set to 2). Widths and 

heights of feature maps (spatial resolutions) are then 

reduced by half after each downsampling, whereas the 

numbers of channels (feature dimensions) are doubled. 

The first-level feature map of the pyramid is directly fed 

into the main high-resolution branch of the network. The 

second-, third-, and fourth- level feature maps are fused 

with the counterparts from the multi-resolution branches 

via the element-wise addition. 

 

Fig. 7 CSE_HRNet Architecture [25] 

2-4- RCA_FCN 

Although it has been recognized that contextual relation 

can offer important cues for semantic segmentation tasks, 

but using convolution operations in prior convolutional 

neural networks leads to failure in modeling contextual 

spatial relations, due to their local valid receptive field 

[34-39]. However, some convolutional algorithms tried to 

address this problem using spatial propagation modules or 

graphical models, but they seek to capture global spatial 

relations implicitly with a chain propagation way. The 

effectiveness of these methods depends highly on the 

learning impact of long-term memorization [40]. 

Consequently, such models don’t work well when long-

range spatial relations exist. So, these models most of the 

time fail to capture long-range spatial relationships 

between entities, which leads to spatial fragmented 

prediction [26]. 

The most important goal of designing the RCA-FCN 

architecture is to solve spatial relation problems and access 

channel information. This structure introduces simple 

effective network units, namely, the spatial relationships 

module and the channel relationships module. So it can 

learn and reason about global relationships between every 

two feature maps or spatial positions, and produce RA 

feature representations. This network takes VGG16 as a 

backbone for multilevel feature extraction. Fig. 8 shows a 

representation of this architecture. 

 

Fig. 8 Overview of the Relation Module [26] 

As shown in Fig. 9, outputs of convolve3, convolve4, and 

convolve5 were fed into the channel relationships module 

and the spatial relationships module for generating RA 

features. Then these features were fed into convolutional 
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layers with 1×1 filters to squash the number of channels to 

the number of categories. 

 

Fig. 9 (a) spatial relation module (b) channel relation module [26] 

The convolved feature maps were finally upsampled to 

desired full resolution and element-wise added to generate 

final segmentation maps. 

3- Implementation 

The ISPRS segmentation dataset in Vaihingen was used in 

this implementation. This dataset is consist of 33 images 

collected over a 1.38 km
2
 area and the average image size 

of 2494 × 2064 pixels. The spatial resolution is 9 cm. They 

have green (G), red (R), and near infrared (NIR) bands. 

Vaihingen dataset was provided by ISPRS-Commission III 

[26]. Images were captured using digital aerial cameras 

and mosaicked with Trimble INPHO OrthoVista [41]. 

Due to the large and diverse dimensions of images in the 

dataset, five random 240×240 crop were created from each 

image. Thus, a dataset of images with the same 240×240 

resolution was obtained. This dataset was divided into the 

training dataset and the test dataset. So 60% of images 

were randomly selected and allocated to the training 

dataset and remaining 40% allocated to the test dataset. 

We train the four studied networks architectures in 

MATLAB 2021.   

4- Comparison 

The following metrics will be necessary for comparing and 

evaluating the segmentation performance of these models. 

They will be explained as follows: 

4-1- Accuracy 

Accuracy is the percentage of correctly classified 

instances, or in other words, the ratio of the true results to 

the total number of cases examined [42,43]. This factor 

cannot differentiate between FN and FP error and 

considers them the same.   

         
     

           
                (1) 

4-2- Precision  

This factor can determine how many of the correctly 

predicted cases really turned out to be positive [44]. 

Precision usually uses when the False Positive is a higher 

concern than the False Negatives. 

          
  

     
                            (2) 

4-3- Recall  

Recall determines how many True Positive cases can be 

predicted correctly with our model. This factor is also 

called sensitivity and it is a good choice for the unbalanced 

classes. 

       
  

     
                                (3) 

 

4-4- F1 

F1 can give a combined idea about two metrics, Precision 

and Recall. It is maximum when the Precision becomes 

equal to the Recall. 

     
                  

                  
              (4) 

In the following, the segmentation results of each model is 

presented according to the aforementioned metrics. Table 

(1) shows that no model is conclusively superior to others 

in terms of segmentation accuracy. A model may have 

high accuracy in some classes and wouldn’t be so in some 

other classes. For example, although SegNet shows high 

accuracy in the car class, but it’s not very good in classes 

such as tree and low veg. Compared to the other models, 

the RCA-FCN was also the most accurate in the building, 

tree, and low veg classes. 

Table 1: Segmentation Accuracy for Each Class 

Method 
classes accuracy (%) 

building car road tree low veg 

SegNet 76.74 95.93 81.26 64.52 63.59 

HRNet 93.34 63.32 87.35 84.97 74.96 

CSE-HRNetsi 94.07 63.34 88.03 85.47 73.45 

RCA-FCN 94.12 70.81 87.22 89.25 87.67 

After observing the segmentation accuracy of each model 

in different classes, Table (2) shows the overall accuracy 

(OA) of the networks. The table shows that the CSE-
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HRNet algorithm's overall accuracy is superior to the 

others, followed closely by RCA-FCN in second position. 

Table 2: Segmentation Overall Accuracy 

method Overall accuracy (%) 

SegNet 76.41 

HRNet 85.06 

CSE-HRNet 89.23 

RCA-FCN 89.03 

 

F1 is another metric for evaluating the performance of 

segmentation algorithms, and Table (3) shows its values 

for different algorithms. As what is said about accuracy, 

Table (3) clearly shows that no model is definitively 

superior in all classes. In terms of this metric, SegNet has 

not performed well in any class. HRNet has the highest F1 

(88.94% and 83.19%) in the tree and low veg classes, and 

CSE-HRNet has the highest F1 (95.41% and 91.92%) in 

the building and road classes. However, the F1 score of 

these two architecture for other classes has minor 

differences with the maximum value. RCA-FCN achieved 

the best performance with the car class (87.16%). 

Therefore, one of these networks can be selected for 

segmentation based on the importance classes. 

Table 3: Segmentation F1 for Each Class 

Method 
Classes F1-score (%) 

building car road Tree low veg 

SegNet 71.12 57.89 68.20 34.70 34.98 

HRNet 92.91 84.28 91.68 88.94 83.19 

CSE-HRNet 95.41 86.79 91.92 88.53 80.18 

RCA-FCN 94.86 87.16 91.01 88.74 80.01 

 

Table (4) shows an overall comparison of these models in 

terms of F1 and suggests that with an overall F1 score of 

89.36%, HRNet can be considered the best network 

architecture. 

Table 4: Segmentation Overall F1 

Method Overall F1-score (%) 

SegNet 65.79 

HRNet 89.36 

CSE-HRNet 88.57 

RCA-FCN 88.36 

5- Conclusion 

A network can be excellent for distinguishing a specific 

class of an image dataset and perform poorly in detecting 

the other classes from the dataset.  

Unlike SegNet, the HRNet and CSE-HRNet architectures 

had generally acceptable results in the F1 and accuracy 

factors. The RCA-FCN structure can also be considered 

important not only for its near-ideal evaluation with the 

general factors, but for properly distinguishing some small 

classes, such as car and tree. 

Finally, selecting the best structure for segmentation is 

fully dependent on image type and the class’ importance 

for different applications. For studying the state of 

regional roads and traffic, a model with good accuracy for 

distinguishing the car and road classes is preferable. 

However, if the goal is to study the regional vegetation, 

the segmentation performance of the tree and low veg 

classes becomes more important. 

 

 

References 
[1] K. Farajzadeh, E. Zarezadeh, J. Mansouri, "Concept detection 

in images using SVD features and multi-granularity 

partitioning and classification", Journal of Information 

Systems & Telecommunication (JIST), 2017, pp. 172. 

[2] M.J. Hasan, M. Sohaib, J.M. Kim, “An explainable ai-based 

fault diagnosis model for bearings”, Sensors, 2021, Vol. 21, 

No. 12, pp. 4070. 

[3] M. Ahmad, S. F. Qadri, S. Qadri, I. A. Saeed, S. S. Zareen, Z. 

Iqbal, A. Alabrah, H. M. Alaghbari, M. Rahman, S. A. Md, 

"A lightweight convolutional neural network model for liver 

segmentation in medical diagnosis", Computational 

Intelligence and Neuroscience, 2022. 

[4] M. S. Al-Rakhami, M. M. Islam, M. Z. Islam, A. Asraf, A. H. 

Sodhro, and W. Ding, "Diagnosis of COVID-19 from X-rays 

using combined CNN-RNN architecture with transfer 

learning", MedRxiv, 2020, pp. 20181339. 

[5] M. Islam, "An efficient human computer interaction through 

hand gesture using deep convolutional neural network", SN 

Computer Science, 2020, Vol. 1, No. 4, pp. 1-9. 

[6] W. Li. R. Zhang, H. Deng, L. Wang, W. Lin, S. Ji, and D. 

Shen, "Deep convolutional neural networks for multi-

modality isointense infant brain image segmentation", 

NeuroImage, 2015, Vol. 108, pp. 214-224. 

[7] A. Sandooghdar, F. Yaghmaee, "Deep Learning Approach for 

Cardiac MRI Images", Journal of Information Systems and 

Telecommunication (JIST), 2022, Vol. 1, No. 37, pp. 61. 

[8] E. Gholam, S.R. Kamel Tabbakh, "Diagnosis of Gastric 

Cancer via Classification of the Tongue Images using Deep 

Convolutional Networks", Journal of Information Systems 

and Telecommunication (JIST), 2021, Vol. 3, No. 35, pp. 

191. 

[9] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, 

"Gradientbased learning applied to document recognition", 

Proceedings of the IEEE, 1998, Vol. 86, No. 11, pp. 2278-

2324. 

[10] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, "Gradient-

based learning applied to document recognition", 

Proceedings of the IEEE, 1998, VOL. 86, No. 11, pp. 2278-

2324.  

[11] R. Girshick, J. Donahue, T. Darrell, and J. Malik, "Region-

based convolutional networks for accurate object detection 



    

Sadeghi, Mahdavi Nasab,  Zeinali & Pourghassem Comparing the Semantic Segmentation of High Resolution Images Using … 

 

 

366 

and segmentation", IEEE transactions on pattern analysis and 

machine intelligence, 2015, Vol. 38, No. 1, pp. 142-158. 

[12] N. Audebert, B. Le Saux, and S. Lef`evre, "Beyond RGB: 

Very high resolution urban remote sensing with multimodal 

deep networks", ISPRS Journal of Photogrammetry and 

Remote Sensing, 2018, Vol. 140, pp. 20-32. 

[13] A. Krizhevsky, I. Sutskever, and G. E. Hinton, "Imagenet 

classification with deep convolutional neural networks", 

Advances in neural information processing systems, 2012, 

Vol. 25.  

[14] K. Simonyan, and A. Zisserman, "Very deep convolutional 

networks for large-scale image recognition", arXiv preprint 

arXiv:1409.1556, 2014. 

[15] Y. Mo, Y. Wu, X. Yang, F. Liu, and Y. Liao, "Review the 

state-of-the-art technologies of semantic segmentation based 

on deep learning", Neurocomputing, 2022, Vol. 493, pp. 626-

646. 

[16] C. Szegedy, S. Ioffe, V. Vanhoucke, and A. A. Alemi, 

"Inception-v4, Inception-ResNet and the Impact of Residual 

Connections on Learning", in Thirty-first AAAI conference 

on artificial intelligence, 2017. 

[17] V. Badrinarayanan, A. Handa, and R. Cipolla, "Segnet: A 

deep convolutional encoder-decoder architecture for robust 

semantic pixel-wise labelling", arXiv preprint arXiv: 

1505.07293, 2015. 

[18] V. Badrinarayanan, A. Kendall, and R. Cipolla, "Segnet: A 

deep convolutional encoder-decoder architecture for image 

segmentation", IEEE transactions on pattern analysis and 

machine intelligence, 2017, Vol. 39, No.12, pp. 2481-2495. 

[19] K. Sun, Y. Zhao, B. Jiang, T. Cheng, B. Xiao, D. Liu, Y. 

Mu, X. Wang, W. Liu, and J. Wang, "High-resolution 

representations for labeling pixels and regions", arXiv 

preprint arXiv:1904.04514, 2019. 

[20] K. Sun, B. Xiao, D. Liu, and J. Wang, "Deep high-resolution 

representation learning for human pose estimation", in 

Proceedings of the IEEE/CVF Conference on Computer 

Vision and Pattern Recognition, 2019, pp. 5693-5703.  

[21] D. Marmanis, J. D. Wegner, S. Galliani, K. Schindler, M. 

Datcu, and U. Stilla, "Semantic segmentation of aerial 

images with an ensemble of CNSS. ISPRS Annals of the 

Photogrammetry", Remote Sensing and Spatial Information 

Sciences, 2016, Vol. 3, pp. 473-480.  

[22] S. Ioffe, and C. Szegedy, "Batch normalization: 

Accelerating deep network training by reducing internal 

covariate shift", In International conference on machine 

learning, 2015, pp. 448-456. 

[23] V. Badrinarayanan, B. Mishra, and R. Cipolla, 

"Understanding symmetries in deep networks", arXiv 

preprint arXiv:1511.01029, 2015. 

[24] H. Zamanian, H. Farsi, S. Mohamadzadeh, "Improvement in 

accuracy and speed of image semantic segmentation via 

convolution neural network encoder-decoder", Information 

Systems & Telecommunication (JIST), 2018, Vol. 6, No. 3, 

pp. 128-135. 

[25] F. Wang, S. Piao, and J. Xie, "CSE-HRNet: A context and 

semantic enhanced high-resolution network for semantic 

segmentation of aerial imagery", IEEE Access, 2020, Vol. 8, 

No. 2, pp. 182475-182489. 

[26] L. Mou, Y. Hua, and X. X. Zhu, "Relation matters: 

Relational context-aware fully convolutional network for 

semantic segmentation of high-resolution aerial images", 

IEEE Transactions on Geoscience and Remote Sensing, 

2020, Vol. 58, No. 11, pp. 7557-7569. 

[27] H. Luo, C. Chen, L. Fang, X. Zhu, and L. Lu, "High-

resolution aerial images semantic segmentation using deep 

fully convolutional network with channel attention 

mechanism", IEEE journal of selected topics in applied earth 

observations and remote sensing, 2019, Vol. 12, No. 9, pp. 

3492-3507. 

[28] N. Mboga, S. Georganos, T. Grippa, M. Lennert, S. 

Vanhuysse, and E. Wolff, "Fully convolutional networks and 

geographic object-based image analysis for the classification 

of VHR imagery", Remote Sensing, 2019, Vol. 11, No. 5, pp. 

597. 

[29] G. Zhang, T. Lei, Y. Cui, and P. Jiang, "A dual-path and 

lightweight convolutional neural network for high-resolution 

aerial image segmentation", ISPRS International Journal of 

Geo-Information, 2019, Vol. 8, No. 12, pp. 582. 

[30] Z. Tu, X. Chen, A. L. Yuille, and S. C. Zhu, "Image parsing: 

Unifying segmentation, detection, and recognition", 

International Journal of computer vision, 2005, Vol. 63, No. 

2, pp. 113-140. 

[31] B. C. Russell, W. T. Freeman, A. A. Efros, J. Sivic, and A. 

Zisserman, "Using multiple segmentations to discover 

objects and their extent in image collections", In IEEE 

Computer Society Conference on Computer Vision and 

Pattern Recognition (CVPR'06), 2006, Vol. 2, pp. 1605-

1614.  

[32] E. Borenstein, and S. Ullman, "Combined top-down/bottom-

up segmentation", IEEE Transactions on pattern analysis and 

machine intelligence, 2008, Vol. 30, No. 12, pp. 2109-2125. 

[33] J. Wu, J. Zhu, and Z. Tu, "Reverse Image Segmentation: A 

High-Level Solution to a Low-Level Task", In BMVC, 2014. 

[34] Q. Zhao, and L. D. Griffin, "Better image segmentation by 

exploiting dense semantic predictions", arXiv preprint 

arXiv:1606.01481, 2016. 

[35] R. Socher, C. C. Lin, A. Y. Ng, and C. D. Manning, 

"Parsing natural scenes and natural language with recursive 

neural networks", In Proc. IEEE Int. Conf. Mach. Learn. 

(ICML), 2011, pp. 129-136. 

[36] J. Yao, S. Fidler, and R. Urtasun, "Describing the scene as a 

whole: Joint object detection, scene classification and 

semantic segmentation", In IEEE conference on computer 

vision and pattern recognition, 2012, pp. 702-709. 

[37] A. Kae, K. Sohn, H. Lee, and E. Learned-Miller, 

"Augmenting CRFs with Boltzmann machine shape priors 

for image labeling", In Proceedings of the IEEE conference 

on computer vision and pattern recognition,  2013, pp. 2019-

2026. 

[38] H. Myeong, and K. M. Lee, "Tensor-based high-order 

semantic relation transfer for semantic scene segmentation", 

In Proceedings of the IEEE Conference on Computer Vision 

and Pattern Recognition, 2013, pp. 3073-3080. 

[39] J. J. Corso, "Toward parts-based scene understanding with 

pixel-support parts-sparse pictorial structures", Pattern 

Recognition Letters, 2013, Vol. 34, No. 7, pp. 762-769. 

[40] Q. Li, Y. Shi, and X. Huang, "Building footprint generation 

by integrating convolution neural network with feature 

pairwise conditional random field (FPCRF)", IEEE 

Transactions on Geoscience and Remote Sensing, 2020, Vol. 

58, No. 11, pp. 7502-7519. 



    

Journal of Information Systems and Telecommunication, Vol.11, No.4, October-December 2023 
  

  

 

 

367 

[41] M. Cramer, "The DGPF-test on digital airborne camera 

evaluation overview and test design", Photogrammetrie-

Fernerkundung-Geoinformation, 2010, pp. 73-82. 

[42] M.J. Hasan, J.M. Kim, "Bearing fault diagnosis under 

variable rotational speeds using stockwell transform-based 

vibration imaging and transfer learning", Applied 

Sciences, Vol. 8, No. 12, pp. 2357. 

[43] M.J. Hasan, J. Uddin, S.N. Pinku, "A novel modified SFTA 

approach for feature extraction", In 3rd International 

Conference on Electrical Engineering and Information 

Communication Technology (ICEEICT), 2016, pp. 1-5. 

[44] M. Ghasemi, M. Kelarestaghi, F. Eshghi, A. Sharifi, "D 3 

FC: deep feature-extractor discriminative dictionary-learning 

fuzzy classifier for medical imaging", Applied Intelligence, 

2022, pp. 1-17. 

 



 

 Ali Rajabzadeh Gatari 

alirajabzadeh@modares.ac.ir 

Journal of Information Systems and Telecommunication 
Vol.11, No.4, October-December 2023, 368-382 

 
 

http://jist.acecr.org 
ISSN 2322-1437 / EISSN:2345-2773 

 

ISSN 2322-1437 / EISSN:2345-2773 

 

Software-Defined Networking Adoption Model: Dimensions and Determinants 

Elham Ziaeipour1, Ali Rajabzadeh Gatari2*, Alireza Taghizadeh3 

 
1.Department of Management of Information Technology, Faculty of Management and Economics, Science and Research 

Branch, Islamic Azad University, Tehran, Iran  
2.Faculty of Management and Economics, Tarbiat Modares University, Tehran, Iran. (Visiting Professor at SRb) 
3.Faculty of Computer Science, Parand Branch, Islamic Azad University, Tehran, Iran 
 

Received: 21 Nov 2022/ Revised: 4 Feb 2023/ Accepted: 20 Feb 2023 

    

Abstract  
The recent technical trend in the field of communication networks shows a paradigm change from hardware to software. 

Software Defined Networking as one of the enablers of digital transformation could have prominent role in this paradigm 

shift and migration to Knowledge-based network. In this regard, telecom operators are interested in deploying SDN to 

migrate their infrastructure from a static architecture to a dynamic and programmable platform. However, it seems that they 

do not consider SDN as one of their priorities and still depend on traditional methods to manage their network (especially in 

some developing countries such as Iran). Since the first step in applying new technologies is to accept them, we have 

proposed a comprehensive SDN adoption model with the mixed-method research methodology. At first, the theoretical 

foundations related to the research problem were examined. Then, based on Grounded theory, in-depth interviews were 

conducted with 12 experts (including university professors and managers of the major telecom operators).  

In result, more than a thousand initial codes were determined, which in the review stages and based on semantic 

commonalities, a total of 112 final codes, 14 categories and 6 themes have been extracted using open, axial and selective 

coding. Next, in order to confirm the indicators extracted from the qualitative part, the fuzzy Delphi method has been used. 

In the end, SPSS and Smart-PLSv.3 software were used to analyze the data collected from the questionnaire and to evaluate 

the fit of the model as well as confirm and reject the hypotheses. 

 

 

Keywords: Adoption; Fuzzy Delphi; Grounded Theory; Service provider; Software Defined Network; Technology. 
 

1- Introduction 

The trend of technology in communication networks 

clearly shows that the different sectors of this industry are 

transforming from hardware to software [1]. In this regard, 

in addition to witnessing the development of software in 

various sectors, the architecture and overall image of the 

communication network space will also undergo 

transformation and change [1]. 

The importance of software development in 

telecommunications industry was highlighted during the 

international conference which was held at St. Louis 

University by the IEEE Organization in 2018. In this 

conference, SDN technology was identified as the most 

vital part among 11 key aspects of this trend [1]. 

By separating the control plane, SDN redefines network 

architecture and provides a flexible way to manage and 

control complex networks through efficient management 

of resources [3].  

SDN will provide some important benefits such as new 

model of service creation and delivery, efficient and 

software-based management of resource and energy, 

agility and quick response to changes, operation 

automation and customization. In addition, SDN manages 

all domains, layers and vendors in an integrated fashion, 

which is able to analyze traffic, detect failures, respond 

promptly to user needs and reduce downtime. It also 

provides the possibility of using cognitive techniques, 

optimization and virtualization, reducing implementation 

costs, independence of services from the underlying 

hardware layer, faster procurement and equipment 

configuration time, increasing network intelligence [4]. 

Software Defined Networks will not only facilitate the 

fulfillment of the promises of other technologies such as 

5G and Cloud computing, but also as an enabler [4][5], it 

will play a key role in providing concepts such as digital 

transformation, knowledge-based networks and business 

intelligence [6]. 

The importance of this research is due to the benefits of 

SDN and the global trend towards this technology, 

although telecom operators in some developing countries 
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such as Iran are still hesitant to use this technology. It 

seems that the administrators prefer to manually configure 

and set up their networks instead of getting rid of their 

legacy networks and using new technology [4]. However, 

according to Martec's law, the main challenge of managing 

organizations is that technological changes are exponential 

and very fast, while the internal changes of organizations 

are slow. In this way, this distance becomes more and 

more over time, so that finally organizations must adjust 

themselves and align with new technologies [7]. 

The first step in applying new technologies is to accept 

them. Identifying the key factors of the information 

technology adoption is an important research area. In other 

words, the question why people accept and use a 

technology or conversely do not, is one of the most 

important issues in information systems [8]. 

Technology adoption is a multidimensional phenomenon 

that includes a wide range of key variables such as values, 

perceptions, personal perspectives, intellectual 

preferences, beliefs, attitudes, desires and the degree of 

their involvement with technology as well as the ability to 

change on adopting new technology [9][10]. In recent 

decades, in accordance with the development of 

information technology, several models have been 

introduced in the area of technology adoption [10]. 

According to [12], each of these models has its 

shortcoming and boundaries and does not complementary 

to the rest of the models [13]. There are two important 

concerns with these theories. First, each theory uses 

distinct term in its constructs, although they are basically 

under the same concepts. Secondly, there is not even a 

single theory that covers all behavioral variables [12][13] 

[13]. In General, the research shows that these models can 

be developed according to different technologies, context 

and situation of each country. 

To the best of our knowledge, In Iran there has not been 

any previous proper activity to SDN adoption to date. 

However, a few studies have been done on SDN from 

“technical point of view”.  

One of the reasons for the lack of appropriate research in 

this field is mainly due to its multidisciplinary nature.  

This study intends to fill the existing theoretical gap by 

identifying the aspects of SDN adoption and examining 

the different dimensions of this process. In this regard, in 

literature review, three main topics have been studied:1) 

the theoretical foundations of SDN technology 2) the 

theoretical foundations of technology acceptance models 

and 3) researches on SDN adoption models (Fig.1). 

In the first stage, all parameters extracted from the 

literature review were considered as a basis for preparing 

the initial questionnaire. Next, based on Grounded theory, 

an in-depth interview was conducted with 12 experts, 

which with using open, axial and selective coding the 

factors affecting SDN adoption have been recognized. 

Therefore, a proposed model for SDN adoption was 

presented based on the extracted codes and the Strauss and 

Corbin's paradigm model [14]. 
The methodology of research, data collection and analysis 

in addition to the identified dimensions and categories are 

presented in the relevant sections. 

Then, in order to confirm the indicators extracted from the 

qualitative part, the fuzzy Delphi method has been used. 

 
Fig.1: Steps of conducting research  

In the quantitative part, by analyzing the data extracted 

from the questionnaire (with a Likert scale), the structure 

and fit of the model has been checked. Also, CFA 1 , 

confirmation and rejection of hypotheses has also been 

done using PLS 2  software. Finally, after the validation, 

conclusions and suggestions for future research are given. 
The expected outcome of current research can be also 

useful for countries that have similar telecom and 

geopolitical context. Also, same as the adoption of other 

technologies such as cloud, 5G, IOT, Big data, etc. it will 

be useful for telecommunication operators and all entities 

in the SDN ecosystem (Fig.1).  

2- Literature Review  

In literature review, three main topics have been studied:1) 

the theoretical foundations of SDN technology 2) The 

theoretical foundations of technology acceptance models 

and 3) researches on SDN adoption models.  

                                                           
1 Confirmatory Factor Analysis 
2 partial least squares 
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2-1- Theoretical Foundations of SDN Technology  

Software Defined networks are an alternative architecture 

to common inflexible networks. Generally, SDN can be 

simply defined as "a new generation of networks that uses 

software-based switches and controllers alongside high-

level APIs to control and manage network infrastructure" 

[15]. 

The SDN architecture separates the control plane from the 

transmission plane and provides an abstraction of the 

network infrastructure for services and applications. It also 

allows network programming using the open APIs [16]. 

SDN networks consist of three main layers with north and 

south interfaces for communication between layers, as 

well as western and eastern interfaces for communication 

with other SDN networks or non-SDN networks [15][17].  

Standard architectures for SDN have been provided by 

standardization organizations such as ITU
1
, OIF

2
, IETF

3
, 

ETSI
4
, ONF

5
, etc., the most common of which is the 

architecture provided by ONF.  

 
Fig.2: ETSI/ONF SDN architecture (ETSI, 2017) [17] 

ETSI has also used ONF reference model and added the 

knowledge layer to it [17]. In this way, machine learning 

and cognitive techniques will be used along with neural 

networks, and operations such as learning, normalization, 

analysis, decision making, forecasting, judgment, and 

knowledge extraction will be performed in this intelligent 

layer (Fig.2) [17]. 

The new SDN architecture was introduced in 2019 to bring 

open-source architecture to SDN [18], and work is 

ongoing to operationalize it by standards-setting 

organizations. 

In 2019, the SDN share was $9.995 million from the 

global market. Its value could be up to $72.630 million by 

                                                           
1 International Telecommunication Union-Telecommunications 

Standardization 
2 Organization international de la Francophone 
3 Internet Engineering Task Force 
4 European Telecommunications Standards Institute 
5 Open Networking Foundation 

2027 (growing at a CAGR of 28.2% from 2020 to 2027) 

[3] and at $112.95 million by 2028 [19]. 
The software defined networking market has different 

sectors based on components, organization size, end users, 

industry vertical and regions. Telecom service providers, 

cloud service providers and companies are considered as 

the end users of this technology [3]. Also, from regional 

point of view, North America is a major SDN market due 

to ever increasing network traffic, mobility solutions and 

cloud applications [19].  

Meanwhile, shift toward cloud by various organizations 

would increase the adoption of SDN among cloud 

providers and brings new opportunity for the market [3]. 

Thus, many students, research centers and leading vendors 

are working on various aspects of this technology. The 

main concern of the current research is lack of desire to 

implement SDN in practice.  

2-2- Theoretical Foundations of IT Acceptance 

Since the 80's, in parallel with the development of 

information technology in organizations, numerous 

researches in the field of technology adoption have been 

done. The foundation of all technology adoption models is 

shown in (Fig.3) [20]. 

 
Fig.3: fundamentals of technology adoption models [20]  

Technology adoption is a process that begins with the 

user's awareness of the technology and ends with the user 

embracing the technology and its full use [21]. According 

to Rogers (1995), the adoption of a technology involves a 

rational process in which investment decisions are made 

about the use of that new technology. Technology 

acceptance is an Individual’s attitude towards a technology 

[21]. It looks more like acceptance would refer to the 

intentions towards use and adoption refers to the degree of 

actual use. Therefore, Technology acceptance is the first 

step of technology adoption (Fig.4) [21] [22].  

 
Fig.4.Innovation Diffusion Process [22] 

Table 1 lists some of the common information technology 

acceptance models and their determinants of IT adoption 

[23][11]. The last column of the table shows peer 

categories of our suggested model which are based on the 

Strauss-Corbin model. 
Table1: Evolution of Theories and Models of Technology Adoption 
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2-3- Literature Review of SDN Adoption Models  

Numerous articles have addressed SDN technology from 

different dimensions such as optimization, simulation, 

implementation, development, etc. This amount of study 

on SDN clearly shows its important from the perspective 

of academic societies. Table 2 shows a brief review of 

articles related to the research topic and the parameters 

extracted from them. The last column of the table shows 

peer categories of our suggested model which are based on 

the Strauss-Corbin model. 

All the options considered in this section have examined 

the acceptance parameters, development process, 

advantages, opportunities and challenges of SDN 

technology. Some of them are the adoption parameters of 

similar technologies such as virtualization (NFV), cloud 

computing, big data, Internet of Things and blockchain. 

This group of research is intended for application in the 

field of SDN. 
 

Table2: Summary of previous studies regarding SDN adoption

categories Findings Method 
Purpose/ 

Domain 
Reference 

Phenomenon, 
Causal Factors 

-Examine the relationship between IT cloud integrators' 

perceptions of performance expectancy, effort expectancy, 
social influence, facilitating conditions, and their intention 

to use SDN by using “UTAUT”. 

-social influence and facilitating conditions were 
statistically significant; performance expectancy and effort 

expectancy were not. 

Quantitative 

method (SPSS, 
PLS) 

+ 

Questionary 
(167 cloud 

integrators) 

SDN Adoption /IT 
cloud integrators  

[24] 

Causal,  

Intervening,  

Contextual 
Factors 

-parameters are: Comparative advantage (including 
security, cost savings), complexity, compatibility from 

DOI model and technical parameters (including technical 

readiness), organizational context (support of senior 
managers, company size), environmental context 

(competitive pressure, rule support) from TEO model. 

Combination of 
DOI and TOE  

+ 

Quantitative 
method (Smart 

PLS V.3) 

Factors affecting 

Cloud Computing 
adoption /  

companies in 

Turkey 

[25] 

 Causal,  
Intervening,  

Contextual 

Factors 

1-Human resources (Leaders' opinion, Team skills) 

2-SDN technology (advantages, compatibility, complexity, 
testability, security) 

3-Organization (REN size and Resources, REN Global 

scope, Network users) 
4-Environment (Regulation Policies, technology support) 

Qualitative method 

(Combination DOI 
and TOE models) 

Factors influencing 

SDN adoption/ 

Research and 
Educational 

Networks (REN) 

[26] 

Causal,  
Phenomenon, 

Intervening, 

Consequences 
Factors 

-Motivations for SDN market: complexity in Data Centers 

and Enterprises, inability of traditional network 
architecture to support migration to the cloud and the need 

for improving application performance.  

-Some technology trends propelling the adoption of SDN 
are 5G, IoT, Cloud native, edge computing and Big Data.  

-IDC enumerates top 6 motivations for SDN adoption: 

policy-based control and WAN optimization, network 

agility and flexibility, Optimized cost, Consistent security, 

Enhanced operational efficiency and Faster deployment. 

N/A 

SDN Adoption 

Motivations/Teleco

m Networks 

[27] 

Causal,  
Intervening 

Factors 

-SDN adoption limitations: Budget constraints, 

Performance and reliability, Scalability, maturity, Lack of 
experts and certification programs. 

-network operators can incrementally deploy SDN and 

avoid replacing legacy equipment at once. 

Literature review 

 

Reasons for not 

accepting SDNs and 

reviewing studies/ 
Telecom Networks 

[28] 

Causal,  

Consequences 

Factors 

-The most important motivate for using SDN is agility, 

unlike previous research that has shown cost reductions. 
-Proposed SDN adoption solution: technology evolution 

with 29%, innovative services with 21%, organizational 

transformation with 50% impact on SDN adoption 

Mixed Method 

+ 
Interview (14 

Service Provider) 

SDN 

Adoption/Telecom 

Service Provider 

[29] 
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categories Findings Method 
Purpose/ 

Domain 
Reference 

Causal 

Factors 

-The parameters are: Comparative advantage parameters 

(including security issues, cost savings), complexity, 
compatibility of the DOI model and perceived usefulness 

and perceived ease of use from TAM model that has strong 

influence on the user intention to adapt new technology. 
-Three predictors of relative advantage, compatibility and 

complexity yielded a significant influence on perceived 

usefulness. 
-Relative advantage revealed no significant relationship in 

cloud computing adoption. 

-Perceived usefulness was found to have a mediating effect 
between compatibility and adoption attention, while 

perceived ease of use yielded a mediating effect between 
complexity and adoption attention. 

Combination of 

DOI and TAM + 
Quantitative 

method (SPSS, 

SmartPLS) 
+ 

Questionary (114 

responses) 

Cloud Computing 
Adoption / SMEs in 

Malaysia 

[30] 

Causal,  

Intervening,  
Contextual 

Factors 

-Technological Factors (Relative Advantage, 
Compatibility, Complexity, Uncertainty and Insecurity, 

Trial ability, Observability), Organizational Factors (Top 

management Support, Organizational Readiness), 
Environmental Factors (Competitive Pressure, External 

Support from Vendors, High degree of regulatory) 

-Complexity and uncertainty and insecurity have negative 
effect, while trial ability and observability affect 

oppositely. Relative advantage and compatibility show no 

effect. Top management support and Organizational 
resources, positively influence on BDA adoption.  

Combination of 

DOI, TOE and 

RBV
1
 models  

+ 

 Quantitative 
method (PLS) +  

Questionary 

(171responses) 

The impact of TOE 
Parameters on BDA 

adoption and its 

effect on the 
financial 

performance and 

marketing 
performance/SMEs  

[31] 

Causal, 

Phenomenon 

Factors 
 

-Model parameters: User character, Cyber resilience, 

social influence, Cognitive instrumentals, Trust, Long-
term orientation, Flexibility, Perceived Usefulness, 

Perceived Ease of Use, Attitude, Behavioral intention. 

-It was demonstrated that facilitated appropriation, 
Perceived Usefulness and Perceived Ease of Use 

significantly influence consumers’ attitude and BI. User 

character, cyber resilience, cognitive instrumentals, social 
influence and trust exhibited a significantly indirect effect 

on attitude and Behavioral intention, through the three 

main mediators. 

Quantitative 
method (IoTAM) 

+ 

Questionary (812 
survey participant)  

+ 

Quantitative 
method 

(SPSS, SEM
2

 , 

PLS) 

IoT Adoption 
 (IoTAM)  

 

[32] 

Intervening 
Factors 

-Barriers to SDN adoption: 

a) challenges to integrating SDNs with legacy networks  

b) the immaturity of vendor solutions 
c) Technology shortcomings (proper Interfaces) 

-Top SDN adoption Drivers:  

a) the simplification of network provisioning  
b) the better utilization of network resources 

Qualitative and 

Quantitative 

method  
+ 

Semi-structured 

interviews 

SDN adoption 

factors / Telecom 

Networks 

[33] 

Causal,  

Intervening, 

Consequences 
Factors 

-benefits of SDN: speeding up service provision, creating 

services automatically, reducing costs  

-Factors affecting SDN adoption: a proper understanding 
of SDN performance, adaptability, remove obstacles 

Questionnaire 

(Intel experts) 
SDN Adoption 

Factors 
[34] 

Causal,  

Intervening, 
Consequences  

-Benefits such as network security, attack detection and 

troubleshooting, traffic control, configuration and policy 
management, and service change     

Literature Review 
Application of SDN 

on network security/ 
Telecom Networks 

[35] 

Causal,  

Intervening,  

Contextual 

Factors 

Model: Technical parameters (comparative advantage, 

uncertainty), organizational parameters (managerial 

support, organizational readiness), environmental 
parameters (competitive pressure, regulatory environment, 

industry) and trust are added to the TOE framework. 

qualitative Method 

+ 

semi-structured 

interviews 

Block chain 

Adoption  
[36] 

                                                           
1 Resource Based View 
2 Structural Equation Modeling 
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The motivating factors for conducting this research are: 

 Need for a comprehensive and integrated 

framework that focuses on all levels (national, 

organizational, individual, etc.)  

 Dispersion of activities and the need to complete 

previous activities. 

 Combining the strengths of the models presented 

for SDN adoption and the adoption model of 

similar technologies. 

 Update the existing knowledge about SDN, 

especially in the field of its adoption and express 

management problems. 

 Considering management processes, strategies, 

contextual conditions and Consequences that 

previous models had not addressed nor had very 

little reference to. 

 Few researches have used the qualitative-

quantitative mixed method. Most of them have 

extracted factors affecting the acceptance of this 

technology through content analysis, literature 

review, questionnaires and interviews. 

3- Method 

The review of previous studies indicates the weakness of 

existing theories and models regarding the adoption of 

SDN technology. Thus, at the beginning, the theoretical 

foundations related to the research problem were 

examined. Then, based on the Grounded theory, in-depth 

interviews have been conducted with the managers and 

experts of the country's major telecom operators. 

In result, dimensions and categories have been extracted 

using open, axial and selective coding. In order to confirm 

the indicators extracted from the qualitative part, the fuzzy 

Delphi method has been used. Then by analyzing the data 

extracted from the questionnaire (with a Likert scale), the 

structure and fit of the model has been checked. Also, 

CFA, confirmation and rejection of hypotheses has also 

been done using Smart PLS.3 software. 

3-1- Data Collection Process 

In order to collect the initial data in the qualitative section, 

three different sources have been considered: 1) Interviews 

2) Articles and documents 3) Technical reports, meetings. 
A community of experts have been purposefully selected 

who have rich information about the research topic and are 

working individually or organizationally in this field. 

According to the research methodology and considering 

the available time and resources, between 10 to 15 

interviews would be enough, as the purpose of the 

interview is to explore the ideas and attitudes of the 

interviewee. Thus, in order to extract the initial data, 

current study has been done by 12 interviews (6 university 

professors and 6 senior managers and experts with PhD in 

computer, telecommunications, industry and 

management). Data collection has continued until the 

research reaches the saturation limit in the data and the 

concepts related to SDN adoption and there was no new 

one to be added to the model. Finally, at each stage, the 

codes were finalized with 5 of interviewees who had the 

following expertise (Table 3): 
 

Table3: Characteristics of the Interviewed Experts 

Skills Degree Expert 
Communication Net-

SDN PHD-Computer Expert1 

Telecomm -5G- SDN PHD-Telecomm  Expert2 
Telecomm-

Cloud/NFV/SDN PHD-Electricity Expert3 

MCDM-E. Readiness- 

Technology Adoption- PHD-Industrial Expert4 

Management 

Organizational-Public 

Administration 

PHD-

Management Expert5 

In the quantitative section, the statistical population 

includes experts and managers of various Iranian 

telecommunication Sectors, including: ITRC1, TIC2, TCI3, 

MCI4, etc. In this section, the sample size was calculated 

using Cochran's formula. The statistical population was 

about 140 individuals, and considering Cochran's formula, 

a total of 101 experts were selected as a statistical sample. 

Demographic information of respondents illustrated in 

table 4. 
Table4: Demographic Information of Respondents  

Characteristic Frequency Percentage 

 Age 

30-40 years old 

40-50 years old 

50 years old or older 

 

34 

43 

24 

 

33.7% 

42.6% 

23.8% 

Gender 

Male 

Female 

 

75 

26 

 

74.3% 

25.7% 

Degree of education  

Bachelor's degree 

Master degree 

PHD 

 

9 

55 

37 

 

8.9% 

54.5% 

36.6% 

Field of education 

Telecommunications 

Management 

Computer 

IT 

Industrial Engineering 

other 

 

19 

24 

23 

21 

9 

5 

 

18.8% 

23.8% 

22.8% 

20.8% 

8.9% 

5.0% 

Position 

Executive/Senior manager 

Junior manager 

University professor 

 

22 

70 

9 

 

21.8% 

69.3% 

8.9% 

                                                           
1 Iran Telecommunication Research Center 
2 Telecommunication Infrastructure Company 
3 Telecommunication Company of Iran 
4 Mobile Telecommunication Company of Iran 
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3-2- Data Analysis Process in Qualitative Section 

In this section the major steps of qualitative part of the 

research are explained.  

 Review of research background: 

Before conducting the interview, the background of the 

research was investigated (table 2) so that the findings of 

the initial stages were the basis for preparing the 

questionnaire and the interview. 

In this regard, databases such as IEEE, Science Direct, 

Emerald Insight and etc. have been examined and it is 

important that the contents were not repeated and have 

been done in the last 15 years. 

 Conducting research according to Grounded Theory: 
By conducting the interviews and analyzing the data, a 

deeper understanding of the interviewees' experience and 

knowledge was gained. In this way, qualitative data 

analysis was performed in three stages: open, axial and 

selective coding [41]. 

Open Coding: Open coding was done in two stages. 

Initial coding was done by line-by-line coding of the data, 

and a concept or code was attached to each of them. Thus, 

more than a thousand initial codes were extracted. In 

secondary coding by comparing all extracted open codes, 

the items that had semantic similarity were placed in one 

category [40]. Then, in order to make the results validate, 

it has been reviewed by 5 experts who were highly 

specialized in this field. At the end, a set of 112 final codes 

is extracted. 

Axial Coding: The data decomposed into concepts and 

categories are examined in a new way so that a link can be 

made between a category and the concepts in it and even 

other categories [40]. 

Selective Coding: Selective coding uses the results of the 

previous coding steps, selects the main category and links 

it systematically to other categories, validates the 

connections, and develops the categories that need further 

refinement and development [40] [41]. Fig.5 shows the 

final coding done by MAXQDA software. 

 
Fig.5: Final coding done by MAXQDA software 

 Writing theory and theorizing: 
Finally, with the help of the developed theory, 6 

hypotheses have been extracted for testing in the research. 
In order to confirm the indicators extracted from the 

qualitative part, the fuzzy Delphi method has been used.  

3-3- Data Analysis Process in Quantitative Section 

After extracting the conceptual model, the model itself and 

the research hypotheses are tested in order to obtain deeper 

information about the research model in the statistical 

population. After collecting information with a 

questionnaire, the data was analyzed with SPSS and PLS 

software. Frequency distribution, mean and variance were 

used to describe the opinions of the statistical sample 

regarding the questions. This process was carried out at a 

significance level of 0.05. For data analysis, using Smart 

PLS.V3, the fit of the model and then the research 

hypotheses were evaluated. Before using the statistical 

tests, the normality of the data should be evaluated, and for 

this purpose, the Kolmogorov-Smirnov test was used. 

4- Findings and Results 

In order to present the SDN adoption model, the Strauss-

Corbin paradigm has been used, which is based on a 

systemic approach and includes [14] [41]:  

Causal Condition: Causal conditions are the motivating 

factors to encourage organizations to adopt SDN 

technology. Three categories of motivation identified 

includes: Environmental motivations of operators, internal 

motivations of operators [42] and motivations at the 

individual level.  

Contextual Conditions: special conditions that affect 

strategies and are not under the control of organizations, 

but awareness of them can lead to appropriate response 

and understanding why some events related to the process 
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of accepting SDN technology. Far and close environment 

of the operators is considered in this category [42]. The far 

environment is a situation that the operator has no control 

over that. The close environment of operators includes the 

competitors and other stakeholders [42]. 

Phenomenon: the main phenomenon refers to the 

adoption of SDN technology and its dimensions, which 

has been the main topic of this research. Use of SDN has 

been identified in two categories: organizational and 

technical.  

Intervening Conditions: unlike Contextual conditions, 

intervening conditions are under the control of 

organizations and network administrators that affect the 

strategies. The internal conditions of the operators and the 

requirements of the SDN architecture were considered as 

intervening conditions [42]. 

Strategies: special actions that result from the main 

phenomenon and can be helpful in promoting SDN 

adoption. The difference between this and phenomenon is 

that the strategies are not process but action type and help 

execute processes. Technical and organizational strategies 

have been considered [42]. 

Consequences: the outcomes that emerge as a result of 

strategies. There are three levels of consequences for 

users, operators, government and other stakeholders [42]. 

These consequences include positive and negative impacts. 

Thus, 112 final codes, 14 concepts and 6 main categories 

were obtained, which is a total of 132 options. The SDN 

adoption model proposed by the research is shown in the 

(fig.6). 

 
Fig.6: The proposed model for SDN adoption 
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4-1- Hypothesis  

Based on the conceptual model and the main research 

questions, the following hypotheses are extracted: 

 H1: Causal Factors have a significant effect on 

the Phenomenon, which is the use of SDN by 

operators (organizational and technical). 

 H2: The Phenomenon, that is, the use of SDN by 

operators has a significant effect on the strategies. 

 H3: The Contextual Factors (Current Context far 

from and near Operators Environment) has a 

significant effect on the strategies. 

 H4: The Intervening Factors (internal conditions 

of operators and requirements in SDN 

architecture) has effect on the strategies. 

 H5: The strategies have a significant effect on the 

consequences (for users, operators, governance 

and other stakeholders). 

4-2- Fuzzy Delphi Method 

At this stage, a questionnaire consisting of 112 indicators 

of the proposed SDN adoption model with the focus on 

large telecommunications operators, which was extracted 

from literature review and interviews, was provided to 

expert members [43]. In order to do fuzzy, the opinions of 

experts, triangular fuzzy numbers have been used. Experts' 

views on the importance of each indicator are collected 

with a 5-point fuzzy Likert spectrum. Then the fuzzy mean 

is taken from the scores and converted to a definite 

number according to the relation belong to the fuzzy mean.  

In the next step, the Delphi first stage questionnaire was 

given to the experts again. Also, in this round, the definite 

average of the first round is provided so that the experts 

are informed about the average of each index in the 

previous stage. In this round, the fuzzy mean of the scores 

was calculated in a similar way using the above-mentioned 

equation [43].  

According to Cheng, if the difference between the two 

stages of the poll is less than the threshold (0.1), the 

polling process will stop, we have reached a consensus 

[43]. In the first phase of fuzzy Delphi, considering the 

threshold number of 0.7 [44], the results show the 

confirmation of all indicators (Table 5.a). 

In the next round, considering the same threshold number 

of 0.7 [44], the results still show the confirmation of all 

indicators (Table 5.b). 

Considering that the difference between the two stages of 

the survey is less than the threshold (0.1), the survey 

process has been stopped, we have reached a consensus.  

 

 

 

 

 

Table5: Results of the first and second phase of fuzzy Delphi (23 out of 

112 codes) 

 

5- Model Analysis 

5-1- Data Preprocessing and Data Normality Test 

Since the researcher used an electronic questionnaire, there 

were no missing and no outlier data, and all questionnaires 

were fully answered. To identify indifferent cases, they 

were identified by the formula STDEV.P>. /3 in Excel and 

the answers of 13 experts were removed. 

Kolmogorov-Smirnov test was used to check the normality 

of research variables. If the significance level is greater 

than 5%, the variables are normal.  
Table6: Assessing the Normality of the data 

 

According to Table 6, the data are not normal, and thus the 

PLS approach should be used [45][46]. Also, the normality 

test of each question has been evaluated with mean and 

variance. The average of the questions was more than 3 

and the variance was more than 0.5, and their significance 

level was less than 0.05.  

5-2- Evaluation of the Proposed Model  

The factor load test for each question (112 final indicators) 

was higher than 0.4 and thus none of the questions were 

removed. The reliability of this measurement model is 

acceptable. The significance of the factor load was 

checked with the t-value statistic, none of the 112 

questions was smaller than 1.96 and were not removed. 

Cronbach's alpha, CR1, SR2 and rho-a tests were also used 

to evaluate reliability (Table 7). 

 

                                                           
1 Combined Reliability  
2 Shared Reliability 
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Table7: Reliability of constructs (Cronbach's alpha, CR, SR, rho-a) [46] 

[47]  

Variable 

Cronbach's 

alpha 
> 0.7 

CR 

> 0.7 

SR 

> 0.5 

rho-a 

0.7 or 

0.6 

Use SDN by 

operators 

(Organizational) 

0.890 0.912 0.542 0.910 

Telecom 

Operator 
0.971 0.973 0.682 0.971 

Current Context 

far from 

Operators 

Environment 

0.907 0.931 0.696 0.927 

Current Context 

near Operators 

Environment 

0.890 0.919 0.698 0.914 

Use SDN by 

operators 

(Technical) 

0.889 0.910 0.534 0.900 

Governance and 

other 

stakeholders 

0.888 0.911 0.562 0.898 

Strategies 0.955 0.947 0.899 0.960 

Organizational 

strategies 
0.914 0.930 0.625 0.919 

Technical 

strategies 
0.959 0.967 0.830 0.960 

Internal 

conditions of 

operators 

0.918 0.934 0.640 0.926 

Contextual 

Factors 
0.924 0.912 0.838 0.938 

Casual Factors 0.960 0.939 0.839 0.964 

Intervening 

Factors 
0.938 0.950 0.905 0.944 

Motivations at the 

individual level 
0.927 0.938 0.583 0.936 

Internal 

motivations of 

operators 

0.918 0.932 0.577 0.921 

Environmental 

motivations of 

operators 

0.881 0.908 0.586 0.890 

Requirements in 

SDN architecture 
0.836 0.902 0.754 0.841 

Phenomenon 0.923 0.909 0.834 0.934 

Consequences 0.980 0.972 0.921 0.982 

End users 0.958 0.967 0.855 0.958 

Convergent validity was extracted with AVE 1 and 

divergent validity was done by Fornell and Larker method 
[48]. The AVE for all variables is higher than 0.5 which 

indicates the appropriate convergent validity of the 

constructs. Also, the divergent validity was at a reasonable 

level [45]. 

                                                           
1 Average Value of Extracted variance 

5-3- Evaluation of the Structural Part of the Model 

To evaluate the structure of the model, R Squares, CV Red 

and CV Com have been used. As the table 8 shows, the 

endogenous constructs of the model (strategies, 

consequences, and Phenomenon) with their exogenous 

constructs (causal, contextual, and intervention factors) 

with a value of more than 0.76, 0.80 and 0.699, It has a 

strong structural relationship and this indicates the strength 

of the structural part of the model. The CV Red index for 

all variables was higher than the average and in the strong 

range. Also, the CV Com index for all variables was 

within the acceptable range [45] (table8). 

 
Table8: Evaluation of the Structural Part of the Model 

Variable 

R 

Squares 

> 0.19 

CVRed 

Q2> 

0.01 

CV Com 

Q2> 0.001 

Use SDN by operators 

(Organizational) 
0.856 0.426 - 

Telecom Operator 0.972 0.609 0.422 

Current Context far from 

Operators Environment 
0.870 0.547 0.601 

Current Context near 

Operators 

Environment 

0.806 0.516 0.378 

Use SDN by operators 

(Technical) 
0.813 0.396 0.457 

Governance and other 

stakeholders 
0.895 0.463 0.461 

Strategies 0.762 0.431 0.362 

Organizational strategies 0.896 0.503 0.532 

Technical strategies 0.903 0.692 - 

Internal conditions of 

operators 
0.969 0.577 0.485 

Contextual Factors - - - 
Casual Factors - - 0.385 

Intervening Factors - - 0.653 

Motivations at the 

individuals 
0.898 0.478 0.682 

Internal motivations of 

operators 
0.827 0.440 0.430 

Environmental motivations 

of operators 
0.790 0.403 0.522 

Requirements in SDN 

architecture 
0.843 0.597 0.575 

Phenomenon 0.807 0.326 0.613 

Consequences 0.699 0.403 0.649 

End users 0.895 0.710 0.577 

6- Conclusions 

Today’s telecommunication networks are intensively 

expensive, manual and inflexible. To transform to SDN, 

which could lead to cost reductions, automation, greater 

processing capacity, and service orchestration through 

programmability, system developers and industry leaders 
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must perceive its necessity and adjust to the intricacies of 

its adoption.  

Although some researches have been done in this regard, 

most of them have reviewed the advantages, challenges 

and development process of this technology. In this 

research, using Grounded theory, the adoption model of 

SDN technology has been extracted, focusing on the 

country's telecommunication sectors. The proposed Model 

include 112 codes, 14 categories and 6 themes which 

extracted in the qualitative section and confirmed by fuzzy 

Delphi method. 

A comprehensive and integrated framework focusing on 

all levels (national, organizational, individual, etc.) has 

been presented, which includes, actions and consequences 

in addition to environmental factors, input, processing and 

output. 

Among the advantages of the proposed model, we can 

mention the combination of the strengths of the models 

presented in adoption of SDN, adoption of similar 

technologies such as Cloud, and adoption of information 

technology. Also, attention to management processes, 

strategies, contextual factors that were not considered in 

the previous models or were mentioned very little. 

The use of grounded theory (Strauss and Corbin model) 

along with the fuzzy Delphi method and quantitative 

analysis were very helpful and effective in conducting the 

research. It is also important to use SPSS and Smart-PLS 3 

software to analyze the data collected from the 

questionnaire and evaluate the fit of the model as well as 

confirm and reject the hypotheses. 

Gall has suggested that there is not much agreement 

among researchers on determining the criteria for validity 

and reliability in qualitative research. This disagreement 

arises from the fact that in the qualitative approach, the 

findings are based on the researcher's mental reflection and 

his interpretation of events. Therefore, in the qualitative 

approach, the definition of validity and reliability a little 

bit is different [49]. Maxwell has defined different types of 

validity [52]: Descriptive, Interpretative and Theoretical 

validity. Goulding believes that the theoretical saturation 

point indicates the reliability of the grounded theory 

research method. Theoretical saturation occurs when the 

data that helps to define the characteristics of a class is no 

longer included in the research and all the desired 

comparisons have taken place [51]. in this research these 

tactics have been used to achieve validity and reliability in 

qualitative part [50]: 

 Data collection from several sources. 

 Long-term observation.  

 Preventing subjective assumptions in drawing 

conclusions and ensuring results through feedback. In 

fact, the researcher presented his interpretations to the 

participants and identified and corrected the 

misunderstood areas. 

 Using experts with management and human resource 

experience along with IT. 

 Providing various Presentations on SDN technology  

 The collection and analysis process have been 

regularly modified by several experts, and the initial 

draft of the research findings was provided to research 

colleagues (supervisors and consultants). 

 Quality analysis software (MAXQDA 2012) has been 

used and thus no data has been ignored in this process. 

 In order to confirm the indicators extracted from the 

qualitative part, the fuzzy Delphi method has been 

used. 

 Issues such as comprehensibility and accuracy of 

components, adaptation of the result with the 

phenomenon under study, control of new conditions, 

inclusion of different dimensions, have been 

considered in different stages. 

In Quantitative part, in order to analyze the collected data, 

descriptive statistics of demographic variables were 

presented using SPSS software. Reliability (with factor 

loading, Cronbach's alpha, composite reliability), 

convergent and divergent validity (with AVE and Fornell-

Larcker method) and measurement of model structure 

(with R2, CVRed and CV Com (Q2) criteria) were 

evaluated in inferential statistics. All these criteria were 

evaluated at a reasonable and acceptable level. 

Finally, the fitting of the model was done through the 

GOF1 and SRMR2 criterion. √communality̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ is the average 

of the shared values of each structure. √R2̅̅ ̅ is the average 

of the R Squares just for endogenous structures of the 

model. Wetzles (2009) introduced three values of 0.01, 

0.25 and 0.36 as weak, medium and strong values for the 

overall fit of the model. 

√communality̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ × √R2̅̅ ̅ = √0.8629̅̅ ̅̅ ̅̅ ̅̅ ̅ × √0.720̅̅ ̅̅ ̅̅ ̅ =./7878 

(1) 

Obtaining 0.787 for the overall fit of the model indicates a 

strong overall fit of the model. Also, the value of SRMR 

index is equal to 0.979, which is less than the value of 0.1. 

Thus, the model has a suitable fit.  

The output of the model shows that the coefficient of 

significance regarding research hypotheses is out of the 

range of ±1.96, which means that all research variables 

are confirmed at the 95% confidence level in the statistical 

sample. 

 
Table9: Summary of the Findings 

Hypothesis Path 

coefficient 

t-

value 

Result 

                                                           
1 Goodness Of Fit 
2 Standardized Root Mean Residual 
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H1 0.898 33.170 Confirm 

H2 0.298 2.826 Confirm 

H3 0.695 7.994 Confirm 

H4 0.302 3.305 Confirm 

H5 0.836 24.696 Confirm 

In future, the proposed model can develop further by 

including SDN technology diffusion models. Also, 

prioritizing the identified categories to understand the 

importance of each, as well as model simulation to 

determine the effect of different policies on changing 

system behavior are among the important items that are 

proposed to complete the research. In Table 10, some 

suggestions are presented at three levels: governance, 

administrators of telecommunication operators and the 

experts. To avoid this risk, the assessing of company‘s E-

Readiness before starting main project is necessary [53]. 

 
Table 10: research Suggestions  

    Level suggestions 

Macro level  

(Governance) 

 Support and create motivation for operators. 

 Increasing competitiveness between operators. 

 Persuading investors to invest in infrastructure 
technologies. 

 Establishing cooperation systems between research 

centers, industry and government. 
 Creating a trustee in the country for SDN 

deployment and preparing a detailed roadmap for 

the operationalization of SDN implementation. 
 Guiding the industry towards the 

commercialization and export the products of this 

technology. 
 Reducing the impact of the country's macro 

changes on the implementation of projects. 

Telecom 

Operator  

(Manager) 

 Preparing an accurate business plan  

 Clarify clear goals 

 Identify the main risks ahead 

 Increasing awareness and training personnel 

 providing a roadmap for SDN deployment 

 Creating alignment between the country's 

ICT plans with their business activities 

(operators) 

 Considering change management  

 Upgrade hardware and software 

infrastructure 

 Plan and resource allocation to deploy SDN 

 Cultivating expert human resources in the 

field of SDN technology and related 

technologies 

 Increasing the agility of operators 

 Participation of experts in international 

scientific forums and standard-setting 

organizations 

Industry 

Experts 

 

 Acquisition of network, software, hardware 

skills 

 Trying to disambiguate the shortcomings of 

this technology 

 Providing correct feedback based on study 

and knowledge and trying to create the right 

attitude of technology to senior managers 

 Creating partnership and cooperation with 

other experts 

 Enhance flexibility and acceptance of 

changes 

 Improving the international language level 

 Communication with academic centers, 

conferences, domestic and international 

associations 
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