Recognition of Facial and Vocal Emotional Expressions by SOAR Model

Matin Ramzani Shahrestani¹, Sara Motamed², Mohammadreza Yamaghani³

¹. Department of Computer Engineering, Rasht Branch, Islamic Azad University, Rasht, Iran
². Department of Computer, Fouman & Shaft Branch, Islamic Azad University, Fouman, Iran
³. Department of Computer, Lahijan Branch, Islamic Azad University, Lahijan, Iran

Received: 23 Oct 2022/ Revised: 04 Dec 2022/ Accepted: 10 Jan 2023

Abstract

Today's, facial and vocal emotional expression recognition is considered one of the most important ways of human communication and responding to the ambient and the attractive fields of machine vision. This application can be used in different cases, including emotion analysis. This article uses six basic emotional expressions (anger, disgust, fear, happiness, sadness, and surprise), and its main goal is to present a new method in cognitive science, based on the functioning of the human brain system. The stages of the proposed model include four main parts: pre-processing, feature extraction, feature selection, and classification. In the pre-processing stage, facial images and verbal signals are extracted from videos taken from the enterface'05 dataset, noise removal and resizing is performed on them. In the feature extraction stage, PCA is applied to the images, and the 3D-CNN network is used to find the best features of the images. Moreover, MFCC is applied to emotional verbal signals, and the CNN Network will also be applied to find the best features. Then, fusion is performed on the resulted features and finally Soar classification will be applied to the fused features, to calculate the recognition rate of emotional expression based on face and speech. This model will be compared with competing models in order to examine the performance of the proposed model. The highest rate of recognition based on audio-image was related to the emotional expression of disgust with a rate of 88.1%, and the lowest rate of recognition was related to fear with a rate of 73.8%.
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1- Introduction

Emotion recognition is the task of automatically discovering the precise emotional ideas of a person, which is one of the most important and challenging problems in the field of human-machine communication. Various computational models of emotional learning have been studied in the literature to understand the emotional expression of people. Since the brain is the main organ of the human central nervous system, computational models inspired by the human brain have a high ability to recognize and classify the pattern [1]. Emotion analysis thought mining, and analyzing subjectivity are related fields of research that use different techniques derived from Natural Language Processing (NLP), Information Retrieval (IR), and Structured and unstructured Data Mining (DM). Most parts of available data throughout the world are unstructured (like text, speech, verbal and visual), which leads to significant research challenges [2]. Ekman et al. have examined facial changes in the form of these muscles' activity, and have collected some of them in the form of the Facial Action Coding System (FACS) [3]. In this system, action units refer to a change in the face that, firstly, can be done alone, and secondly, is indivisible. The limitation of this system is that the expression of action units is only based on local specifications [4]. A new type of facial feature that is commonly used is classified into two main categories of appearance and geometric features. Geometric features refer to the shape and location components of the face, such as eyes, eyebrows, lips, etc., and display the appearance feature, and facial texture, such as wrinkles, ridges, and dimples. Geometric features are obtained based on the alignment results of face components through the Active Appearance
Model (AAM) method [8]. Meanwhile, the representation of local binary patterns and local phase quantization are two representations of appearance-based feature extraction methods [9-15].

Existing research, in general, uses two types of dynamic and static classification. Dynamic classifiers (Hidden Markov Model (HMM)) use several video frames and perform classification by analyzing time patterns from the analyzed areas, or extracted features. Static classifiers classify each frame in a video into a category of facial expressions, based on specific video frame results. In general, these methods are such that first some features of the images are extracted, then they are classified into a classification system, and as a result, one of the emotional categories will be selected. Automatic emotion recognition from face video images encountered many challenges, including finding the face in the image, localizing the dimensions of the eyes, nose, and mouth, revealing the changes in the face and its components, during a certain period of time, and also establishing the relationship between these changes with the person’s emotional expression. Each of these issues has its own variation, depending on environmental and personal conditions. For example, at the time detecting a face and finding the exact location of its components, the composition, and makeup of the facial appearance, such as wearing glasses and the angle of the head, results in several problems, each of which has been the subject of extensive independent research. In order to identify emotion from video images, Yacoob and Black model locally the facial action in different areas [16].

In [41], a novel approach is proposed to utilize two face images. In the proposed method, the face component displacements are highlighted by subtracting neutral image from emotional image; then, LBP features are extracted from the difference image. The proposed method is evaluated on standard databases and the results show a significant accuracy improvement compared to DLBPHS.

In [42], we propose an Affine Graph Regularized Sparse Coding approach for resolving this problem. We apply the sparse coding and graph regularized sparse coding approaches by adding the affinity constraint to the objective function to improve the recognition rate. Several experiments have been done on well-known face datasets such as ORL and YALE. The first experiment has been done on ORL dataset for face recognition and the second one has been done on YALE dataset for face expression detection. Both experiments have been compared with the basic approaches for evaluating the proposed method. The simulation results show that the proposed method can significantly outperform previous methods in face classification. In addition, the proposed method is applied to KTH action dataset and the results show that the proposed sparse coding approach could be applied for action recognition applications too.

In [43], focuses on facial expression to identify seven universal human emotions i.e. anger, disgust, fear, happiness, sadness, surprise, and neutral. Unlike the majority of other approaches which use the whole face or interested regions of face, we restrict our facial emotion recognition (FER) method to analyze human emotional states based on eye region changes. The reason of using this region is that eye region is one of the most informative regions to represent facial expression. Furthermore, it leads to lower feature dimension as well as lower computational complexity. The facial expressions are described by appearance features obtained from texture encoded with Gabor filter and geometric features. The Support Vector Machine with RBF and poly-kernel functions is used for proper classification of different types of emotions. The Facial Expressions and Emotion Database (FG-Net), which contains spontaneous emotions and Cohn-Kanade(CK) Database with posed emotions have been used in experiments. The proposed Method was trained on two databases separately and achieved the accuracy rate of 96.63% for spontaneous emotions recognition and 96.6% for posed expression recognition, respectively.

In [44], introduces a new classification method using multi-constraints partitioning approach on emotional speech signals. To classify the rate of speech emotion signals, the features vectors are extracted using Mel frequency Cepstrum coefficient (MFCC) and auto correlation function coefficient (ACFC) and a combination of these two models. This study found the way that features’ number and fusion method can impress in the rate of emotional speech recognition. The proposed model has been compared with MLP model of recognition. Results revealed that the proposed algorithm has a powerful capability to identify and explore human emotion. Kumari et al., (2015), stated that the facial expression recognition system has many applications, and is not just limited to understanding human behavior, revealing mental disorders, and expressing human structure. Two popular methods for automated FER systems are geometry-based and appearance-based [37]. The emotional expression of the face is divided into six categories: anger (combination of lowering of the eyebrows, raising of the upper eyelid, narrowing of the eyelids, tightening of the lips), disgust (combination of the wrinkle of the nose, lowering of the corners of the lips, lowering of the upper lip), fear (combination of raising the eyebrow, raising the upper lip, narrowing of the eyelids, widening of the lips, dropping the jaw), happiness (combination of raising the chin, closing the corners of the lips), sadness (combination of raising the eyebrow, closing the corner of the lip), surprise (combination of raising the eyebrow, raising the upper eyelid, dropping the jaw) [7,17]. The main advantage of the deep learning neural network approach in facial emotion recognition is its capacity to learn a large
amount of data. Secondly, recent neural network architectures allow end-to-end training from the representation stage to the classification stage, and finally, they have shown high efficiency compared to non-neural network systems and can learn the limits of complex decision-making in classification. The only disadvantage of these networks is their lack of interpretability. Identifying features play an important and influential role in forecasting results. Moreover, to train deep learning neural networks, many data sets are needed for better performance. This article will use the combination model of deep learning neural networks and the Soar model to solve these problems.

Soar is a symbolic cognitive architecture, which implements problem-solving as behavior in line with the goal, and includes research through the problem and learning from its results [5]. This architecture is used for a wide range of applications, such as routine tasks and solving open problems, which are common for artificial intelligence, and also for interacting with the outside world, either in simulation or in reality [6]. In Soar architecture, the problem is solved by decomposing the goal into hierarchical sub-problems. Procedural memory stores previous states of problem-solving, while semantic memory deals with known evidence.

The proposed model of this article consists of the main parts of pre-processing, feature extraction, feature selection, and classification. First, pre-processing stage, facial images, and verbal signals are extracted from videos, and noise removal and resizing are performed on them. The output of this stage will move to the next stage, and in the feature extraction stage, PCA and MFCC will be applied for face image and verbal signal, respectively. In the best features selection stage, 3D-CNN face images and CNN verbal signals will be applied to the obtained features. Finally, and in the fusion stage, fusion is performed on the best features, and the final vector will be sent to the Soar classifier, to calculate the recognition rate of emotional expression based on facial and verbal emotional expressions.

In the feature extraction stage, the reason for choosing PCA on face images is to use different components to achieve more details and simplify them, and choosing MFCC on verbal signals leads to the necessary compression and understanding of the verbal source, and contributes to the necessary identification and diagnosis. Moreover, in the feature selection stage, the reason for choosing 3D-CNN on face images is that no dimension is removed from the images, and considering the temporal information in dynamic images, it leads to more efficient and better feature selection. CNN networks are used to select the best verbal features because they are very resistant to changing the image's scale and size, and even in noisy images, they provide a suitable response to the output. On the other hand, fusion leads to obtaining a uniform vector for single and optimal use in decision making. This is why we use the fusion method in this paper before using the Soar classifier. This article is organized as follows: Section 2 cognitive science models are introduced. In Section 3, the proposed method is introduced. Experimental results and conclusions are presented in Sections 4 and 5, respectively.

2- Recognition of Facial and Vocal Emotional Expression

The verbal signal is the fastest and most natural way of communication. Accordingly, speech is used as a fast and efficient method for human-computer interaction. So far, many efforts have been made to verbal recognition. Despite many advances in this field, there is a long gap between natural human-computer interactions. The main reason is the computer's inability to understand the user's feelings. Therefore, in the last few years, emotion recognition by speech is one of the challenging issues in the field of verbal processing. In addition, emotion recognition from speech can be used to extract useful meanings from speech, as well as, is used to recognize the user's personality, which is used in many organizations, including political, military, etc. Emotion recognition from speech has various applications, which have been addressed from different aspects. Among its applications are the development of automatic verbal recognition systems, text-to-speech conversion, driver's mental states report, computer games [12], diagnosis tools in medical sciences [13], for disabled people or autistic children, in order to communicate with others [14], and also as an application in mobile phones [15]. Considering the importance of recognizing facial and vocal emotional expressions, this article presents a practical method inspired by the human brain system.

3- Proposed Model

In order to recognize the emotional verbal and facial expressions, this article has used the fusion of appropriate features resulting from signals and emotional images, and then applied Soar classification. Considering Fig. 1, the procedure sequence of the proposed model includes four main parts: preprocessing, feature extraction, feature selection, and classification. In the first steps, in order to extract suitable features, first pre-processing, and then PCA and MFCC will be applied to face images and verbal signals, respectively. The output of the extracted features is entered into CNN and 3D-CNN so that more suitable features are selected. Before applying the classifier, fusion is applied to all the selected features, and finally, the Soar
classifier will be applied in order to examine the emotional verbal-visual recognition rate.

![Diagram](image-url)

**Fig. 1. Outline of the proposed method**

According to Fig. 1, the first step is to read the videos from the enterface’05 dataset [30]. To separate the verbal signal and extract the image frames from the video, the separation algorithm with a certain frame rate, and also the separation of the speech from the video will be applied to all the samples. Face images and verbal signals are stored in specific folders, and then pre-processing operations are applied to the frames of images and resulted in speech from the video. In the following, PCA and MFCC are used to extract features from face images, and for the verbal signal, respectively. PCA is an accurate quantitative method to achieve this simplification. This method produces a new set of variables, called principal components. MFCC also compresses the information related to the verbal system, based on understanding, to a small number of coefficients, which this simplification greatly contributes to overall recognition. Moreover, video samples are divided into three categories: training, validation, and testing. In the end, the image frames of each video sample are sent to the 3D-CNN network in the form of a four-dimensional matrix, including the number of sequences of frames of each video, width, height, and the number of images channels [19]. The resulted speech from the video is also sent to CNN for feature selection. The reason for selecting 3D-CNN is that this method can store data in the entire network and also can deal with incomplete knowledge, and also tolerate high error. Therefore, it is expected to select appropriate features. The reason for selecting CNN, in addition to the above reasons and speech will be two-dimensional. Finally, in order to classify the obtained features, the Soar method has been used. In Soar, all goal-oriented symbolic tasks are formulated in problem spaces. A problem space consists of a set of states and a set of operators. States represent situations, and operators refer to actions that, when applied to states, lead to other states. Each functional context contains a goal, roles for a problem state, a state, and an operator. Problem-solving is driven by decisions that lead to the selection of problem spaces, states, and operators for the respective context roles. According to a goal, a problem space should be selected, in which the achievement of the goal can be pursued. Then, an initial state must be selected, which represents the initial state. Then, to apply in the initial state, an operator must be selected [24]. This process continues until a sequence of operators is discovered, which transforms the initial state into a state in which the goal is achieved [31]. Emotion recognition is a problem with many parameters and close to each other, and since the Soar architecture has not been used in this field and this model has many free parameters, it can be a suitable model for prediction. Also, this model is inspired by the human brain system, and we believe that any model inspired by the human biological system can work properly.

### 3-1- Pre-Processing

According to Fig. 1, the first step is to read the video from the enterface’05 dataset and pre-process the images. The separation of image and voice will be performed using call and separation functions in PYTHON. To extract the frames of face images from the video, the separation algorithm with a certain frame rate will be applied to all samples. In these tests, the frame rate of the images is 10 (that is, it extracts 10 frames per second). The images are stored in specific folders, and then, pre-processing operations are applied to the resulted frames from the video. This operation includes face detection, face alignment, and image resizing. The image size of each video frame is changed to 3x100x96 resolution. Moreover, the Mel spectrogram function has been used for verbal conversion, and the general algorithm has been used to calculate the Mel spectrogram.

### 3-2- Feature Extraction from Images and Speech by PCA and MCCF

PCA is an accurate quantitative method to achieve this simplification. This method results in a new set of variables called principal components. The PCA function is used to find the principal components. PCA is a quantitatively accurate method to achieve this simplification. This method produces a new set of variables called principal components. The reason for choosing PCA is to use different components to achieve more details and simplify them. Fig. 2 shows an example of feature extraction from an image using PCA.
Mel-frequency spectrum coefficients are popular features extracted from verbal signals for use in recognition tasks. In the source-filter model of speech, brain coefficients are understood as a filter representative (verbal system). The frequency response of the speech system is relatively smooth, while the spoken verbal source can be modeled as a shock train. As a result, the verbal system can be estimated by the spectral coverage of a verbal segment. The motivational idea of the Mel frequency envelope coefficients is to compress the information about the verbal system (smooth spectrum) into a small number of coefficients based on cochlear perception. Although there is no exact standard to calculate coefficients, the basic steps are outlined in the diagram. Fig. 3 shows an example of feature extraction from speech using MFCC.

According to Fig. 3, the horizontal axis shows the time, and the vertical axis is the calculated value for 12 filters, in which the signal input energy in the time and frequency domain results in a distance between these filters, and different colors.

**3-3- Selection of Image and Speech Frame Features using 3D-CNN and CNN**

3D-CNN (convolutional neural network) model is used to represent the features of the facial emotional expression in the video [21]. Fig. 4 shows the architecture of the facial expression recognition model using 3D-CNN.

According to Fig. 4, 12 3D-sequences, with a size of 96*100*3, are entered into the 3DCNN as a feature selection step, and Conv and Pool layers are applied to them. This function and Leaky ReLU have been used due to the popularity of the ReLU function in transfer functions, and its operation is shown according to Eqn. 1 and Eqn. 2.

\[
\text{ReLU} \Rightarrow \max(0, x) \quad (1)
\]

\[
\text{Leaky ReLU} \Rightarrow \max(0.1x, x) \quad (2)
\]

**3-4- Information Fusion**

Information fusion is a set of activities that by using information from several resources obtain more and more accurate information about a subject [32]. The need for such activities is evident in several aspects. In classification problems, considering the structure of the problem and the selected solution, the information fusion is performed in four levels: data fusion, features, classification, and decision making. If different sensors measure the same quantities of the same phenomenon (such as seeing an object from different angles, or from a combination of basic colors), the fusion process is a process at the data level. Moreover, the fusion process can be delayed to the feature level. Many psychological studies have shown theoretically and experimentally, the importance of integrating information from several modalities (for example, emotional verbal, and facial expressions in this design) to obtain a coherent representation and inference of emotion [32-33]. As a result, in recent years, many studies have been conducted on the recognition of human verbal-visual emotion [34-35]. In addition, there are studies in the field of other resources, such as information fusion of facial expressions and head movement [31] and also the fusion of facial expressions and body movement or behavior [36], most of which are independent of the verbal text. In 1971, Friesen and Ekman identified six distinct emotional categories; each characterized by a specific facial expression. These six categories, which include happiness, sadness, anger, surprise, fear, and disgust, are common to all human beings of all nationalities and are called basic emotions [38]. Cohen et al. (2000) have dealt with the automatic face recognition of live video, and to this end, they used dynamic programming methods of pattern pairing and the
Hidden Markov Model (HMM). This has presented existing methods and a new HMM structure for automatic human face recognition from video sequences. The advantage of this structure is that both segmentation and face recognition have been performed automatically using HMM, increasing the differentiation between different face classes. In this work, the dependent and independent expression of the face was investigated, and the average total ratios of detecting the dependent emotional expressions of the person’s face, using the special sense of one-dimensional HMM and multi-level HMM, were 78.49 to 82.46%, respectively [6]. Fusion has different levels: information fusion at the feature level, information fusion at the classification level, and information fusion at the decision-making level. According to the performed investigations, we decided to focus on fusion at the feature level due to the combination of the product of the independent features of verbal and facial expression.

Using Fusion for data classification provides results with high accuracy, sensitivity, specificity, accuracy and consistency. This leads to improved modeling metrics such as MCC (Matthews Correlation Coefficient), which is reliable, robust and effective. Also, the amount of rating error is reduced. It extracts better, more important, useful, richer, valuable, relevant, and meaningful information and improves the signal-to-noise ratio (compared to irrelevant information) and provides promising, better, and reasonable results, resulting in a decision. It gets better [39].

3-5- Classification by Soar learning Model

To recognize emotion from facial expressions in the video, the Soar learning model is used [5, 6]. Soar is used as a method based on brain architecture and pattern-based learning. In this method, first, patterns are learned on the basis of deep learning and memory mechanisms, and then, are recognized on the basis of the learned model.

Soar is a symbolic cognitive architecture, which implements problem-solving as behavior in line with the goal, and includes research through the problem and learning from its results. This architecture is used for a wide range of applications, such as routine tasks and solving open problems, which are common for artificial intelligence, and also for interacting with the outside world, either in simulation or in reality. In Soar architecture, the problem is solved by decomposing the goal into hierarchical sub-problems. Procedural memory stores previous states of problem-solving, while semantic memory deals with known evidence [5].

The working memory of an agent is used to evaluate its current position. To this end, this memory uses the perceptual information received through its sensors, as well as the information stored in the long-term memory. Working memory is also responsible for making motor commands or selective actions by the decision-making process module, selecting operators, and tracking potential bottlenecks. In Soar design, decision-making is controlled by the pattern matching part of production rules. An important issue in Soar decision-making is the selection of operators used to change the problem state. Multiple operators can be selected for a problem, and in the case of conflict, it can be resolved through a preference structure. The preference structure can select operators according to different criteria. By going through these options, the seriousness and difficulty of the criteria are reduced, and they show a trend of more adaptability and more innovation in generating ideas; therefore, the preference structure can reflect the problem-solving style as a kind of superiority, which an operator may choose, and move along different problem-solving paths [6].

**Algorithm: Generalized SOAR**

Input: A, q₀, r₀ and an integer order n
Output: the orthonormal matrix Q,

1. \( \beta = [q_0] \)
2. \[ q_j = \frac{1}{n-1} \beta]\text{p}_j \]
3. For \( j = 1, 2, \ldots, n-1 \)
4. \[ q_{j+1} = \text{A} q_j \]
5. For \( j = 1, 2, \ldots, n \)
6. \[ q_{j+1} = \text{A} q_j \]
7. \[ p_{j+1} = p_j - h_j \text{q}_j \]
8. End
9. \[ \text{Q}_{j+1} = q_{j+1} \]
10. If \( h_{j+1} \geq 0 \), stop (breakdown)
11. \[ q_{j+1} = \frac{1}{h_{j+1}} q_{j+1} \]
12. End
13. \[ Q = [q_1 \ldots q_n] \]

Fig. 5. Soar architecture algorithm [5]

Q is the canonical response matrix consisting of \(<\text{mode, state}>\) pairs, which are performed according to the execution of different steps. And the inputs are the states that are determined based on the input matrix A with the matrix P. The details of the method were described in [40]. The decision-making process in Soar is the same as in other systems: it involves matching and firing rules, which is, in fact, a context-dependent representation of knowledge. These conditions describe the current situation of the agent, and the body of rules describes the actions that lead to the creation of structures related to the current conditions in the working memory [22]. Fig. 5 shows the architectures of the classic and current versions of Soar.

The classical Soar architecture includes two types of memory: (1) a long-term symbolic memory, which is
encoded using production rules, and (2) a short-term working memory, which is encoded as a graph structure, to make possible the representation of objects in detail and relationships between them [6]. Soar has a deep learning component, which is related both to procedural knowledge and working memory (the latter through the evaluation component). Reinforcement learning in Soar is relatively simple. This adjusted action selection is based on environmental numerical rewards. This evaluation has been applied to all goals and sub-goals in the system, which enables quick identification of good and bad operators for specific conditions [23]. Evaluations lead to evaluations of how goals are achieved, which in turn affects the feelings of the agent. These emotions express the intensity of emotion and thus act as an intrinsic reward for reinforcement learning. Currently, emotions in Soar only connect reinforcement learning with working memory [24]. Fig. 5 shows the Soar algorithm.

4- Results

Python software is used to simulate the proposed model. A validity test was used in all experiments using the K-Fold method and K=10 [25].

4-1- Enterface’05 Dataset Verbal-Visual Emotion

The verbal-visual database enterface’05 was developed in 2005 and included a number of video files [26]. This database consisted of 44 people, each of whom expresses 6 basic emotions (anger, disgust, fear, happiness, sadness, surprise) with five different scenarios and sentences. In total, the database contains 1320 samples of verbal-visual clips, whose verbal signal was recorded with a sampling rate of 48000 Hz, with a resolution of 16 bits and one channel. The average length of each video is 3-4 seconds, and the database language is English. Fig. 6 shows an example of arranged images of different facial expressions in the enterface’05 database [27].

![Some examples of arranged images of different expressions in the enterface’05 database](image)

4-2- Results’ Analysis

4.2.1 Analyzing the Results of Facial Emotional Expression

In order to emotion recognition from the facial emotional expressions in the video, in the first step, the database is prepared, and then, the pre-processing operation is performed. In the database preparation phase, first, the database is divided into 2 training and testing sections. So that 70% of the database is considered for training, and 30% for testing. Separation of the image formation is done using call and separation functions in PYTHON. In order to feature extraction, PCA has been used. The complete set of principal components is the same as the principal set of variables. But it is common that the sum of the variances of several principal components exceeds 80% of the total variance of the original data. By examining plots of these new multivariate, researchers often gain a deeper understanding of the driving forces that produced the original data. To use PCA, actual measured data to be analyzed are required [28]. As shown in Fig. 4, a sequence of 10 frames of color face images, each with a size of 96x100, is fed to the 3D convolutional neural network, and the output is equal to the number of basic emotion classes. Table 1 shows the number of layers, the filters of each layer, and the size of each filter in the structure of the 3D-CNN model.

<table>
<thead>
<tr>
<th>Structure Layer</th>
<th>Filters</th>
<th>Size of Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv1</td>
<td>32</td>
<td>3<em>3</em>3</td>
</tr>
<tr>
<td>pool1</td>
<td></td>
<td>2 steps</td>
</tr>
<tr>
<td>conv2</td>
<td>64</td>
<td>3<em>3</em>3</td>
</tr>
<tr>
<td>pool2</td>
<td></td>
<td>2 steps</td>
</tr>
<tr>
<td>conv3</td>
<td>128</td>
<td>3<em>3</em>3</td>
</tr>
<tr>
<td>pool3</td>
<td></td>
<td>2 steps</td>
</tr>
<tr>
<td>Fully Connected</td>
<td>1024</td>
<td></td>
</tr>
<tr>
<td>Fully Connected</td>
<td>256</td>
<td></td>
</tr>
</tbody>
</table>

Classes Count=6 Softmax

The evaluation indices in this article are accuracy rate, precision rate, and recall rate [29]. The proposed model applied 3D-CNN to select the best features from the emotional expressions of facial images, and the results are shown in Fig. 7.

![The Soar output on the 3D-CNN features selected from images](image)
these values increased with the considered number of iterations, which finally reached the final value of 82% in the amount of 200 iterations. In the bottom part of the figure, the values of missing information or failed goals can be seen, which were very high in the initial iterations, and in the following, the value was close to zero. According to the proposed method, the number of input frames to this stage can be different, and Table 2 shows the recognition value in different numbers of frames.

Table 2. Comparison of recognition accuracy according to different sequences of facial expressions images

<table>
<thead>
<tr>
<th>Count sequences of facial expressions images</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>57%</td>
</tr>
<tr>
<td>8</td>
<td>62%</td>
</tr>
<tr>
<td>10</td>
<td>62.5%</td>
</tr>
<tr>
<td>12</td>
<td>63%</td>
</tr>
</tbody>
</table>

As shown in Table 2, by using 10 sequences of images, the recognition accuracy has reached 62.5, which is the highest value compared to 6 and 8 sequences. Of course, this accuracy is only 0.5% different compared to 8 sequences, and if the speed and quantity of identification are considered, 8 sequences can be considered, and in the case of increasing the quality index, 10 sequences can be considered. 12 sequences were considered in the proposed method. After performing the pre-processing operation, the number of sample frames can be less or more than the frames required for processing. If it is less, we copy several copies of the last frame as much as the difference with the required number of frames, and if it is more, we select the coefficients of the frames.

For the proposed facial expression recognition model using 3D-CNN, the learning values are determined as follows. The size of each batch is 32, the number of iteration steps is 500, the learning rate is 0.001, and momentum rate is 0.0001. In this method, the early stopping technique is used during training. To examine the used layers in this model, we have displayed the image of the middle layers for each frame. The facial expression recognition test was performed on the enterface’05 database for 1005 training video samples and 250 test video samples in the form of cross-validation. The results of this test are shown in Tables 3 and 4.

According to Table 3, by training the model and memorizing the detection method in the proposed Soar model, the test data set centered on each of the data set emotions has been presented to the model, and the results have been recorded. Considering the way of selecting the test set, and completely different examples from the training set, "disgust" and "surprise" have shown the highest and lowest recognition rates, respectively. For example, out of 100% of test samples with "disgust" emotion, 86% were correctly recognized, and 14% of the rest were recognized in other emotions. According to Table 4, "disgust" and "happiness" have the highest recognition accuracy in recognizing facial expressions, and "anger" and "fear" have the lowest recognition accuracy.

Table 3. Confusion matrix of facial expression recognition on the enterface’05 database

<table>
<thead>
<tr>
<th></th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happiness</th>
<th>Sadness</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>47%</td>
<td>7%</td>
<td>15%</td>
<td>6%</td>
<td>10%</td>
<td>15%</td>
</tr>
<tr>
<td>Disgust</td>
<td>2%</td>
<td>86%</td>
<td>5%</td>
<td>0%</td>
<td>5%</td>
<td>2%</td>
</tr>
<tr>
<td>Fear</td>
<td>7%</td>
<td>7%</td>
<td>55%</td>
<td>5%</td>
<td>17%</td>
<td>10%</td>
</tr>
<tr>
<td>Happiness</td>
<td>2%</td>
<td>12%</td>
<td>5%</td>
<td>67%</td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td>Sadness</td>
<td>5%</td>
<td>2%</td>
<td>14%</td>
<td>2%</td>
<td>67%</td>
<td>10%</td>
</tr>
<tr>
<td>Surprise</td>
<td>10%</td>
<td>5%</td>
<td>17%</td>
<td>10%</td>
<td>15%</td>
<td>44%</td>
</tr>
</tbody>
</table>

Table 4. Confusion matrix of facial expression recognition on the enterface’05 database

<table>
<thead>
<tr>
<th></th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happiness</th>
<th>Sadness</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>77%</td>
<td>3%</td>
<td>7%</td>
<td>3%</td>
<td>4%</td>
<td>6%</td>
</tr>
<tr>
<td>Disgust</td>
<td>1%</td>
<td>91%</td>
<td>3%</td>
<td>1%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>Fear</td>
<td>1%</td>
<td>4%</td>
<td>81%</td>
<td>5%</td>
<td>7%</td>
<td>2%</td>
</tr>
<tr>
<td>Happiness</td>
<td>2%</td>
<td>3%</td>
<td>2%</td>
<td>90%</td>
<td>2%</td>
<td>1%</td>
</tr>
<tr>
<td>Sadness</td>
<td>2%</td>
<td>4%</td>
<td>2%</td>
<td>4%</td>
<td>87%</td>
<td>1%</td>
</tr>
<tr>
<td>Surprise</td>
<td>2%</td>
<td>4%</td>
<td>6%</td>
<td>2%</td>
<td>2%</td>
<td>84%</td>
</tr>
</tbody>
</table>

According to Tables 3 and 4, on average, the recognition percentage of facial expressions for 6 basic emotions, for the test data set from the enterface’05 database, was 73%. The recognition rate of the above two tables, which are specified for each of the emotions, is added together and divided by the number of emotions in the two tables, which, based on this calculation, and the overall recognition rate presented in the simulation, the value of 73% has been recorded by the proposed model as the result of the overall recognition of emotions.

Fig. 8 and Fig. 9 show the recognition accuracy and loss error function for different iteration stages and the validation data set in the training stage of the 3D-CNN network for recognizing facial expressions on the enterface’05 database. The horizontal axis in this figure is the number of iteration steps, the vertical axis in Fig. 8 is the recognition accuracy and in Fig. 9, the loss error. According to the figure, the program stopped after about 130 apks.
4.2.2 Analyzing the Results of Verbal Emotional Expression

In the part of verbal expression recognition, the Mel spectrogram function follows the general algorithm to calculate the Mel spectrogram, which is explained below. In this algorithm, the audio input is first buffered in frames of the number of samples (windows). Frames are overlapped by the number of overlap length samples. The specified window is applied to each frame, and then the frame is converted to a frequency domain representation with the number of FFTLength points. The frequency domain representation can be specified in magnitude or power by Spectrum Type. If Window Normalization is adjusted to true, the spectrum is normalized by the window. Each frame of the frequency domain display passes through a Mel filter bank. The output spectral values of the Mel filter bank are summed, and then the channels are concatenated so that each frame becomes a column vector of NumBands-Element numbers. MFCC has been used to extract features in verbal expression.

The set of extracted verbal features is given to the CNN network to select features, and the output of this network finally indicates the basic emotion class of each verbal file sample. In this experiment, the size of each batch is 32 and the number of iteration steps is 500, the learning rate is 0.001 and the momentum value is 0.0001. In Table 5, the confusion matrix of the presented model for verbal emotion recognition, for 6 basic emotion classes, is shown on the enterface’05 database.

<table>
<thead>
<tr>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happiness</th>
<th>Sadness</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>82%</td>
<td>7%</td>
<td>0%</td>
<td>3%</td>
<td>3%</td>
<td>5%</td>
</tr>
<tr>
<td>12%</td>
<td>55%</td>
<td>10%</td>
<td>7%</td>
<td>7%</td>
<td>10%</td>
</tr>
<tr>
<td>2%</td>
<td>5%</td>
<td>5%</td>
<td>60%</td>
<td>14%</td>
<td>14%</td>
</tr>
<tr>
<td>12%</td>
<td>3%</td>
<td>5%</td>
<td>69%</td>
<td>2%</td>
<td>10%</td>
</tr>
<tr>
<td>5%</td>
<td>5%</td>
<td>10%</td>
<td>0%</td>
<td>71%</td>
<td>10%</td>
</tr>
<tr>
<td>5%</td>
<td>10%</td>
<td>2%</td>
<td>15%</td>
<td>5%</td>
<td>63%</td>
</tr>
</tbody>
</table>

The horizontal axis in this figure is the number of iteration steps, the vertical axis in Fig. 10 is the recognition accuracy and in Fig. 10, the loss error. According to the figure, the program stopped after about 170 apps (Because from this apps onwards, the recognition accuracy of the validation data will no longer increase).

4.2.3 Analyzing the Results of Facial and Verbal Emotional Expressions

Obtained features from facial expressions and verbal emotion have been used for fusion. Accordingly, 12 sequences of face images are given to the 3D-CNN network, and after applying different layers, a 256-character feature vector is obtained in the last fully
In order to show the improvement of the algorithms used in this thesis, Table 8 shows the recognition accuracy of all algorithms for different emotional expressions.

Table 8. Comparison of the recognition accuracy of the proposed models for different emotional expressions on the enterface’05 database

<table>
<thead>
<tr>
<th>Suggested models</th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happiness</th>
<th>Sadness</th>
<th>Surprise</th>
<th>Total Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verbal emotional expressions</td>
<td>82%</td>
<td>55%</td>
<td>60%</td>
<td>69%</td>
<td>71%</td>
<td>63%</td>
<td>66.7%</td>
</tr>
<tr>
<td>Facial emotional expressions</td>
<td>47%</td>
<td>86%</td>
<td>55%</td>
<td>67%</td>
<td>67%</td>
<td>44%</td>
<td>62%</td>
</tr>
<tr>
<td>Fusion of features</td>
<td>85%</td>
<td>88.1%</td>
<td>73.8%</td>
<td>78.6%</td>
<td>81%</td>
<td>78%</td>
<td>81.7%</td>
</tr>
</tbody>
</table>

According to Table 8, the highest recognition rate is related to disgust and anger with a rate of 88.1 and 85%, and the lowest recognition rate is related to fear and surprise with a rate of 73.8 and 78%.

4.2.4 Results Analyze by Selecting the Feature

According to the proposed method, after the stages of feature extraction from facial expressions, using PCA, and from verbal expressions, using MFCC, a feature selection step using CNN and 3DCNN, respectively for verbal and facial expressions has been used, which then, fusion and final classification will take place on it; Table 9 shows the confusion matrix of emotion recognition based on this model, with feature selection.

Table 9. The confusion matrix of emotion recognition, on the basis of the fusion of verbal and visual features, using the Soar model by selecting the feature.

<table>
<thead>
<tr>
<th></th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happiness</th>
<th>Sadness</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>85%</td>
<td>7.1%</td>
<td>2.3%</td>
<td>2.3%</td>
<td>0%</td>
<td>2.3%</td>
</tr>
<tr>
<td>Disgust</td>
<td>2.3%</td>
<td>88.1%</td>
<td>2.3%</td>
<td>2.3%</td>
<td>4.7%</td>
<td>0%</td>
</tr>
<tr>
<td>Fear</td>
<td>2.3%</td>
<td>0%</td>
<td>73.8%</td>
<td>7.1%</td>
<td>14%</td>
<td>2.3%</td>
</tr>
<tr>
<td>Happiness</td>
<td>7.1%</td>
<td>2.3%</td>
<td>4.7%</td>
<td>78.6%</td>
<td>2.3%</td>
<td>4.7%</td>
</tr>
<tr>
<td>Sadness</td>
<td>2.3%</td>
<td>0%</td>
<td>9.5%</td>
<td>0%</td>
<td>81%</td>
<td>9.5%</td>
</tr>
<tr>
<td>Surprise</td>
<td>2.3%</td>
<td>0%</td>
<td>4.7%</td>
<td>7.1%</td>
<td>7.1%</td>
<td>78%</td>
</tr>
</tbody>
</table>

According to Table 9, the recognition rate related to disgust and anger is 88.1%, and 85%, respectively, which is one of the highest emotion recognition rates, and on the other hand, the recognition rate of fear and surprise is recorded at 73.8% and 78%, respectively, which was the lowest recognition rate.
The emotion recognition accuracy for all classes, using this proposed model, was 81.7% on average. The interesting point is that according to Table 9, in the corresponding enterface’05 database, the emotions "disgust" and "anger" have the highest recognition accuracy, and surprise and fear have the lowest recognition accuracy, with less than 80%; while, the accuracy of other emotions is more than 80%. Moreover, the overlap of fear and sadness is more so that 14% of fear samples are in sadness. In addition, according to the table recognizing "disgust" with 90% accuracy is easier than other emotions.

4.2.5 Results Analyze without Selecting the Feature

According to the proposed method, after the stages of feature extraction from facial expressions, using PCA, and from verbal expressions, using MFCC, a feature selection step using CNN and 3DCNN, respectively for verbal and facial expressions has been used, which then, fusion and final classification will take place on it. Table 10 shows the confusion matrix of emotion recognition based on this model, without feature selection, and accordingly, after feature extraction, there are fusion and classification.

<table>
<thead>
<tr>
<th></th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happiness</th>
<th>Sadness</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>82%</td>
<td>8.1%</td>
<td>2.3%</td>
<td>3.3%</td>
<td>0%</td>
<td>3.3%</td>
</tr>
<tr>
<td>Disgust</td>
<td>3.3%</td>
<td>86.1%</td>
<td>2.3%</td>
<td>3.3%</td>
<td>4.7%</td>
<td>0%</td>
</tr>
<tr>
<td>Fear</td>
<td>3.3%</td>
<td>0%</td>
<td>70.8%</td>
<td>8.1%</td>
<td>14%</td>
<td>3.3%</td>
</tr>
<tr>
<td>Happiness</td>
<td>7.1%</td>
<td>3.3%</td>
<td>4.7%</td>
<td>76.6%</td>
<td>3.3%</td>
<td>4.7%</td>
</tr>
<tr>
<td>Sadness</td>
<td>3.3%</td>
<td>0%</td>
<td>10.5%</td>
<td>0%</td>
<td>78%</td>
<td>10.5%</td>
</tr>
<tr>
<td>Surprise</td>
<td>3.3%</td>
<td>0%</td>
<td>5.7%</td>
<td>7.1%</td>
<td>7.1%</td>
<td>76%</td>
</tr>
</tbody>
</table>

According to Table 10, the recognition rate related to disgust and anger is 86.1%, and 82%, respectively, which is one of the highest emotion recognition rates, and on the other hand, the recognition rate of fear and surprise is recorded at 70.8% and 76%, respectively, which was the lowest recognition rate.

The emotion recognition accuracy for all classes, using this proposed model, was 79.2% on average. The interesting point is that according to Table 7, in the corresponding database, the emotions "disgust" and "anger" have the highest recognition accuracy, and surprise and fear have the lowest recognition accuracy, with less than 80%; while, the accuracy of other emotions is more than 80%.

5- Conclusions

Emotion plays an effective role in humans' non-verbal communication with each other. Automatic emotion recognition can lead to the construction of computer systems that have the ability to understand human emotion and appropriate responses to it. In these computers, natural interaction is with humans. That is, the computer receives and interprets the emotion expressed in facial expressions, and gives an appropriate response based on its judgment. This article presented a method to recognize emotion from people's faces in video images, extract image features due to receiving all discriminating features from PCA, extract verbal features due to compression of the verbal resource and its wide range, and extract MFCC is used appropriately. Then, in order to select the best features in verbal signals and for facial images, CNN and 3DCNN were used, respectively. Next, feature level fusion was performed on the output of the previous stage to combine and achieve the appropriate shape of speech feature vectors and facial expressions. Finally, by using Soar classification, the recognition rate of audio-visual emotional expression was calculated. The highest rate of recognition based on audio-image was related to the emotional expression of disgust with a rate of 88.1%, and the lowest rate of recognition was related to fear with a rate of 73.8%. Moreover, in order to examine the performance of the proposed model, the tests were performed again without selecting the features, the highest recognition rate was related to disgust with a rate of 86.1%, and the lowest was related to fear with a rate of 70.8%. The proposed model has recorded an average improvement of 4 percent compared to the closest model. In addition, compared to the well-known SVM and KNN machine learning models, the results showed that the proposed method had a 6.7% improvement in recognition.

Among the future works, I can mention face recognition using head and body movements, which are involved in the expression of emotions in a special way. Also, in the continuation of this research, other modalities such as text, head and body movements, thermal and infrared images and other physiological features such as EEG can be added to it.
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