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#### Abstract

Information Theory (IT) has been used in Machine Learning (ML) from early days of this field. In the last decade, advances in Deep Neural Networks (DNNs) have led to surprising improvements in many applications of ML. The result has been a paradigm shift in the community toward revisiting previous ideas and applications in this new framework. Ideas from IT are no exception. One of the ideas which is being revisited by many researchers in this new era, is Information Bottleneck (IB); a formulation of information extraction based on IT. The IB is promising in both analyzing and improving DNNs. The goal of this survey is to review the IB concept and demonstrate its applications in deep learning. The information theoretic nature of IB, makes it also a good candidate in showing the more general concept of how IT can be used in ML. Two important concepts are highlighted in this narrative on the subject, i) the concise and universal view that IT provides on seemingly unrelated methods of ML, demonstrated by explaining how IB relates to minimal sufficient statistics, stochastic gradient descent, and variational auto-encoders, and ii) the common technical mistakes and problems caused by applying ideas from IT, which is discussed by a careful study of some recent methods suffering from them.
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## 1. Introduction

The area of information theory was born by Shannon's landmark paper in 1948 [1]. One of the main topics of IT is communication; which is sending the information of a source in such a way that the receiver can decipher it. Shannon's work established the basis for quantifying the bits of information and answering the basic questions faced in that communication. On the other hand, one can describe the machine learning as the science of deciphering (decoding) the parameters of a true model (source), by considering a random sample that is generated by that model. In this view, it is easy to see why these two fields usually cross path each other. This dates back to early attempts of statisticians to learn parameters from a set of observed samples; which was later found to have interesting IT counterparts [2]. Up until now, IT is used to analyze statistical properties of learning algorithms [3, 4, 5].

After the revolution of deep neural networks [6], the lack of theory that is able to explain its success [7] has motivated researchers to analyze (and improve) DNNs by using IT observations. The idea was first proposed by [8] who made some connections between the information bottleneck method [9] and DNNs. Further experiments showed evidences that support the applicability of IB in DNNs [10]. After that, many researchers tried to use those techniques to analyze DNNs [11, 12, 10, 13] and subsequently improve them $[14,15,16]$.

In this survey, in order to follow current research head-
lines, the main needed concepts and methods to get more familiar with the IB and DNN are covered. In Section 2, the historical evolution of information extraction methods from classical statistical approaches to IB are discussed. Section 3, is devoted to the connections between IB and recent DNNs. In Section 4 another information theoretic approach for analyzing DNNs is introduced as an alternative to IB. Finally, Section 5 concludes the survey.

## 2. Evolution of Information Extraction Methods

A shared concept in statistics, information theory, and machine learning is defining and extracting the relevant information about a target variable from observations. This general idea, was presented from the early days of modern statistics. It then evolved ever since taking a new form in each discipline which arose through time. As is expected from such a multidisciplinary concept, a complete understanding of it requires a persistent pursuit of the concept in all relevant fields. This is the main objective of this section. In order to make a clear view, the methods are organized in a chronological order with the emphasis on their cause and effect; i.e., why each concept has been developed and what has it added to the big picture.

In the reminder of this section, first the notations are defined and after that the evolution of methods from sufficient statistics to IB is explained.

[^0]
### 2.1 Preliminaries and Notations

Consider $X \in \mathscr{X}$ and $Y \in \mathscr{Y}$ as random variables with the joint distribution function of $p(x, y)$, where $\mathscr{X}$ and $\mathscr{Y}$ are called input and output spaces, respectively. Here, the realization of each Random Variable (r.v.) is represented by the same symbol in the lower case. The conditional entropy of $X$, given $Y$, is defined as $H(X \mid Y)=\mathbb{E}[-\log p(X, Y)]$ and their Mutual Information (MI) is given by $I(X ; Y)=$ $\mathbb{E}\left[\log \frac{p(X, Y)}{p(X) p(Y)}\right]$. There are also more technical definitions for MI allowing it to be used in cases that the distribution function $p(x, y)$ is singular $[17,18]$. An important property of MI is that it is invariant under bijective transforms $f$ and $g$; i.e., $I(X ; Y)=I(f(X), g(Y))$ [19].

A noisy channel is described by a conditional distribution function $p(\tilde{x} \mid x)$, in which $\tilde{x} \in \tilde{\mathscr{X}}$ is the noisy version of $X$. In the rate distortion function, the distortion function $d: \mathscr{X} \times \widetilde{\mathscr{X}} \rightarrow \mathbb{R}$ is given and the minimum required bitrate for a fixed expected distortion is studied. Then
$R(D)=\min _{\substack{p(\tilde{x} \mid x) \\ \text { s.t. } \mathbb{E}[d(X, \tilde{X})] \leq D}} I(\tilde{X} ; X)$.

### 2.2 Minimal Sufficient Statistics

A core concept in statistics is defining the relevant information about a target $Y$ from observations $X$. One of the first mathematical formulations proposed for measuring the relevance, is the concept of sufficient statistic. This concept is defined below [20].

Definition 1 (Sufficient Statistics). Let $Y \in \mathscr{Y}$ be an unknown parameter and $X \in \mathscr{X}$ be a random variable with conditional probability distribution function $p(x \mid y)$. Given a function $f: \mathscr{X} \rightarrow \mathscr{S}$, the random variable $S=f(X)$ is called a sufficient statistic for $Y$ if

$$
\begin{align*}
& \forall x \in \mathscr{X}, y \in \mathscr{Y}: \\
& \quad P(X=x \mid Y=y, S=s)=P(X=x \mid S=s) \tag{2}
\end{align*}
$$

In other words, a sufficient statistic captures all the information about $Y$ which is available in $X$. This property is stated in the following theorem [21, 2].

Theorem 1 Let $S$ be a probabilistic function of $X$. Then, $S$ is a sufficient statistic for $Y$ if and only if (iff)
$I(S ; Y)=I(X ; Y)$.
Note that in many classical cases that one encounters in point estimation, it is assumed that there is a family of distribution functions that is parameterized by an unknown parameter $\theta$ and furthermore $N$ Independent and Identically Distributed (i.i.d.) samples of the target distribution function are observed. This case fits the definition by setting $Y=\theta$ and considering the high dimensional random variable $X=\left\{X^{(i)}\right\}_{i=1}^{N}$ that contains all observations.

A simple investigation shows that the sufficiency definition includes the trivial identity statistic $S=X$. Obviously,

Table 1: Markov chains corresponding to conditions that form a Minimal Sufficient Statistic, along with its enforced information inequality.

| Markov Chain | Data Processing Inequality |  |
| :---: | :---: | :---: |
| Statistic |  | $I$ |
| Sufficient |  |  |
|  |  |  |
|  |  |  |
|  |  |  |

such statistics are not helpful, as copying the whole signal cannot be called "extraction" of relevant information. Consequently, one needs a way to restrict the sufficient statistic from being wasteful in using observations. To address this issue, authors of [22] introduced the notion of minimal sufficient statistics. This concept is defined below.

Definition 2 (Minimal Sufficient Statistic) A sufficient statistic $S$ is said to be minimal if it is a function of all other sufficient statistics
$\forall T ;$ Tis sufficient statistic $\Rightarrow \exists g ; S=g(T)$.
It means that a Minimal Sufficient Statistic (MSS) has the coarsest partitioning of the input variable $X$. In other words, an MSS tries to group the values of $\mathscr{X}$ together in as few number of partitions as possible, while making sure that there is no information loss in the process. The following theorem describes the relation between minimal sufficient statistics and mutual information[21].

Theorem 2 Let $X$ be a sample drawn from a distribution function that is determined by the random variable $Y$. The statistic $S$ is an MSS for $Y$ iff it is a solution of the optimization process
$\min _{T: \text { sufficiet statistic }} I(X ; T)$.
By using Theorem 1, the constraint of this optimization problem can be written by information theory terms, as
$\min _{T: I(T ; Y)=I(X ; Y)} I(X ; T)$.
It shows that MSS is the statistic that have all the available information about $Y$, while retaining the minimum possible information about $X$. In other words, it is the best compression of $X$, with zero information loss about $Y$.

In Table 1, the components of MSS are presented in a concise way by using Markov chains. Note that these Markov chains should hold for every possible statistic $S$, sufficient statistic $S S$, and minimal sufficient tatistic MSS. By these three Markov chains and the information inequalities corresponding to each, it is easy to verify Theorems 1 and 2. By using the two first inequalities, is easily proved that $I(S S ; Y)=I(S S ; X)$. The last inequality shows that $M S S$ should be the $S S$ with minimal $I(S S ; X)$.

In most practical problems where $X=\left\{\left(X^{(i)}\right\}_{i=1}^{N}\right.$ is an $N$ dimensional data, one hopes to find a (minimal) sufficient statistic $S$ in such a way that its dimension does not depend on $N$. Unfortunately, it is found to be impossible for almost all distributions (except the ones belonging to the exponential family) [21, 23].

### 2.3 Information Bottleneck

To tackle this problem, Tishby presented the IB method to solve the Lagrange relaxation of the optimization function (6), by[9]
$\min _{p(\tilde{x} \mid x)} I(\tilde{X} ; X)-\beta I(\tilde{X} ; Y)$
where $\tilde{X}$ is the representation of $X$, and $\beta$ is a positive parameter that controls the trade-off between the compression and preserved information about $Y$. For $\beta<=1$, the trivial case where $\tilde{X} \Perp X$ is a solution. The reason is that the data processing inequality enforces $I(\tilde{X} ; X) \geq I(\tilde{X} ; Y)=$ $((1-\beta)+\beta) I(\tilde{X} ; Y)$. Therefore, the value $(1-\beta) I(\tilde{X} ; Y)$ is a lower bound for the objective function of optimization problem (7). For $\beta \geq 1$, this lower bound is minimized by setting $I(\tilde{X} ; Y)=0$. It is achieved by simply choosing $I(\tilde{X} ; X)=0$.

As such, the solution starts from $I(\tilde{X} ; X)=I(\tilde{X} ; Y)=0$, and by increasing $\beta$, both $I(\tilde{X} ; X)$ and $I(\tilde{X} ; Y)$ are increased. At the limit, $\beta \rightarrow \infty$, this optimization function is equivalent to (5) [21]. Note that in IB, the optimization function is performed on conditional distribution functions $p(\tilde{x} \mid x)$. Therefore, the solution is no longer restricted to deterministic statistics $T=f(X)$. In general, the optimization function (7) does not necessarily have a deterministic solution. This is true even for simple cases with two binary variables [16]. The IB provides a quite general framework with many extensions (there are variations of this method for more than one variable [24]). But, since there is no evident connection between these variations and DNNs, they are not covered in this survey.

Tishby et al. showed that IB has a nice rate-distortion interpretation, using the distortion function $d(x, \tilde{x})=$ $\operatorname{KL}(p(y \mid x) \| p(y \mid \tilde{x}))$ [25]. It should be noted that this does not exactly conform to the classical rate-distortion settings, since here the distortion function implicitly depends on the $p(\tilde{x} \mid x)$ which is being optimized. They provided an algorithm similar to the well-known Blahut-Arimoto ratedistortion algorithm $[26,27]$ to solve the IB problem.

Till now, it was considered that the joint distribution function of $X$ and $Y$ is known. But, it is not the case in ML. In fact, if one knows the joint distribution function, then the problem is usually as easy as computing an expectation on the conditional distribution function; e.g., $f(x)=\mathbb{E}_{p(y \mid x)}[Y]$ for regression and $E_{p(y \mid x)}[\mathbb{1}(Y=c)] ; c \in \mathscr{Y}$ for classification. Arguably, one of the main challenges of ML is to solve the problem when one has the access to the distribution function through a finite set of samples.

Interestingly, it was found that the value of $\beta$, introduced as a Lagrange relaxation parameter in (7), can be used to
control the bias-variance trade-off in cases for which the distribution function is not known and the mutual information is just estimated from a finite number of samples. It means that instead of trying to reach the MSS by setting $\beta \rightarrow \infty$, when the distribution function is unknown, one should settle for a $\beta^{*}<\infty$ which gives the best biasvariance trade-off [21]. The reason is that the error of estimating the mutual information from finite samples is bounded by $O\left(\frac{|\widetilde{\mathscr{X}}| \log m}{\sqrt{m}}\right)$, where $|\widetilde{\mathscr{X}}|$ is the number of possible values that the random variable $\tilde{X}$ can take (see Theorem 1 of [21]). The $|\widetilde{\mathscr{X}}|$ has a direct relation with $\beta$ : small $\beta$ means more compressed $\tilde{X}$, meaning that less distinct values are required to represent $\tilde{X}$. This is in line with the general rule that simpler models generalize better. As such, there are two opposite forces in play, one trying to increase $\beta$ to make the Lagrange relaxation of optimization function (7) to be more accurate, while the other tries to decrease $\beta$ in order to control the finite sample estimation errors of $I(\tilde{X} ; X)$ and $I(\tilde{X} ; Y)$. The authors of [21] also tried to make some connections between the IB and the classification problem. Their main argument is that in equation (7), $I(\tilde{X} \mid Y)$ can be considered as a proxy for the classification error. They showed that if two conditions are met, the miss-classification error is bounded from above by $I(\tilde{X} \mid Y)$ . These conditions are: i) the classes have equal probability, and ii) each sample is composed of a lot of components (as in the document (text) classification setting). The latter is equivalent to the general technique in IT where one can neglect small probabilities when dealing with typical sets. They also argued that $I(\tilde{X} ; X)$ is a regularization term that controls the generalization-complexity trade-off.

The main limitation of their work is that they considered both $X$ and $Y$ to be discrete. This is not the case in many applications of ML; including image and speech processing. While there are extensions to IB allowing to work with continuous random variables [28], their finite sample analysis and the connections to ML applications are less studied.

## 3. Information Bottleneck and Deep Learning

After the revolution of DNNs, which started by the work of [29], in various areas of ML the state-of-the-art algorithms were beaten by DNN alternatives. While most of the ideas used in DNNs existed for decades, the recent success attracted unprecedented attention of the community. In this new paradigm, both practitioners and theoreticians found new ideas to either use DNNs to solve specific problems or use previous theoretical tools to understand DNNs.

Similarly, the interaction of IB and DNN in the literature can be divided in two main categories. The first is to use the IB theories in order to analyze DNNs and the other is to use the ideas from IB to improve the DNN-based learning algorithms. The remaining of this section is divided based on these categories.

Section 3.1 is devoted to the application of IB in analyzing the usual DNNs, which is mainly due to the conjecture
that Stochastic Gradient Descent, the de facto learning algorithm used for DNNs, implicitly solves an IB problem. In Section 3.2, the practical applications of IB for improving DNNs and developing new structures are discussed. The practical application is currently mostly limited to Variational Auto-Encoders (VAEs).

### 3.1 Information Bottleneck and Stochastic Gradient Descent

From theoretical standpoint, the success of DNNs is not completely understood. The reason is that many learning theory tools analyze models with a limited capacity and find inequalities restricting the deviation of train test statistics. But, it was shown that commonly used DNNs have huge capacities that make such theoretical results to be inapplicable [7, 4]. In recent years, there were lots of efforts to mathematically explain the generalization capability of DNNs by using variety of tools. They range from attributing it to the way that the SGD method automatically finds flat local minima (which are stable and thus can be well generalized) [30, 31, 32, 33], to efforts trying to relate the success of DNNs to the special class of hierarchical functions that they generate [34]. Each of these categories has its critics and the problem is still under debate (e.g., [35] argues that flatness can be changed arbitrarily by re-parametrization and the direct relation between generalization and flatness is not generally true). In this survey, the focus is on a special set of methods that try to analyze DNNs by information theory results (see [36] for a broader discussion).

Tishby et al. used ideas from IB to formulate the goal of deep learning as an information theoretic trade-off between compression and prediction [8]. In that view, an NN forms a Markov chain of representations, each trying to refine (compress) the representation while preserving the information about the target. Therefore, they argued that DNN is automatically trying to solve an IB problem and the last layer is the optimal representation $\tilde{x}$ that is to be found. Then, they used the generalization theories of IB (discussed in 2.3) to explain the success of DNNs. One of their main contributions is the idea to use the information plane diagrams showing the inside performance of a DNN (see Figure 1b). The information plane is a 2D diagram with $I(\tilde{X} ; X)$ and $I(\tilde{X} ; Y)$ as the $x$ and $y$ axis, respectively. In this diagram , each layer of the network is represented by a point that shows how much information it contains about the input and output.

Later, they also practically showed that in learning DNNs by a simple SGD (without regularization or batch normalization), the compression actually happens [10]. The Markov chain representation that they used and their results are shown in Figure 1. As the SGD proceeds, by tracking each layer on the information plane, they reported observing the path $A$ in Figure 1b. In this path, a deep hidden layer starts from point $(0,0)$. The justification is that at the beginning of SGD, where all weights are chosen randomly, the hidden layer is meaningless and does not hold
any information about either of $X$ or $Y$. During the training phase, as the prediction loss is minimized, $I(\tilde{X} ; Y)$ is expected to increase (since the network uses $\tilde{X}$ to predict the label, and its success depends on how much information $\tilde{X}$ has about $Y$ ). But, changes in $I(\tilde{X} ; X)$ are not easy to predict. The surprising phenomena that they reported is that at first $I(\tilde{X} ; X)$ increases (called the learning phase). But, at some point a phase transition happens (presented by a star in Figure 1b) and $I(\tilde{X} ; X)$ starts to decrease (called the compression phase). It is surprising because the minimized loss in deep learning does not have any compression term. By experimental investigations, they also found that compression happens in later steps of SGD when the empirical error is almost zero and the gradient vector is dominated by its noisy part (i.e., observing a small gradient mean but a high gradient variance). By this observation, they argued that after reaching a low empirical error, the noisy gradient descent forms a diffusion process which approaches the stationary distribution that maximizes the entropy of the weights, under the empirical error constraint. They also explained how deeper structures can help SGD to faster approach to the equilibrium. In summary, their results suggested that the reason behind the DNN success, is that it automatically learns short descriptions of samples, which in turn controls the capacity of model. They reported results for both synthesis datasets (true mutual information values) and real datasets (estimated mutual information values).

Saxe et al. [13] further investigated this phenomena on more datasets and different kinds of activation functions. They observed the compression phase just in cases for which a saturating activation function is used (e.g., sigmoid or tanh). They argued that the explanation of diffusion process is not adequate to explain all different cases; e.g., for Relu activation which is commonly used in the literature, they usually could not see any compression phase (path $B$ in Figure 1b). It should be noted that their observations do not take the effect of compression completely out of picture, rather they just reject the universal existence of an explicit compression phase at the end of the training phase. As shown in Figure 1b, even though there is no compression phase in Path B, the resulting representation is still compressed compared to $X$. This compression effect can be attributed to the initial randomness of the network rather than an explicit compression phase. They also noticed that the way that the mutual information is estimated is crucial in the process. One of the usual methods for mutual information estimation is binning. In that approach, the bin size is the parameter to be chosen. They showed that for small enough bin sizes, if the precision error of arithmetic calculations is not involved, there will not be any information loss to begin with (Path $C$ in Figure 1b). The reason is that when one projects a finite set of distinct points to a random lower dimensional space, the chance that any two points get mixed is zero. Even though this problem is seemingly just an estimation error caused by a low number of samples in each bin (and thus does not invalidate synthesis data results of [10]), it is actually connected to a more fun-
 to $Y$ only through $X$.] (b) Path hidden layers undergo during SGD training in information plane. Three possible paths under debate by researchers are represented by $A, B$, and $C$.
damental problem. If one removes the binning process and deals with true values of mutual information, serious problems will arise when using IB to study common DNNs on continuous variables. The problem is that in usual DNNs, for which the hidden representation has a deterministic relation with inputs, the IB functional of optimization (7) is infinite for almost all weight matrices and thus the problem is ill-posed. This concept was further investigated in [37].

Even though the problem was not explicitly addressed until recently, there are two approaches used by researchers that automatically tackle this problem. As mentioned before, the first approach, used by [8], applies binning techniques to estimate the mutual information. This is equivalent to add a (quantization) noise, making the IB functional limited. But, in this way, the noise is added just for the analysis process and does not affect the NN. As noted by [13], unfortunately some of the advertised characteristics of mutual information, namely the information inequality for layers and the invariance on reparameterization of the weights, does not hold any more.

The second approach is to explicitly add some noise to the layers and thus make the NN truly stochastic. This idea was first discussed by [10] as a way to make IB to be biased toward simpler models (as is usually desired in ML problems). It was later found that there is a direct relationship between the SGD and variational inference [38]. On the other hand, the variational inference has a "noisy computation" interpretation [16]. These results showed that the idea of using stochastic mappings in NNs has been used much earlier than the recent focus on IB interpretations. In the light of this connection, researchers tried to propose new learning algorithms based on IB in order to more explicitly take the compression into account. These ideas are strongly connected to Variational Auto-Encoders (VAEs) [39]. The denoising auto-encoders [40, 41] also use an explicit noise addition and thus can be studied in the IB framework. The next section is devoted to the relation between IB and VAE which recently has been a core concept in the field.

### 3.2 Information Bottleneck and Variational Auto-Encoder

Achille et al. [16] introduced the idea of information dropout in correspondence to the commonly used dropout
technique [6]. Starting from the loss functional in the optimization function (7) and noting that $I(\tilde{X} ; Y)=H(Y)-$ $H(Y \mid \tilde{X})$, one can rewrite the problem as

$$
\begin{equation*}
\min _{p(\tilde{x} \mid x)} I(X ; \tilde{X})+\beta H(Y \mid \tilde{X}) . \tag{8}
\end{equation*}
$$

Moreover, the terms can be expanded as per sample loss of

$$
\begin{align*}
H(Y \mid \tilde{X}) & =\mathbb{E}_{p(x, y)}\left[\mathbb{E}_{p(\tilde{x} \mid X)}[-\log (p(Y \mid \tilde{X}))]\right] \\
I(X ; \tilde{X}) & =\mathbb{E}_{p(x)}[\operatorname{KL}(p(\tilde{x} \mid X) \| p(\tilde{x}))] \tag{9}
\end{align*}
$$

where KL denotes the Kullback-Leibler divergence. The expectations in these two equations can be estimated by a sampling process. For distribution functions $p(x)$ and $p(x, y)$, the training samples $\mathscr{D}=\left\{\left(x^{(i)}, y^{(i)}\right)\right\}_{i=1}^{N}$ are already given. Therefore, the loss function of IB can be approximated as

$$
\begin{array}{r}
\mathscr{L}=\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}_{p\left(\tilde{x} \mid x^{(i)}\right)}\left[-\log \left(p\left(y^{(i)} \mid \tilde{x}\right)\right)\right]  \tag{10}\\
+\beta \operatorname{KL}\left(p\left(\tilde{x} \mid x^{(i)}\right) \| p(\tilde{x})\right) .
\end{array}
$$

It is worth noting that if we let $\tilde{x}$ to be the output of NN, the first term is the cross entropy (which is the loss function usually used in deep learning). The second term acts like a regularization term to prevent the conditional distribution function $p(\tilde{x} \mid x)$ from being too dependent to the value of $x$. As noted by [16], this formulation reveals interesting resemblance to Variational Auto-Encoder (VAE) presented by [39]. The VAE tries to solve the unsupervised problem of reconstruction, by modeling the process which has generated each data from a (simpler) random variable $\tilde{x}$ with a (usually fixed) prior $p_{0}(\tilde{x})$. The goal is to find the generative distribution function $p_{\theta(x \mid \tilde{x})}$ and also a variational approximation $p_{\phi}(\tilde{x} \mid x)$. This is done by minimizing the variational lower-bound of the marginal log-likelihood of the training data, given by [16]

$$
\begin{gather*}
\mathscr{L}_{\theta, \phi}=\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}_{p_{\phi}\left(\tilde{x} \mid x^{(i)}\right)}\left[-\log \left(p_{\theta}\left(x^{(i)} \mid \tilde{x}\right)\right)\right]  \tag{11}\\
+\operatorname{KL}\left(p_{\phi}\left(\tilde{x} \mid x^{(i)}\right) \| p_{0}(\tilde{x})\right) .
\end{gather*}
$$

Comparing this with equation (10), it is evident that VAE can be considered as an estimation for a special case of IB
when: i) $Y=X$, ii) $\beta=1$, iii) the prior distribution function is fixed $p(\tilde{x})=p_{0}(\tilde{x})$, and iv) the distribution functions $p(\tilde{x} \mid x)$ and $p(x \mid \tilde{x})$ are parameterized by $\phi$ and $\theta$, respectively. These parameters are optimized separately as suggested by the variational inference (note that in IB, the attention is on $p(\tilde{x} \mid x)$, and assuming that $p(x, y)$ is given, the values of $p(\tilde{x})$ and $p(y \mid \tilde{x})$ are determined from that). It is worth noting that the ii and iii restrictions are crucial. The reason is that just setting $X=Y$ and $\beta=1$, without any other restrictions, would make the objective function (7) to be a constant, making every $p(\tilde{x} \mid x)$ to be a solution. Even if $\beta \neq 1$, the trivial loss function $(1-\beta) I(\tilde{X} ; X)$ is obtained which is minimized either for $x=\tilde{x}$ (when $\beta>1$ ) or $x \Perp \tilde{x}$ (when $\beta<1$ ). Neither of these solutions is desired in representation learning (for another view on this matter, see the discussion of [42] on "feasible" vs "realizable" solutions).

A similar variational approach, is used to solve the IB optimization process (10), which is a more general setting with $\beta \neq 1$ and $X \neq Y$ [16].

Another concept to note is that despite the connection between IB and VAE, some of VAE issues that researchers have reported do not directly apply to IB. In fact, we think that it is helpful to use the IB interpretation to understand the VAE problems to remedy them. For example, one of the improvements over the original VAE, is $\beta$-VAE [45]. They found that having $\beta>1$ leads to a better performance compared to the original configuration of VAE which is restricted to $\beta=1$. This phenomena can be studied by using its counterpart results in IB. As mentioned in Section 2.3, $\beta$ controls the bias-variance trade-off in case of finite training set. Therefore, one should search for $\beta^{*}$ which practically does the best in preventing the model from over-fitting. The same argument might be applied to VAE.

Another issue in VAE, which has attracted the attention of many researchers [ $42,43,46,47$ ] , is that when the family of decoders $p_{\theta}(x \mid \tilde{x})$ is too powerful, the loss function (11) can be minimized by just using the decoder and completely ignoring the latent variable; i.e. $p_{\theta}(x \mid \tilde{x})=p(x)$. In this case, the optimization function (11) will be decomposed into two separate terms, where the first term just depends on $\theta$ and the second term just depends on $\phi$. As a result, the second term will be minimized by setting $p_{\phi}(\tilde{x} \mid x)=p_{0}(\tilde{x})$. Therefore, $x$ and $\tilde{x}$ will be independent, which is obviously not desired in a feature extraction problem. This problem does not exist in the original IB formulation, in which the focus is on $p_{\phi}(\tilde{x} \mid x)$ and $p(x \mid \tilde{x}) \propto p(\tilde{x} \mid x) p(x)$ is computed without any degrees-of-freedom (no parameter $\theta$ to optimize). It is in contrast with the VAE settings where the discussion starts from $p_{\theta}(x \mid \tilde{x})$ and later $p_{\phi}(\tilde{x} \mid x)$ is introduced in variational inference. Note that having a strong family of encoders $p_{\phi}(\tilde{x} \mid x)$, does not make any problem as long as it is adequately regularized by $\operatorname{KL}\left(p_{\phi}\left(\tilde{x} \mid x^{(i)}\right) \| p_{0}(\tilde{x})\right)$. It should be added that even though IB does not inherently suffer from the "too strong decoder" problem, the current methods which are based on the variational distribution and optimization of both $\theta$ and $\phi$ are not immune to it $[14,12,16]$. This is currently an active research area and we believe the

IB viewpoint will help to develop better solutions to it.
In Figure 2, the summary of existing methods and how they evolved trough time, is represented in a hierarchical structure. Note that the solution based on variational techniques [16] bypasses all the limitations that are faced in previous sections; i.e., meaning that it is not limited to a specific family of distributions, does not need the distribution function to be known, and also works for continuous variables. As it is represented in this figure, while the recent methods are capable of solving more general problems, the theoretical guarantees for them are more scarce.

## 4. Beyond Information Bottleneck

All the methods discussed till now were using IB which uses the quantity $I(X ; T)$ to control the variance of the method (see Section 2.3). While this approach is used successfully in many applications, its complete theoretical analysis in the general case is difficult. In this section, a different approach based on mutual information which recently has attracted the attention of researchers is presented. In this new view, instead of looking at $I(X ; T)$ as the notion of complexity, one considers $I(S ; \mathscr{A}(S))$. Here $S$ is the set of all training samples, and $\mathscr{A}$ is the learning algorithm which uses training points to calculate a hypothesis $h$.

In this approach, not only the mutual information of a single sample $X$ and its representation is considered, but also the mutual information between all of the samples and the whole learned model is studied.

Following recent information theoretic techniques from [48, 49, 50], authors of paper [3] used the following notion to prove the interesting inequality

$$
\begin{equation*}
P\left[\left|\operatorname{err}_{\text {test }}-\operatorname{err}_{\text {train }}\right|>\varepsilon\right]<O\left(\frac{I(S ; \mathscr{A}(S))}{n \varepsilon^{2}}\right) \tag{12}
\end{equation*}
$$

where $\mathrm{err}_{\text {test }}$ and err ${ }_{\text {train }}$ are the test (true) error and the training (empirical) error of the hypothesis $\mathscr{A}(S)$, respectively, $n$ is the training size, and $\varepsilon>0$ is a positive real number.

The intuition behind this inequality is that, the more a learning algorithm uses bits of the training set, there is potentially more risk that it will overfit to it. The interesting property of this inequality is that the mutual information between the whole input and output of the algorithm, depends deeply on all the aspects of the learning algorithm. It is in contrast with many other approaches that use the properties of the hypotheses space $\mathscr{H}$ to bound the generalization gap, and usually the effect of final hypothesis chosen by the learning algorithm is blurred away due to the usage of a uniform convergence in proving bounds; like in the Vapnik-Chervonenkis theory [51]. In paper [52], the chaining method [53] was used to further improve the inequality (12) to also take into account the capacity of the hypotheses space.

Though the inequality 12 seems appealing as it directly bounds the generalization error by the simple-looking information theoretic term $I(S ; \mathscr{A}(S))$, unfortunately the calculation/estimation of this term is even harder than $I(X ; T)$


Figure 2: Schematic review of main information extraction methods discussed in this survey, representing the evolution of algorithms through time. Moving from left to right, the methods are sorted in a chronological order. This figure shows that recent algorithms are applicable in more general cases (but usually provide less theoretical guarantees).
which was used in IB. This made it quite challenging to apply this technique in real world machine learning problems where the distribution is unknown and the learning algorithms is usually quite complex [54, 4].

To the best knowledge of the authors, the only attempt made to use this technique to analyze the deep learning process is the recent article [55]. In that work, authors argue that as the dataset $S$ goes trough DNN layers $1 \ldots m$, the intermediate sequence of datasets $\left(S_{\ell}\right)_{\ell=1}^{m}$ are formed and $I\left(S_{\ell} ; W\right)$ is a decreasing function of $\ell$ (here $W$ is the set of all weights in the DNN). They further argue that this can be used along the inequality (12) to show that deeper architectures have less generalization error. A major problem with their analysis is that they used the Markov assumption $W-S-S_{1}-S_{2} \ldots S_{m-1}-S_{m}$. This assumption does not generally hold in a DNN. Because for calculating the $S_{\ell}$, a direct usage of $W$ is needed (more precisely the weights up to layer $\ell$ are used). Therefore, it seems that the correct application of this technique in analyzing DNNs requires a more elaborate treatment which is hopped to be released in near future.

## 5. Conclusion

A survey on the interaction of IB and DNNs was given. First, the headlines of the prolong history of using the information theory in ML was presented. The focus was on how the ideas evolved over time. The discussion started from MSS which is practically restricted to distributions from exponential family. Then the IB framework and the BlahutArimoto algorithm were discussed which do not work for unknown continuous distributions. After that methods based on variational approximation introduced which are applicable to quite general cases. Finally, another more theoretically appealing usage of information theory was in-
troduced, which used the mutual information between the training set and the learned model to bound the generalization error of a learning algorithm. Despite its theoretical benefits, it was shown that its application in understanding DNNs, is challenging.
During this journey, it was revealed that how some seemingly unrelated areas have hidden relations to the IB. It was also shown that how the mysterious generalization power of SGD (which is the De facto learning method of DNNs) is hypothesized to be caused by the implicit IB compression property which is hidden in SGD. Also, the recent successful unsupervised method VAE was found to be a special case of the IB when solved by employing the variational approximation.

In fact, the profound and seemingly simple tools that the information theory provides bring some traps. As the understanding of these pitfalls are as important, they were also discussed in this survey. It could be seen that how seemingly harmless information theoretic formulas can make impossible situations. Two major discussed cases were: i) using the mutual information to train continuous deterministic DNNs, which made the problem ill-posed, and ii) using variational approximations without restricting the space of solutions can easily result in meaningless situations. The important lesson learned from these revelations was how the ideas from the information theory can give a unified view to different ML concepts. We believe that this view is quite helpful to understand the shortcomings of methods and to remedy them.
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