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Abstract  
Facial images are the most popular biometrics in automated identification systems. Different methods have been introduced 

to evaluate the quality of these images. FICV is a common benchmark to evaluate facial images quality using ISO / ICAO 

compliancy assessment algorithms. In this work, a new model has been introduced based on brain functionality for Facial 

Image Quality Assessment, using Face Image ISO Compliance Verification (FICV) benchmark. We have used the 

Hierarchical Max-pooling (HMAX) model for brain functionality simulation and evaluated its performance. Based on the 

accuracy of compliancy verification, Equal Error Rate of ICAO requirements, has been classified and from those with 

higher error rate in the past researches, nine ICAO requirements have been used to assess the compliancy of the face images 

quality to the standard. To evaluate the quality of facial images, first, image patches were generated for key and non-key 

face components by using Viola-Jones algorithm. For simulating the brain function, HMAX method has been applied to 

these patches. In the HMAX model, a multi-resolution spatial pooling has been used, which encodes local and public spatial 

information for generating image discriminative signatures. In the proposed model, the way of storing and fetching 

information is similar to the function of the brain. For training and testing the model, AR and PUT databases were used. 

The results has been evaluated by FICV assessment factors, showing lower Equal Error Rate and rejection rate, compared 

to the existing methods. 
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1- Introduction 

Facial recognition quality assessment is one of the most 

important factors in the automatic face recognition 

accuracy. Face recognition has been announced by the 

International Civil Aviation Organization (ICAO), as a 

biometric feature of machine-verified. The International 

Institute for Standardization (ISO) has proposed ISO / 

IEC19794-5, which includes face image information 

requirements, environmental conditions and shooting 

features [1]. Since there are many testing requirements, it 

is difficult to determine the compliancy of a face image 

with ISO / ICAO standards. Fully automating of a face 

image compliancy detection with ISO / ICAO standards 

has many benefits such as no need to human experts and 

accelerating the document production process. Researches 

about the quality assessment of commercial systems have 

shown that their performance needs to be improve for 

standard compliancy verifying and has not still reached the 

human accuracy level [2], [3]. Therefore, automated facial 

images quality assessment, is one of the most challenging 

issues in automated document production process. To 

evaluate the quality of produced algorithms, and 

comparing their performance, the FICV’s Biolab 

benchmark is provided by the University of Bologna 

Biometrics Research Group. The Face Image ISO 

Compliance Verification (FICV) test, which includes 

assessing the requirements introduced in the face 

recognition standard, performs face evaluation and 

recognition. This benchmark includes a ground truth 

database, a well-defined testing protocol, and baseline 

algorithms for all ISO / ICAO requirements. 

Some of the 24 requirements (looking away, unnatural 

skin tone, hair across eyes, head rotation (roll/pitch/yaw 

https://webmail.itrc.ac.ir/src/compose.php?send_to=moin%40itrc.ac.ir
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Greater than 8◦), red eyes, shadow across face, frame too 

heavy, frame across eyes and mouth open) were used as 

quantitative variables of the problem. The compliancy of 

each of these requirements in the image is returned with a 

1, 0, 1 score by the proposed model which shows three 

logically compliance, noncompliance, and dummy modes 

[4]. 

The Hierarchical Maximum (HMAX) pooling model is 

used to encode the properties of the noticeable face 

components. HMAX acts like a MAX operator and 

extracts location and scale-independent features for 

detection. This model expresses a hierarchy of brain 

regions through which object recognition is performed in 

the cerebral cortex. The purpose of this model is the 

cognitive phenomena describing in terms of simple and 

complex computational processes in an acceptable 

physiological model. To perform computational processes, 

two layers are embedded in this model: 

• Simple "S" layers are derived from local filters 

convolution to compute higher order features from the 

different types of units in the previous layer. 

• Complex "C" layers are stabilized by fetching units and 

the number of units is reduced by sub-sampling and all 

position and scale information are deleted simultaneously. 

Object detection in the cerebral cortex extends through the 

feedforward ventral visual pathway. It travels through the 

primary visual cortex (V1) and reaches the InferoTemporal 

cortex (IT) by passing other visual areas V2 and V4. 

Different layers of HMAX model used for feedforward 

brain ventral visual pathway simulation in this research, 

are shown in Table 2 (which are driven from [5]). 

 
Table 2: different HMAX layers for brain Visual pathway simulating 

(driven from [5]) 

Ventral Visual Pathway 

of the Cerebral Cortex 

Layers of the 

HMAX model 

V1 (The primary Visual Cortex) S1 (The first Simple layer) 

V2 (The second Visual cortex)  C1 (The first Complicated layer) 

V4 (The fourth Visual cortex)  S2 (The Second Simple layer) 

IT (The InferoTemporal cortex)  C2 ((The Second Complicated 

layer) 

 

In this work, we have proposed, for the first time, a new 

integrated system for ISO/ICAO face image compliancy, 

which is based on HMAX method, inspired from the 

human brain functionality. The main contribution of our 

work is using an integrated method for different 

requirement compliancy assessment, compared to the 

existing methods, which use their specific features for each 

requirement compliancy assessment, separately. We have 

also approved the superiority of our approach over the 

existing methods, using the experimental results.   

2- Related Works 

Many researches have performed on facial images quality 

assessment based on ISO / ICAO standard requirements 

[6-12]. From the results of these studies, it can be 

concluded that this area of research still needs further 

development. 

The Hierarchical Max-pooling model (HMAX) is a 

feedforward model mimicking the structures and functions 

of V1 to posterior inferotemporal (PIT) layer of the 

primate visual cortex, which could generate a series of 

position and scale- invariant features. 

In [13] to mimic the attention modulation mechanism of 

V1 layer, a bottom-up saliency map is computed in S1 

layer of the HMAX model, which can support the initial 

feature extraction for memory processing. Also to mimic 

the short-term memory to long-term memory conversion 

abilities of V2 and IT, an unsupervised iterative clustering 

method is used for clusters learning with multiscale middle 

level patches. Simulation results show that the enhanced 

model with a smaller memory size, exhibits higher 

accuracy than the original HMAX model and other 

unsupervised feature learning methods in multiclass 

categorization task. 

An object recognition model by extracting features 

temporally and utilizing an accumulation to bound 

decision-making model is introduced in [14].  This model 

accounted recognition time and accuracy. In face 

recognition, for temporally extracting informative features, 

a hierarchical spiking neural network, called spiking 

HMAX is modified. In the decision making part of the 

model, the extracted information accumulates over time 

using accumulator units.  The input category is determined 

if any of the accumulators reaches a threshold, called 

decision bound. Testing Results showed that the model 

follows human accuracy in a psychophysics task better 

than the classic spiking HMAX model. 

For Image classification, a method based on ontology and 

HMAX features performed by integrating clusters [15]. 

This method relied on training visual-feature classifiers 

according to the taxonomic relationships between image 

categories. Using the HMAX model, the visual features 

and the concepts were extracted from the image categories. 

The taxonomic relationship between visual features and 

concepts were created to make an ontology that represents 

the semantic information associated with the training 

images. Using ontology-based HMAX and Bag-of-Visual-

Words (BoVW) models, superior performance achieved 

over baseline methods. To evaluate this method, the 

Inception-v3 deep learning network was used, and the 

classification results performed better in some image 

classes than Inception-v3. 

Bottom-up attention is crucial to primary vision and helps 

reducing computational complexity. In [16], a bottom-up 

attention model was presented based on the C1 features of 



 

Journal of Information Systems and Telecommunication, Vol. 7, No.3, July-September 2019 

 
227 

HMAX model. Attention modeling in layer C1 of the 

HMAX model showed better results than Graph-Based 

Visual Saliency (GBVS). 

In [17], a face recognition model was presented that used 

the visual attention model using skin color features to find 

saliency maps of the face candidate areas and the C2 

texture features in the visual cortex of the HMAX model 

for face recognition. After finding candidate face areas, C2 

texture features were extracted for face or non-face areas 

classification using a support vector machine classifier. 

Experimental results on the Caltech Face Database with 

background, showed that the proposed model was reliable 

against variations in face brightness, expression and 

cluttered backgrounds. 

In [18] Binary HMAX model (B-HMAX) was introduced. 

In the C1 layer of this model, using image patches selection 

instead of random usage in the standard model at the 

training phase increased the accuracy and decreased the 

calculating costs. Also using Hamming distance instead of 

Euclidean distance for calculating the distance between 

patches, increased the speed. 

In [19], the original HMAX model [5] was used and the 

end-of-network filters, which integrated local filters, were 

modified for producing complex filters to cover larger and 

more complex areas of the image. To better discriminate 

the image content, they trained the coefficients of each 

filter in the last layer. This increased the discrimination 

and also the invariance.  

A flexible multilayer radial method for the outputs' 

pooling of the filters in the image was presented. Neurons 

in the inferior temporal visual cortex (IT) are known for 

regions by varying sizes accepting [20]. This is called 

local areas of various sizes pooling in the visual field, 

causing slight variability with respect to spatial location. 

The multi-resolution pooling introduced in the study was 

equivalent to applying a specific filter in a spatial 

neighborhood with different radial pooling that caused 

different levels of invariance. The optimal level of 

invariance with a single classifier was obtained by training 

at higher levels of the network [21]. The classification in 

this research showed better results than previous 

architectures. Since this method achieved very good 

results with increasing discrimination and invariance, it 

has been used in the present study. 

As it is mentioned above, there are many researches that 

payed attention to the face recognition subject using 

HMAX model. However, none of them has worked on 

facial image quality assessment by this model. Thus, in 

this study, we evaluated the suitability and effectiveness of 

using HMAX model for the facial image quality 

assessment. 

In the following sections, first, ICAO requirements 

selection process has been descried and after creating key 

and non-key patches from face components by Viola-Jones 

algorithm, HMAX model is introduced and employed in 

FICV process. The results of executing the proposed 

model on AR and PUT databases have been evaluated 

using standard Facial image quality verification factors. 

3- Requirements Selection 

Considering the scope and content of the assessment 

factors operations; which are introduced in ISO / 

IEC19794-5, first, some requirements from 24 FICV 

requirements should be selected. According to Ferrara et 

al. [9], the error rate obtained for each requirement has 

been divided into three categories. Table 1 can be used for 

identifying the need for further research on requirements 

and selecting new research areas for the requirements 

assessment results improvement. 

Table 1: Biolab's ICAO Requirements’ classification based on their 

Accuracy Rates (Driven from [9]) 

Name of Requirement Accuracy 

Rate 

ICAO 

Requirements 

Difficulty 

Diagnosing 

ICAO08(pixelation),ICAO10 

(Eye Closed),ICAO13(Flash 

Reflection on Skin), ICAO15 

(shadow behind Head), 

ICAO17(Dark Tinted lenses) , 

ICAO18( Flash Reflection on 

Lenses), ICAO22(Veil over 

Face) 

EER < 

3% 

 

 

Easy 

Diagnosing 

Requirements 

ICAO02(Blurred) , ICAO04 (Ink 

Marked/Creased), ICAO05 

(Unnatural Skin Tone), ICAO06 

(Too Dark/Light), ICAO11 

(Varied Background) , ICAO14( 

Red Eyes) , ICAO19 (Frames 

too Heavy) , ICAO20( Frame 

Covering Eyes) , ICAO23( 

Mouth Open) 

  
    
    

 

Middle rate 

Diagnosing 

Requirements 

ICAO01(Eye Location), 

ICAO03 (Looking Away) , 

ICAO07(Washed Out) , 

ICAO09(Hair Across Eyes) , 

ICAO12 (roll/pitch/yaw Greater 

than 8◦),ICAO16 (Shadow 

Across Face), ICAO21 

(Hat/CAP), ICAO24 (Presence 

of other Faces or Toys too Close 

to Face) 

                 

EER > 

7% 

 

 

Hard 

Diagnosing 

Requirements 

 

Requirements selection in this study, are based on the 

results of Table 1. Requirements with less than 3% error 

rates, which are not challenging, are ignored. Image and 

background features have also been excluded, and we have 

focused on nine following facial requirements: 

Look Away (ICAO03), Unnatural Skin Tone (ICAO05), 

Hair Across Eyes (ICAO09), Head Rotation 
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(roll/pitch/yaw Greater than  8◦) (ICAO12),Red Eyes 

(ICAO14), Shadow Across Face (ICAO16), Frame Too 

Heavy (ICAO19), Frame Across Eyes (ICAO20), Mouth  

Open(ICAO23). 

4- Proposed HMAX model for Face Image 

Quality Assessment 

The proposed model for face image quality assessment 

using the HMAX method is shown in Figure 1. In the 

following, its different parts has been described: 

 

Fig. 1 Proposed method for Facial Image Quality Assessment using 
HMAX Model 

4-1- Pre-Processing 

In this section, basic image processing is performed to 

produce a suitable image. First the image is examined for 

possibility of being tokenizable (without padding). So the 

database images should be corrected as follows: 

 Distance between eyes (EDist) be at least 60 pixels. 

 Rectangular area be  W * H (with W = 4. EDist and H = 

W.4 / 3) size. Eyes aligned horizontally, centered at 

CE = (W.1 / 2, W.3 / 5) which is generally enclosed in 

the original image (Figure 2). 

Basic tasks of this part are face detection (ROI), face 

alignment and normalization (which can be used for 

reducing illumination effects). 

4-2- Face Structural Processing 

In this part, face semantic patches of the key and non-key 

components are obtained using elemental images based on 

a component-based approach.  

Based on biological evidences, the diagnosing operation is 

performed in two operation of location estimation and 

semantic division. In the estimation section, the center of 

four face key components locations (left eye, right eye, 

nose, and mouth) are estimated. To implement this section, 

a hybrid method using Viola-Jones and skin color pixel 

detection is used; that causes more accurate detection of 

the facial components location and increases detection 

speed [22]. Different semantic patches are formed by 

segmentation based on the location estimation results and 

by component-based method. In this way, the primary 

image is divided into 8 patches, 4 of which consist of key 

components of the face (left eye, right eye, nose, and 

mouth) and 4 patches containing non-key facial 

components (left cheek, right cheek, forehead and chin). 

For being almost every patch component-based, the size of 

divisions must be specific to each individual. Hence, the 

size of each patch is obtained based on a constant rate of 

the distance between the two eyes centers. 

 

Fig. 2 Geometric properties of the obtained image format [1] 

 

4-2-1- Producing Facial Patches using Viola-Jones 

algorithm 

Michael Jones and Paul Viola [23] developed the famous 

Viola-Jones Algorithm for face detection in 2003. In this 

algorithm, learning is performed by measuring the 

similarity of two sample images. A set of computationally 

efficient rectangular features (Haar features), are described 

and operate on a pair of input images. The features 

compare inside the input images areas in different 
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locations, scales and directions. To quickly evaluating 

these features from integral images and performing the 

training of facial similarity by features, the Adaboost 

algorithm is used. Finally, a hierarchical classifier is 

considered for rejecting windows that have not been 

recognized as a face. As this method is very accurate but 

time consuming, a very fast detection algorithm based on 

skin tone pixel detection has been merged to it in [22]. In 

the case of eyes and mouth detection, physical location 

approximation is made in detected face to locate the eyes 

and mouth. This method increased the accuracy of system 

and decreased its consumed time. 

Since the introducing of the Viola-Jones algorithm, many 

researchers have used this method in their researches, 

which [24], [25] and [26] are amongst them. 

4-2-2- Feature Selection 

Selecting Features for Multiclass Classification is an 

essential step in pattern recognition and machine learning 

applications. Specially, a big challenge is an optimal 

subset selecting from high-dimensional data, which has 

much more variables than observed and contains noise or 

outliers. We used the feature selection method presented in 

[27]. In that research, a feature selector named Fisher-

Markov is presented to identify the features; which are 

more important in describing the essential differences 

around possible groups. 

 It is a systematic method of factors optimizing for the best 

feature subset selecting, to identify factors for sparsity and 

separability in the high dimensional scenarios. Since the 

introduced method is linear in number of features and 

quadratic in number of observations, it operates very 

quickly. In pattern recognition and model selection view, 

in the proposed model, it is easily possible to select the 

most discriminable subset of variables by solving an 

objective function without constraint. 

In supervised classification, with the training data 

               
   , where       are the p dimensional 

feature vectors and              are classes’ tags, the 

most important features should be selected for the most 

separable representation of the multi-class classification 

with m Ci class, where i = 1,2, ..., m. Each Ci class has ni 

observation. With a new test observation, the selected 

features are used for predicting an unknown class tag for 

each observation. In order to global optimization and 

effective feature selection by Fisher-Markov method, in 

the feature subset, for large p, some specific kernels 

including polynomial kernels k have been considered [28] 

[29]. 

                        (1) 

where d is the parameter degree, alternatively: 

 

                       (2) 

 

4-3-  Face Image Assessment Confirmation 

Module (FICV Attribute Detection) 

  Inspired by biological evidences, facial image 

compliancy verification of the proposed model, for 

simulating memory structure such as brain functionality, 

includes code generation, storage, retrieval and final 

decision. The inputs of this section are the face key and 

non-key components patches (and thus it is a component-

based model) and the output of this section is the result of 

ICAO requirements recognition. 

 

4-3-1- HMAX Model 

 

 As illustrated in [5] and shown in Figure 3, a general 

HMAX model is designed of frequency of pooling and 

convolution layers. Each convolutional layer has a series 

of feature maps and each pooling phase produces changing 

resistance against these feature maps. In the following, 

different layers of HMAX model are described. S1, C1, S2 

and C2 layers of HMAX model are named L1, L2, L3 and 

L4, respectively.  

 First layer 

Each feature map L1б ,ϴ  is produced by the input image 

convolution against a set of Gabor filters  gб ,ϴ  (Eq. 3) , 

with orientation ϴ and scale б. These filters are used to 

simple cell activation in the V1 region of the visual cortex 

modeling [5]. 
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Fig. 3 A general convolution network: this network alternates feature mapping layers (convolution) and feature pooling layers alternately. The convolution 

layers produce information of a particular feature, and the pooling layers create invariance by relaxing the configuration of these features [5]. 

 

             (
  
     

 

   )      
  

 
      (3) 

 

where                  and            
       . Parameter   shows the aspect ratio of the filter 

and   is its wavelength. 

 
With image I, the first layer in orientation ϴ and the 

scale б, can be expressed as an absolute value 

convolution product, as follows: 

       |       |                (4) 

 

 Second layer 

Each feature map of L2б ,ϴ is a dimension reduction of     

L1б,ϴ, that is obtained by the maximum number of local 

neighborhoods selecting. Maximum pooling impact on 

local neighborhoods is the invariance of local 

conversions and global transformations [30]. 

The second layer divides each L1б ,ϴ map into small 

neighborhoods ui,j and finds the maximum value inside 

each ui,j  such that: 

                         
        (5) 

 

By keeping only the maximum output at two scales 

adjacent to each point (i, j), scale invariance can be 

achieved to some extent. 

 Third layer 

The L3 layer at the б scale is obtained by the α
m  

 filters 

convolution against the L2б ,ϴ layer, which are called HL 

filters. 

   
                             (6) 

 

HL filters are visual descriptors of mid-level regions in 

the image that combine low-level Gabor filters with 

multiple orientation in one scale. 

 

 Fourth layer 

To achieve general invariance, the final step (last 

signature) is calculated by the maximum L3б
m
 output 

selecting in all location conditions and scales. Thus the 

last layer is a vector of M ~ 1000 dimension, which 

determines each coefficient of each HL filter maximum 

output on the scale б and location (x, y). 

   [

             
      

 
             

      
]    (7) 

 
 
Fig. 4 Third level of HMAX: in training Phase,         HL filters is 
defined by L2 coefficients of sampling blocks. Layer activation in each 

image is obtained by convolving each HL filter on all positions of each 

    scale map [5].    
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HMAX model has been used in several researches 

including [19], [20], [24] and [25]. HMAX method in the 

model proposed in this work is based on [19], where the 

first level local filters are merged with more sophisticated 

filters at the previous level, producing a flexible 

descriptor of the object regions and combining local 

information across multiple scales and orientation. These 

filters are invariant and discriminative, making them more 

suitable for visual classification. It also introduces a 

multi-resolution spatial pooling that encodes local and 

public spatial information for generating image 

discriminative signatures. In Figure 5, each HL filter is 

convolved simultaneously on several scales that focus on 

the scale б. In training phase, the coefficients associated 

with weak scales and orientations, receive zero values; 

which makes the filter more discriminative and ignores 

weaker scales and orientations during the test phase. 

4-3-2- Code Generation 

Real code creating in the human brain, means information 

sensing and receiving from the environment in the form 

of physical and chemical stimuli. Especially when looking 

at a particular face, the brain encodes various facial 

features with many patterns. It is assumed that there are 9 

coding patterns (for each face, 9 ICAO requirements 

would be stored in long-term memory). To mimic this fact 

functionally, the HMAX descriptor can be used to encode 

these requirements. 

 

 
Fig. 5 Third level operations - Each HL filter measures simultaneously 

on several scales [19]. 

 

To prepare and extract the C1 level from the HMAX 

model, split face patches cpathij  from known individuals 

can be used where i = 1,2, ..., 8 (for 8 Key and non-Key 

face components patches) And j = 1,2,… .N, where N 

represents the number of known people (known people 

refers to those whose ICAO attribute recognition tags 

exist in the database). C1 patches of an ICAO 

requirement, produce a patch cluster Ci where Ci ϵ cpathij 

 .For each Ci, at the C2 level of the HMAX model for 

each face image, the fi ϵ R
N  

feature is extracted. fi   is the 

final consideration feature that introduces a face 

component for ICAO requirement recognition (Figure 6). 

4-3-3- Storing 

In the mammals' long-term memory, different features of 

a known object are regularly stored in distributed areas, 

and common features of various known objects are 

stored through aggregating. Labeled faces are database 

images for which ICAO requirements assessment are 

labeled. As shown in Figure 7, the same strategy was 

chosen to store the ICAO requirements of labeled faces. 

For example, the first studied ICAO requirement of 

different individuals f1j (j = 1, 2, ..., N) are stored 

together and constitute a subspace storage of an ICAO 

requirement. The first person’s attributes fi1 (where i is 

one of the 9 case study requirements) are stored 

separately in the distributed subspace. The storing phase 

is similar to a training procedure in a general 

requirements estimation method, and does not include 

unlabeled faces. 

4-3-4- Decision Making 

This step identifies and assesses the ICAO 

requirements of a new face image from labeled faces 

images. To identify a person's requirements, it is needed 

to retrieve requirements for all labeled faces before 

decision making, which is called retrieval. Rij is used for 

the requirement assessment of a new face image based on 

the j
th

 labeled faces requirements by using a notable face 

feature fi . Rij can be estimated using a support vector 

machine. There are 9 Binary SVM classifier for 

assessment of each studied requirements. Final 

classification results shows 1 for compliance, 0 for non-

compliance and -1 for dummy classes. For 1 and 0 

classes, the compliancy of each requirement in the image 

is returned with a score in range of zero to 100 by 

regression. 
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Fig. 6 Proposed Face Image Assessment Confirmation Module containing 

HMAX model for detecting compliancy with ICAO requirements. 

 
 

 
 

Fig. 7 Storage module structure. 

5- Simulation Results 

For simulating the proposed model, a system with 16GB 

of RAM, Core i7 processor, 2TB hard drive has been 

used. 

In this study, 1741 images of the AR database with size 

of 576 * 768 [32] and 291 images of the PUT database 

with size of 1536 * 2048 [33] were used to train and test 

the proposed method, which include 310 fully 

compatible images (compatible with all requirement) and 

1722 incompatible images (incomparable at least with 

one requirement). Database division to test and train set, 

has been done by K-fold cross-validation algorithm, 

where the best result was obtained with K=10.  For 

objective performance evaluation in the database, 

ground-truth data has been employed. Some of these 

images are manually labeled, each image containing eye 

corners information and position and shooting features 

based on three logically compliance, noncompliance, and 

dummy modes. Dummy value is used for uncertainty 

situations (for example, when one uses sunglasses, it is 

almost impossible to detect open or closed eyes). 

Two types of errors can occur during the compliancy 

assessment of face images: 

1) Declaring compliancy for an image which is not 

compliant (False Match Rate) (FMR): 

    
  

     
                      (8) 

2) Declaring incompliancy for an image which is 

compliant (False Non Match Rate) (FNMR). 

     
  

     
                     (9) 

A good biometric system should illustrate a small 

amount of FMR and FNMR. High FMR indicates high 

system error and low FNMR indicates low system 

functionality for all studied cases' acceptance. ROC, 

DET charts and EER are used to analyze a biometric 

system. 

EER: Equal Error Rate (EER) is indicated by interaction 

between FMR and FNMR. EER represents the error rate 

at a t threshold such that the False match rate and the 

false non-match rate are equal (FMR(t) = FNMR(t)). 

EERs are calculated for compliancy rate checking and 

used for each feature performance evaluating.  

Rej: Rejection Rate refers to the percentage of the face 

images, which cannot be processed by the proposed 

method. This rejection can be due to the pixellation, hair 

across eyes and shadow across the face. For comparing 

the results of simulation, three SDKs (two commercial 

SDKs and the BiolabSDK [9]) were used. The name of 

commercial SDKs cannot be disclosed, because of the 

specific agreement with their providers in [9]. Table 3 

shows the EER and Rejection rates for comparing three 

SDKs results with the proposed method.  

 

Table 3: EER and Rejection rates for the three SDKs and proposed method 



 

Journal of Information Systems and Telecommunication, Vol. 7, No.3, July-September 2019 

 
233 

HMAX Method BioLabSDK SDK2 SDK1  

Characteristic 

 

 

Row Rej EER Rej EER Rej EER Rej EER 

0.16% 10.00% 0.0% 20.6% - - 7.1% 27.5% ICAO03- Looking Away 1 

0.3% 14.29% 0.2% 4.0% 0.8% 50.0% 4.8% 18.7% ICAO05- Unnatural Skin Tone 2 

0.0% 25.00% 0.0% 12.8% - - 81.9% 50.0% ICAO09- Hair Across Eyes 3 

0.0% 40.82% 0.2% 12.7% 2.9% 26.0% - - IC O  -Roll Pitch Yaw 8  4 

0.2% 12.5% 0.0% 7.4% 0.0% 34.2% 4.5% 5.2% ICAO14- Red Eyes 5 

0.4% 13.64% 0.4% 13.1% - - 8.1% 36.4% ICAO16- Shadows Across Face  6 

0.0% 0.0% 0.0% 5.8% - - - - ICAO19- Frames Too Heavy 7 

0.1% 0.0% 0.0% 6.3% - - 62.3% 50.0% ICAO20– Frame Covering Eyes 8 

0.4% 10.71% 0.0% 6.2% - - 52.1% 3.3% ICAO23- Mouth Open 9 

- Shows that the SDK does not support the test for this Characteristic 

 ROC Curve: The System Performance 

Characteristic Curve or Receiver Operating 

Characteristic (ROC) is an objective evaluation 

method that is a two-dimensional diagram, where 

the x-axis corresponds to False Positive Rate or 

FMR and the y-axis corresponds to True Positive 

Rate or 1- FNMR (often replaces by FNMR). The 

area under the ROC diagram represents the Area 

Under Curve (AUC). The high AUC value indicates 

higher accuracy of the model. For each of the ICAO 

requirements investigated in this research, the ROC 

diagrams are calculated and are shown in Figure 8. 
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ICAO19 

 

ICAO20 

 

ICAO23 

 

Fig. 8 ROC diagrams for each of the nine ICAO features investigated in this work. 

 

In the ROC diagram, the greater the accuracy of the test, 

the closer the curve to the left boundary and then to the 

upper boundary of the ROC space. The closer the bend to 

the 45-degree diameter of the ROC space, the less 

accurate the test. The tangent slope at a cutting point 

shows the Likelihood Rate (LR) for the test. 

 

 Recall: A positive diagnosis probability being true when 

the actual results are positive. This parameter is also 

called the true positive rate. 

            
  

     
       (10) 

Precision: A positive diagnosis probability being true when 

the experimental results are positive. This parameter is also 

called the false negative rate. 

 

               
  

     
       (11) 

 

Average Precision: For each positive recall sample, the 

sum of precision values in positive recalls to all positive 

diagnoses, determines the average Precision parameter. 

 

   
∑               

   

                               
       (12) 

 

where rel(k) is an index that is equal to 1 if the requirement 

is compliant, otherwise it will be zero [34]. The average 

contains all the associated requirements and those 

associated requirements that have not been compliant, have 

a zero value for precision. 

AP11: This is an index calculated by averaging the 

precision over a set of evenly spaced recall levels {0, 0.1, 

0.2, ... 1.0}. This factor is used for reducing the impact of 

wiggles in the curve. 

      
  ⁄ ∑                               (13) 

where pint(r) is the interpolated precision, shows the 

maximum precision over all recalls greater than r (in 11 

points) [35]. 

Figure 9 contains the accuracy-recall diagrams, the area 

under the curve (AUC), the average precision (AP) and 

AP11. 
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ICAO03 

 

ICAO05 

 

ICAO09 

 

ICAO12 

 

ICAO14 

 

ICAO16 

 

ICAO19 

 

ICAO20 

 

ICAO23 

 
Fig.9 Accuracy-recall diagrams, Area under the Curve (AUC) and Average Precision (AP) for the selected ICAO requirements  

 

6- Conclusions 

One of the most important factors affecting the accuracy of 

automatic face recognition is the face images quality 

assessment. Accordingly, a benchmark was provided by the 

University of Bologna called BIOLAB-ICAO, which Facial 

image Compliancy part is called FICV. In this research we 

proposed a new approach for facial images quality 

assessment using HMAX model (as the perceptual brain 

modeling). 

 

The way of information storing and fetching it for training, 

is like the way of storing information in the brain. Nine 
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ICAO requirements are used to assess quality. The AR and 

PUT databases were used to train and test the model. The 

assessment factors introduced in the FICV benchmark were 

used to evaluate the modeling results. The results showed 

improvement in the detection of some requirements, 

particularly Frame Too Heavy (ICAO19), Frame Across 

Eyes (ICAO20). So, it is recommended to use HMAX 

model for these requirements detecting in the SDKs.  As a 

follow-up, a model based on brain decision-making paths 

approaches to assess the quality of facial images, can be 

suggested. 
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