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Abstract  
Cardiac resynchronization therapy (CRT) improves cardiac function in patients with heart failure (HF), and the result of 

this treatment is decrease in death rate and improving quality of life for patients. This research is aimed at predicting CRT 

response for the prognosis of patients with heart failure under CRT. According to international instructions, in the case of 

approval of QRS prolongation and decrease in ejection fraction (EF), the patient is recognized as a candidate of implanting 

recognition device. However, regarding many intervening and effective factors, decision making can be done based on 

more variables. Computer-based decision-making systems especially machine learning (ML) are considered as a promising 

method regarding their significant background in medical prediction. Collective intelligence approaches such as particles 

swarm optimization (PSO) algorithm are used for determining the priorities of medical decision-making variables. This 

investigation was done on 209 patients and the data was collected over 12 months. In HESHMAT CRT center, 17.7% of 

patients did not respond to treatment. Recognizing the dominant parameters through combining machine recognition and 

physician’s viewpoint, and introducing back-propagation of error neural network algorithm in order to decrease 

classification error are the most important achievements of this research. In this research, an analytical set of individual,  

clinical, and laboratory variables, echocardiography, and electrocardiography (ECG) are proposed with patients’ response 

to CRT. Prediction of the response after CRT becomes possible by the support of a set of tools, algorithms, and variables. 

 

Keywords: Cardiac resynchronization therapy; Neural Networks; Particle swarm optimization; HESHMAT_CRT dataset; 

Machine Learning. 
 

1- Introduction 

The unsuccessful function of the heart can result from 

different causes such as vascular occlusion and high blood 

pressure, and this problem is referred to as heart failure 

(HF). In this condition, cardiac muscle is not able to pump 

enough blood in the body [1]. Arrhythmia is a disorder of 

heartbeat rhythm. This disorder makes the heart unable to 

effectively pump blood all over the body and patients with 

arrhythmia usually experience the symptoms of rapid and 

slow heartbeat [2]. Patients with HF and arrhythmia may 

be appropriate candidates for CRT [3]. In addition to 

improvement of cardiac output in a short time, it helps to 

increase patients’ lifetime and decrease of HF 

hospitalization cases [4]. Doctors’ suggestions may be 

different depending on their observation of the patient’s 

condition, and the results of selecting candidate patients in 

the past do not seem to be good. 

Many risks can occur during the CRT process and there 

might be various side effects [5]. The majority of patients 

(35-40%) do not respond to CRT due to unknown causes 
[6], and it has a negative effect on function and efficiency 

of this treatment for HF patients [7]. The research idea is 

about proposing a new feature vector and creating a 

pattern detection solution for identifying appropriate 

candidates for CRT with high accuracy. It can increase the 

rate of response to CRT and practically decrease the rate 
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of no response. Machine learning is a powerful 

computation method that can provide the possibility of a 

better description of effective parameters. Decision 

support tools are developed for the prediction of clinical 

results and create better decisions for similar cases of 

patients [8]. The possibility of prediction based on 

intelligent algorithms is a step forward to identifying 

candidates for CRT. These operations are non-invasive 

and used for optimizing the treatment process, and they 

can significantly help doctors provided that they are 

properly operated [9]. After the implant, there are very few 

and sometimes impossible ways to overcome the cases of 

no response [10]. The process of machine learning-based 

prediction requires using the collected medical data [11]. 

In order to create analysis features in most of the datasets 

relevant to the research topic, three methods are used 

including (1) extracting feature from cardiac imaging [12], 

(2) a combination of the features extracted from ECG and 

the patient’s laboratory data [13, 8], and (3) combining an 

important parameter such as (NYHA) classification 

function and analysis of medical examinations with other 

techniques such as natural language processing (NLP) [14], 

or using QRS variable international suggestions [15]. The 

research data set consists of 67 independent attributes and 

1 dependent attribute. Independent characteristics were 

obtained according to the patient's medical record, 

laboratory results, imaging, and independent 

characteristics were obtained according to postoperative 

results. 

The main purpose of this study is to introduce a set of 

cardiac synchronization therapy data, identify patients 

suitable for treatment with machine learning algorithms, 

determine the role of important features and their 

priorities. The determination of effective features by the 

medical doctor is collected from the feature vector, the 

prioritization of features by intelligent algorithms, and 

their effective role in obtaining a better classification 

answer are discussed. 

In the following, related works on the analysis of CRT 

patients are reviewed. All the researches have been 

performed aimed at proposing a method for making HF 

treatment efficient. Various researches have addressed the 

results by predictors [16, 8, 10, 17]. The research [18] 

investigated the relationship between the variables aimed 

at improving prediction of CRT response, and the research 

[19] investigated the analysis of data after optimizing the 

device and setting the device in different locations. In the 

researches [20, 9, 21, 22], the effect of other cardiac 

factors in patients under CRT was investigated. Some 

studies such as [23] provided statistical reports of the 

related works and so, helped to prepare a new dataset. In 

spite of the same instructions, [24] indicates that CRT is 

not still fully used everywhere. Regarding the datasets of 

previous works, we can mention [21] with 25 features and 

54 samples, [25] with 18 features and 428 samples, [26] 

with 25 features and 679 samples, [27] with 32 features 

and 23 samples, and [8] with 45 features and 595 samples 

for predicting CRT condition. The three studies of [8, 10, 

27] used machine learning for selecting CRT candidate 

patients. In the research [8], the effective variables were 

analyzed based on four quartiles. These charts were 

composed of two variables of LBBB and QRS. The 

variable QRS was defined at two states of QRS ≥ 150 ms 

and QRS ˂ 150 ms, and LBBB was defined in a binary 

manner. Efficiency of the random forest (RF) algorithm 

was evaluated by reviewing the classifiers. Since the 

collected data including class variables have different 

levels, and determination of importance and priority of 

features by RF algorithm is not reliable, increasing and 

decreasing the samples in [8] resulted in many changes in 

classification error. On the other hand, with the existence 

of unknown parameters in the provided dataset that can 

play the role of noise, using the RF algorithm will cause 

over-fitting (OF). However, the research method classifies 

QRS variable in three levels of short, medium, and long. 

Back-propagation of error neural network model is 

prioritized is used for decreasing implementation 

classification error and the variables selected by the doctor 

are prioritized by PSO algorithm. The results will show 

that neural models such as backpropagation of error neural 

network and Learning Vector Quantization compared to 

other machine learning algorithms such as Naive Bayes 

(NB), support vector machine (SVM), random forest (RF), 

k-Nearest Neighbors has higher efficiency on research data 

sets. Also, 7 out of 9 features by the medical doctor were 

prioritized. 

The following sections of the paper are organized as the 

following. First, the general properties of the research 

dataset, features, and primary pre-processing are described 

by transformation and discretization, and the research 

method is explained for the implementation of the dataset. 

The results are discussed by evaluating the algorithms and 

conclusion of the research is presented. Also, some 

suggestions are proposed for developing decision making 

systems for working on the present dataset. 
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2- Medical dataset 

The data was collected by individual, laboratory, clinical, 

electrocardiogram, and echocardiography. The limited 

number of surgeries in treatment centers (Heshmat 

Hospital of Rasht), no access to the patients after the 

surgery, the need to a specialist for reviewing the medical 

files, and incompleteness of the files are some of the data 

collection constraints. Feature extraction was done by 

using a questionnaire before and after implanting CRT 

device, medical examinations, blood sampling, ECG 

observations, and echocardiography. Table (1) presents a 

full description of the extracted features. The research 

dataset includes 209 cardiac patients gotten CRT-D 

implant. 38 people did not respond to the treatment and 

171 people indicated a positive response. Some of the 

personal information of patients was excluded for security 

considerations and also, some of the deficient and 

calculable were removed. The main features and their 

range are specified in Table (1). 

Table 1: The features extracted for prediction of CRT response 

Type Feature Name Range 

R
eg

is
te

r 

File Number - 

Patient Name - 

Patient contact number - 

Companion patient ‘s contact 
number 

- 

Surgical Date - 

Doctor's name - 

D
em

o
g

ra
p

h
ic

 

Age 25-86 

Sex 
1=Male, 

2=Female 

DM (Diabetes Mellitus) Yes, No 

HTN (Hyper Tension) Yes, No 

Current Smoker Yes, No 

Ex-Smoker Yes, No 

FH (Family History) Yes, No 

CRF (Chronic Renal Failure) Yes, No 

CVA (Cerebrovascular Accident) Yes, No 

CABG(Coronary artery bypass 
surgery) 

Yes, No 

Airway Disease Yes, No 

Type Feature Name Range 

Thyroid Disease Yes, No 

CHF (Congestive Heart Failure) Yes, No 

DLP (Dyslipidemia) Yes, No 

S
y

m
p

to
m

 a
n

d
 E

x
am

in
at

io
n

 

BP (Blood Pressure: mmHg) 90-190 

Edema Yes, No 

Weak peripheral pulse Yes, No 

Lung Rales Yes, No 

Systolic murmur Yes, No 

Diastolic murmur Yes, No 

Typical Chest Pain Yes, No 

Dyspnea Yes, No 

NYHA (New York Heart 
Association Function Class) 

1, 2, 3, 4 

Atypical Yes, No 

Nonanginal CP Yes, No 

Exertional CP (Exertional Chest 
Pain) 

Yes, No 

Low Th Ang (low Threshold 
angina) 

Yes, No 

L
ab

o
ra

to
ry

 

FBS (Fasting Blood Sugar) (mg/dl) 62- 400 

Cr (creatine) (mg/dl) 0.5- 2.2 

TG (Triglyceride) (mg/dl) 37- 1050 

Total chol - 

LDL (Low density lipoprotein) 
(mg/dl) 

18- 232 

HDL (High density lipoprotein) 
(mg/dl) 

15- 111 

BUN (Blood Urea Nitrogen) 
(mg/dl) 

6- 52 

ESR (Erythrocyte Sedimentation 
rate) (mm/h) 

1- 90 

HB (Hemoglobin) (g/dl) 8.9- 17.6 

K (Potassium) (mEq/lit) 3.0- 6.6 

Na (Sodium) (mEq/lit) 128- 156 

WBC (White Blood Cell) 
(cells/ml) 

3700- 18000 

CKMB - 

Troponin - 

Lymph (Lymphocyte) (%) 7- 60 
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Type Feature Name Range 

Neut (Neutrophil) (%) 32- 89 

PLT (Platelet) (1000/ml) 25- 742 

E
C

G
 &

 E
ch

o
 

Rhythm Sin, AF 

Q Wave Yes, No 

HR 50-110 

PR Interval - 

QT Interval - 

QRS Duration - 

Fragment Yes, No 

Number of fragment 0-8 

ST Elevation Yes, No 

ST Depression Yes, No 

T inversion Yes, No 

LVH (Left Ventricular 
Hypertrophy) 

Yes, No 

Poor R Progression(Poor R Wave 
Progression) 

Yes, No 

LV EF (left ventricular ejection 
fraction) (%) 

Number 

AI (Normal,mild,moderate,severe) 1-4 

MR 
(Normal,mild,moderate,severe) 

1-4 

 Device Type - 

Result CRT Response Yes, No 

 

In the present dataset, there are many features that provide 

useful information by discretization. Discretization is done 

based on standard medical ranges and other methods such 

as class entropy, bucketing, range frequency-varying 

domain, numbers distance determination, and clustering. 

Table (2) presents the method of discretization of general 

and laboratory features. General features refer to the 

features related to symptoms, examination, and 

demography. The most important variables of the final 

feature vector for prediction of CRT response are resulted 

from ECG and the patient’s echocardiography. 

 

 

Table 2: Discretization of general and laboratory features 

Feature Low Normal High 

Cr2 Cr < 0.7 0.7 ≤ Cr ≤ 1.5 Cr > 1.5 

FBS2 FBS < 70 70 ≤ FBS ≤ 105 FBS > 105 

LDL2  LDL ≤ 130 LDL > 130 

HDL2 HDL < 35 HDL ≥ 35 - 

BUN2 BUN < 7 7 ≤ BUN ≤ 20 BUN > 20 

ESR2 - 

if male & 
ESR ≤ Age/2 

or 
if female & 

ESR ≤ Age/2+5 

if male & 
ESR > Age/2 

or 
if female & 

ESR > 
Age/2+5 

Hb2 

if male & 
Hb < 14 

Or If female 
& 

Hb < 12.5 

if male & 
14 ≤ Hb ≤ 17 

Or if female & 
12.5 ≤ Hb ≤ 15 

if male & 
Hb > 17 

Or if female 
& 

Hb > 15 

K2 K < 3.8 3.8 ≤ K ≤ 5.6 K > 5.6 

Na2 Na < 136 136 ≤ Na ≤ 146 Na > 146 

WBC2 
WBC < 

4000 
4000 ≤ WBC ≤ 

11000 
WBC > 
11000 

PLT2 PLT < 150 150 ≤ PLT ≤ 450 PLT > 450 

EF2 EF ≤ 50 EF > 50 - 

Age2 - 

if male & 
Age ≤ 45 

or if female & 
Age ≤ 55 

if male & 
Age > 45 

Or if female 
& 

Age > 55 

BP2 BP < 90 90 ≤ BP ≤ 120 BP > 120 

PR2 PR < 60 60 ≤ PR ≤ 100 PR > 100 

Neut 2 - Neut ≤ 65 Neut > 65 

TG2 - TG ≤ 200 TG > 200 

Function 
Class2 

- 1 2,3,4 

HR2 HR < 60 60 ≤ HR ≤ 100 HR > 100 

Total 
chol2 

200 ≤ Total 
chol ≤ 240 
is desirable 

Total chol<200 
Total chol > 

240 

Lymph2 
Lymph < 

20 
20 ≤ Lymph ≤ 40 Lymph > 40 
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Table (3) and Table (4) present the discretization of 

some of the most important features obtained from ECG 

that decrease the data.  

Table 3: Discretization of ECG features 

Feature Short Normal Long 

PR 
Interval

2 

PR 
Interval 
<0.12 

0.12 ≤ PR Interval≤ 
0.20 

PR 
Interval 
>0.20 

QT 
Interval

2 

QT 
Interval 
<0.35 

0.35 ≤ QT Interval≤ 
0.45 

QT 
Interval 
>0.45 

Table 4: Discretization of QRS feature 

Feature Narrow Normal Wide 

QRS2 QRS <0.08 0.08 ≤ QRS ≤ 0.12 QRS >0.12 

3- Method 

Extraction of effective features for classifying the risk of 

patients under CRT is important for improving CRT 

response. This research is aimed at evaluating the 

prediction of CRT response by analysis of clinical, 

laboratory, and ECG data. The most important measures in 

this research are using the most well-known machine 

learning algorithms for creating a prediction model and 

proposing a comparative method for optimal classification 

on the proposed feature vector. Fig. (1) presents the overall 

phases of the research for prediction of CRT response in 

patients, prioritizing the variables from the experts’ 

viewpoints, and their effectiveness in prediction. 

 

Fig. 1: Overall research method for recognizing the priorities of 

prediction variables 

In the preprocessing section, three operations of 

transformation, discretization, and imputation are 

performed to improve the input data. The transformation 

operation transforms some qualitative attributes into 

quantitative ones. For example, the Device_Type attribute 

has two types of CRT-P and CRT-D, or the Rhythm 

attribute has two types of AF and Sin, which can take zero 

and one value, respectively. Quantification provides the 

conditions for the use of many machine learning 

algorithms. In discretization, the goal is to reduce data. 

Many variables have large numerical dispersions that 

reduce the efficiency of the classifier in detection. By 

discretizing the attributes based on the medical doctor’s 

knowledge, more favorable conditions can be created 

based on clinical trial intervals in decision making for the 

classifier. The aim is to reduce the data and easier decision 

making for the algorithm. The predictive imputation 

process can prevent presenting sets with lost data. In this 

dataset, very little data is lost due to incomplete patient 

records. The results of the predicted imputation were 

evaluated based on the patient’s other data with the 

supervision of a medical doctor. The imputation process 

was performed by prediction by the K-Nearest Neighbor 

(K-NN) algorithm with one neighborhood. The subject of 

the number of neighborhoods in producing a logical 

answer was examined from the perspective of a medical 

doctor. It revealed that the higher number of 

neighborhoods provide inappropriate answers for 

prediction due to the distance of neighbors from the 

studied samples. 

3-1- Backpropagation  of  Error Neural Network 

In the following sections, the most important used 

algorithms are briefly introduced and then, the method of 

calculating efficiency is described. The architecture of the 

back propagation neural networks (BP-NN) is the most 

popular model for complex and multilayer networks. The 

training process is usually done by delta rule that starts 

with the calculated difference between the real outputs and 

the desired outputs. The neural network determines the 

primary prediction by using Eq. (1), and in the case of 

        , the weights become updated based on the 

error value [28].  

(1)       ∑  

 

   

    

In this study, a multilayer perceptron back propagation 

neural network with a hidden layer was presented. Since 
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some features lacked information and some features were 

not computational, they were removed from the set for 

analysis. 61 features were given to the neural network 

input and 34 nodes were considered as hidden layer nodes 

for greater productivity. This number has been set based 

on the logic of adequate accuracy and fewer nodes in the 

hidden layer. At the beginning of the experiment, the 

hidden layer nodes were equal to 61 nodes and the number 

34 was selected with different iterations, which the 

algorithm offers better speed without reducing the 

classification accuracy. At the network output, two nodes 

were placed to determine the status of cardiac 

synchronization treatment which the prediction results are 

determined based on the reliability of each output node. 

3-2- Particle Swarm Optimization (PSO) 

Particle swarm optimization begins with a random 

initialization to particles population. These particles show 

the dataset properties of the research. The value of each 

property is random to adjust the initial position of the 

particle while the initial particle velocity is set to zero. The 

particle density should not exceed the maximum value of 

each property of the sample dataset. After initialization, 

each particle is evaluated with an evaluator function to 

find the value of pbest. From the value of pbest obtained, a 

value is selected as the best value of gbest. Then, the 

velocity and position of each particle are updated using 

Equation 2 and Equation 3. 

(2) 
                           

             

(3)                     

Here v is the velocity, x is the particle position, c is the 

learning rate, and r is a random number between zero and 

one and    (  -1) inertia, which forces the particle to move 

in the same direction as before. c 2 2 (   -   ) is a social 

expression that forces particles to move to the best position 

of all particles. The evaluation process by proportional 

function, position, and density update is performed as an 

iterative operation until the expected termination 

conditions are met. If the evaluation performance tends to 

improve very slightly, convergence is obtained whose 

output is a weight value for each property. In fact, the 

higher weight indicates the effect of the property to 

achieve a better position of the particle [29]. In the 

research method, the obtained weights are used to 

prioritize the vector recommended by the medical doctor. 

3-3- Measuring Efficiency 

Accuracy of a classifier is the probability of accurate 

prediction of the class of samples without a label. The 

experimental samples for prediction of CRT response are 

classified in one of the four variables below; in other 

words, accuracy criteria for binary classification can be 

explained in four categories: 

 TP or positive true is the number of patients who 

faced with no CRT response in a true class.  

 TN or true negative is the number of patients who 

responded to CRT in true class.  

 FP or false positive is the number of patients who 

faced with no CRT response in a false class. 

 FN or false negative is the number of patients 

who responded to CRT in a false class.  

Classifier sensitivity or inclusiveness is determined by true 

positive division into the total positive true and false 

negative samples. Eq. (4) presents the percentage of 

reliability of no CRT response.  

(4)              
  

     
 

However, a specificity that is a kind of accuracy is 

determined by dividing true negatives by the total true 

negative and false positive samples. Actually, Eq. (5) 

indicates the way of determining the appropriate cases of 

CRT response.  

(5)             
  

     
 

The ability of accurate detection of patients needing and 

not needing CRT to become possible by accuracy metric. 

In order to evaluate the accuracy, the ratio of all the true 

predictions of response and no response to the total 

prediction is considered. Eq. (6) indicates this ratio.  

(6)           
     

           
 

For measuring F-measure, F score, or F1 score, a harmonic 

average of two scores multiplied with two is defined that is 

proposed for the balance of sensitivity and specificity. Eq. 

(7) indicates the calculation of the F score.  

(7)      
                      

                      
 

K-fold cross-validation (KCV) is a technique for precise 

evaluation in which, the created model is applied on 

rotated test sets for k times. In the proposed method, the k 

value is considered equal to 10. Measuring precision 

affects model selection. 
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4- Experimental Results 

In this section, five machine learning algorithms are 

applied for prediction of the condition after implanting the 

device. Each of these algorithms will have different 

performance in pattern recognition and they will provide 

different predictions of CRT response or no response. 

4-1- The Results of The Primary Classification 

The tested algorithms include NB classifier, SVM, random 

forest, K-NN, and neural network algorithm. Since no 

CRT response is determined as the positive class, 

improvement of the total accuracy of classification mainly 

depends on the accuracy of the negative class. In order to 

get the highest classification accuracy, algorithms try to 

maximize the accuracy of this class and it will lead to a 

decrease in the accuracy of the positive class. Random 

Forest has the highest sensitivity rate, but it cannot have a 

high rate of accuracy due to low specificity. Three 

algorithms of neural network, support vector machine, and 

k-nearest neighbors have respectively the highest 

specificity. These three algorithms present the specificity 

criteria in a close range. So, they play a determinative role 

in selecting a better algorithm. Neural network provides a 

more optimal condition due to having the highest 

specificity compared with the other two algorithms. The 

low F-measure indicates the low sensitivity of the 

algorithms and it suggests that prediction of no CRT 

response has a low rate in the research dataset. Although 

high specificity indicates the quality of prediction in 

recognition of positive CRT response after total accuracy 

F-measure should be carefully investigated for comparing 

efficiency rates. In the primary test, a decision tree was 

selected, but a classifier similar to the random forest was 

replaced for that due to lack of sensitivity. In the primary 

evaluation, Table (5) presents the efficiency of error back 

propagation neural networks (BP-NN). 

Table 5: The results of classifying the five algorithms in terms of CRT 

response 

Performance NB K-NN 
BP-

NN 
SVM RF 

Accuracy 69.36 71.73 73.24 66.54 68.9 

F-Measure 17.95 19.22 9.68 12.5 19.75 

Sensitivity 18.93 18.93 8.21 13.93 21.79 

Specificity 80.32 83.13 87.24 78.05 79.14 

4-2- Achieving a Higher Performance 

With regard to the results of comparing the algorithms, it 

can be expected that parameter optimization of neural 

network models causes higher efficiency in the 

classification process. In the following of the test, two 

further neural networks including single layer perceptron 

and learning vector quantization neural network (NN-

LVQ) were compared. Fig. (2) indicates that BP-NN 

parametric optimization significantly improves the total 

accuracy of detection. However, consequences of this 

optimization lead to a decrease in sensitivity. The genetic 

algorithm produces the initial population by producing 

different chromosomes from different parameters of the 

neural network algorithm. The proportional function 

evaluates the dataset based on the parameters of each 

chromosome. Selected chromosomes are passed on to the 

next generation and in the next generation, new 

compounds are made using crossovers. In this study, the 

mutation is not used to produce compounds. Ten percent 

of each generation's choices have been passed on to the 

next generation, and in 90 percent the intersections have 

been used. Finally, if there is no improvement in 3 

generations or continuity for up to 50 generations, the exit 

from the algorithm will be done and the chromosome will 

show the optimal parameters of the algorithm with the 

highest accuracy of classification. Ultimately, if there is no 

improvement in 3 generations or continuity for up to 50 

generations, the exit from the algorithm will be done and 

the chromosome with the highest accuracy of classification 

will show the optimal parameters of the algorithm.  

 

Fig. 2: The results of improvement of classification by neural network 

models 

The two parameters of learning rate (0.561) and 

momentum (0.923) of the neural network were improved 

when being trained by genetic algorithm. Also, the other 
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two parameters of epoch number (1000) and error epsilon 

were set manually. 

All the models of neural network indicated more optimal 

conditions than the studied machine learning algorithms. 

Therefore, more improvement in neural network models 

can be expected. Through separating a subset of the no 

response samples with the minimum number of samples 

from a different class, an appropriate model can be created 

for better recognition of this class by using BP-NN 

algorithm. Determining the effect of the variable in the 

prediction of CRT response on 9 important features from 

the doctor’s viewpoint can indicate the priority of selecting 

the features as an optimization operation. Two features in 

the subset of the selected features do not have information 

gain (IG). So according to Table (6), the analysis continues 

without considering CHF. 

Higher weights do not necessarily refer to the effect of a 

feature on prediction. However, zero weight refers to a 

lack of information variety for decision making. Creating 

various combinations of features by particle swarm 

optimization (PSO) algorithm and using 8 features can be 

an effective solution for recognizing the effect of 

variables. PSO algorithm was used for general 

minimization and weighting the features. First, the 

algorithm randomly created a group of particles. Then, it 

searched for the optimal solution by updating generations. 

Two possible local and global locations of the particle are 

effective in updating particles. 

Table 6: Weighting the features with information gain (IG) 

Attribute Weight Select 

CHF 0 N 

Lung_rales 7.80E-04 Y 

QRS_Duration2 2.11E-03 Y 

Dyspnea 5.44E-03 Y 

Cr2 6.79E-03 Y 

Function_Class 9.13E-03 Y 

BUN2 1.01E-02 Y 

LV_EF2 1.23E-02 Y 

Number_of_fragment 1.24E-02 Y 

 

BP-NN classifier was selected as the fitness function with 

optimal parameters, the population of 50, the generation 

number of 100, and the exclusion condition in the case of 

no improvement was considered equal to 2. Fig. (3), 

presents the results of weighting and the importance of 

each feature related to CRT response. 

 

Fig. 3: Prioritization of variables based on the influence coefficient of the 

PSO algorithm 

So, feature weighting method is about searching for the 

weight of a feature by PSO in order to specify its effect on 

output results. 

4-3- Discussion 

After selecting the CRT candidate patients, there are many 

challenges and problems before a successful treatment. In 

HF patients, CRT improves the quality of life and 

decreases the death rate. However, making a decision 

about different issues such as CRT heart pacemaker [30], 

and post-surgery suggestions [31] are effective in the 

improvement of treatment. Classification process provides 

the possibility of predicting CRT response before 

treatment of a patient in a probabilistic manner. Among 

the studied algorithms, neural network models indicated a 

higher efficiency. By setting the parameters for reaching a 

higher precision in NN training, it was found that the 

maximum increase in specificity leads to a maximum 

decrease in sensitivity and consequently, decreases of F-

measure. So, the major technical challenge of this dataset 

is improving sensitivity without decrease of the total 

precision. In this paper, the PSO algorithm that is one of 

the collective intelligence algorithms was used for 

prioritizing the variables. Among the 8 important features 

selected by the doctor, Lung rales and Dyspnea were the 

most effective features. Since most of the patients faced 

with no response, they were considered as CHF=1; also 

since the number of fragments was predictable regarding 

the existence of other independent variables, they were 

less important than other features in decision making. 
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5- Conclusions 

In this paper, we have presented two goals of a selection of 

appropriate candidates for CRT and machine prioritization 

of the feature vector limited by the doctor. In the 

evaluation of the 9 variables considered important by the 

doctor in making a decision about prediction, prioritizes of 

8 features were determined by the PSO algorithm. The two 

variables of Lung rales and Dyspnea have the highest 

effectiveness in the prediction of no CRT response. The 

improvement in class separability resulted in a significant 

increase in individual class accuracy achieved by the ANN 

classifier, and an overall accuracy of 82.78% was reached. 

The future efforts will be aimed at evaluating the 

efficiency and the smaller feature vector and solving the 

problem of low sensitivity in the prediction of CRT 

response. According to the comparison of the proposed 

machine learning algorithms and advantages of neural 

network models in classifying the research dataset, and 

also regarding the possibility of extending neural network 

models and optimizing the various parameters of the 

neural network, it can be concluded that development of 

neural network models can be promising. 
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