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Abstract 
Congenital heart disease is now the most common severe congenital abnormality found in live births and the cause of 

more than half the deaths from congenital anomalies in childhood. Heart murmurs are often the first signs of pathological 

changes of the heart valves, and they are usually found during auscultation in the primary health care. Auscultation is 

widely applied in clinical activity; nonetheless sound interpretation is dependent on clinician training and experience. 

Distinguishing a pathological murmur from a physiological murmur is difficult and prone to error. To address this 

problem we have devised a simplified approach to pediatric cardiac scanning. This will not detect all forms of congenital 

heart disease but will help in the diagnosis of many defects. Cardiac auscultatory examinations of 93 children were 

recorded, digitized, and stored along with corresponding echocardiographic diagnoses, and automated spectral analysis 

using discrete wavelet transforms was performed. Patients without heart disease and either no murmur or an innocent 

murmur (n = 40) were compared to patients with a variety of cardiac diagnoses and a pathologic systolic murmur present 

(n = 53). A specificity of 100% and a sensitivity of 90.57% were achieved using signal processing techniques and a k-nn 

as classifier. 

 

Keywords: Phonocardiogram (PCG); Murmur; Cardiac; K-nn Classifier; Pediatric; Wavelet. 
 

 

1. Introduction 

Acoustical vibrations produced by the mechanical 

action of the heart contain valuable information about the 

pathological condition of the cardiovascular system. 

Cardiac murmurs are often the first sign of pathological 

changes in the heart valves and they are caused by 

turbulent blood flow or jet flow impinging on and causing 

vibration of surrounding tissue. Murmurs are critical and 

must be detected as soon as possible. A heart murmur in 

pediatrics can be an indicator of congenital heart disease 

(CHD). Innocent heart murmurs are of no clinical 

consequence while pathologic heart murmurs indicate 

congenital heart disease is present [1].  

Heart murmurs are an important feature to identify 

cardiac disorders in childhood, infancy, and especially in 

newborns. Unrecognized heart disease in newborns 

carries a serious risk of avoidable mortality, morbidity 

and handicap.  

CHD is the most common congenital disorder in 

newborns. Unfortunately Iran is one of the countries that 

is not supporting the screening program for CHD at the 

moment.  

Computer-aided auscultation would allow fast and 

cheap decisions by using a tool widely known by both 

physicians and patients: the stethoscope. Since most heart 

diseases are reflected to the sound that the heart produces, 

stethoscopes are part of the first line of screening and 

diagnosis of heart pathologies. 

In simple healthcare establishments the heart 

auscultation is the basic tool for a first screening of 

patients and deciding which of them should be referred to 

more complex and costly medical examinations and tests 

(e.g. based on advanced imaging techniques) and/or 

specialised cardiologists. Also, many heart diseases cause 

differentiations of heart sound in much earlier stages 

before they can be observed in other comparable 

techniques, such as the Electrocardiogram (ECG). 

Therefore increasing the accuracy and the whole 

effectiveness of heart auscultation is of critical 

importance for improving both the health level of the 

populations (by diagnosing heart diseases in their early 

stages) and also the economics of the health systems (by 

avoiding unnecessary costly medical examinations and 

tests due to incorrect screening). Furthermore, it should 

be taken into account that in some circumstances, such as 

in the developing countries, the auscultation is the only 

available tool for diagnosis of heart diseases for most of 

their population. 

Cardiac auscultation is one of the most important 

physical examination and a part of the first medical 

diagnostic procedures. Many of the heart diseases can be 

recognized in the primary stage using heart sounds 

auscultation and therefore are treated earlier. Irregularities 

detected during auscultation begin the therapy [2]. 
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Cardiac murmurs occur frequently in healthy children, 

but it can also be a feature associated to many forms of 

congenital heart disease. The incidence of heart murmurs 

in the pediatric population is reportedly as high as 77% to 

95%. However, less than 1% of this population has heart 

disease. Given the prevalence of innocent murmurs and 

the relatively low incidence of actual heart disease, the 

primary health care provider may have difficulty 

determining which patients with murmurs need specialist 

referral, especially when there are no other signs or 

symptoms of heart disease. Seven types of innocent heart 

murmurs are reported in children, i.e. still's murmur, 

innocent pulmonary flow murmur, innocent pulmonary 

branch murmur of infancy, supraclavicular bruit, venous 

hum, mammary souffle, and cardiorespiratory murmur. 

Generally, clinical history and physical examination are 

diagnostic for these murmurs.  

In studies of patients referred by primary care 

physicians because of heart murmurs either directly for 

echocardiography or for evaluation by the cardiologist, 

only 20% to 30% of the patients have pathology.  

Early recognition is an important goal, and equally 

important is avoiding misdiagnosing a pathological heart 

murmur in a healthy child without heart disease. To 

acquire high-quality auscultation skills, requires the 

guidance of an experienced instructor using a sizable 

number of patients along with frequent practice. 

Unfortunately, the interpretation of auscultation findings 

overall remains prone to error. Imaging technologies can 

provide more direct evidence of heart disease; however, 

they are generally more costly.  

There is an acute shortage of physicians in developing 

countries and many rural clinics are run by nurses. Given 

the high incidence of heart murmurs, automated screening 

based on electronic auscultation at clinic level would be 

of great benefit. The main advantages for early 

recognizing a cardiac disease are that newborns will be 

seen and assessed earlier and in better clinical conditions. 

Acceptance will obviously depend on the sensitivity and 

specificity of the system. Selection of representative data 

for diagnosis must be relatively simple for the system to 

be of practical use in rural clinics [3].  

Appropriate devices allow nowadays the digitization 

and storage of heart sounds in digital format, their 

inclusion in electronic health records, their transmission 

to other (possibly remote) systems (e.g. using wireless 

technologies, the Internet, etc.), their presentation on a 

screen (both in the time and in the frequency domain) and 

their processing in order to remove noise and other 

undesirable components. More advanced systems can also 

perform intelligent processing and provide suggestions of 

diagnostic nature to the doctor, e.g. concerning the 

existence of additional sound components, such as the 

third heart sound (S3), the fourth heart sound (S4), 

various murmurs, clicks, snaps, etc., or even the existence 

of particular heart diseases. This combination of the 

„traditional‟ auscultation with the modern information and 

communication technologies is expected to revitalise the 

interest in and use of auscultation in the near future [4]. 

The digital analysis of heart sounds has revealed itself 

as an evolving field of study. In recent years, numerous 

approaches to create decision support systems were 

attempted. Recent advances in digital signal processing 

have led to a reexamination of the potential role of 

spectral analysis of heart sounds in cardiac diagnosis 

[5,6,7,8,9]. In this study, we investigated a new technique 

for evaluating heart murmurs in children and young adults 

using automated analysis of the systolic energy content 

found in digital recordings of cardiac auscultations. 

Heart sound features such as spatial loudness, relative 

amplitude, murmurs, and localization of each component 

may be indicative of pathology. In this work we build on 

the “prototypical systole” and then extract two different 

feature sets that characterize acoustic activity in the 

systolic phase. One feature set is related to physiological 

activity of heart sounds. The other is the first three 

principal components derived from principal component 

analysis. The objective of our study was to assist the 

clinician in the detection and evaluation of heart murmurs. 

2. Methods 

In this sections we will discuss the signal processing 

stage, signal processing is the most important element of 

the system, because it provides information useful for 

diagnosticians. Its purpose is to de-noise and make 

segmentation of the signal, features extraction and 

classification between the normal and abnormal heart 

sound. 

2.1 Data Acquisition 

The monitoring of sounds heard over the chest walls is 

known as auscultation, which is usually performed with 

the stethoscope. The heart sounds signal could be 

measured in two ways, with analog or digital stethoscope 

or by phonocardiography. Stethoscope is simple tool to 

transmit the heart sounds from the chest wall to the ear, 

but it is not easy to use it correctly. Firstly the human ear 

is not sufficiently sensitive to determine all frequencies 

(different level of auscultation skill) and some 

components of signal can be omitted. Secondly, to make 

of the diagnosis, a long time-practice and experience of 

the doctors is required. Also the signal from an acoustic 

stethoscope has very less sound amplification [2]. 

Therefore, it was a need to use a device, which could 

make an automatic recording and interpretation of a 

signal. Phonocardiography (PCG) is a main tool showing 

the timings and relative intensities of the heart sounds 

with graphic recordings on the paper. The digital 

stethoscopes with suitable software allowing automatic 

analysis of the signal could be more widely distributed 

diagnostic tool which has been used in this study.  

Fig. 1 shows a simple diagram of a system presented 

in [2], which consists of an analog part to record signal 

and with digital to analysis and display waveform. Chest 

piece is a component of electronic stethoscope. Then 

signal is recorded by a microphone and by an IC recorder. 
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It is a possibility to hear it by an earphone or it might be 

transmitted to the computer. Signal processing is 

implemented in MATLAB
®
. 

 

Fig. 1. Schematic diagram of recording and analyzing system [2]. 

The WelchAllyn Meditron Analyzer, ECG and 

electronic stethoscope were used during the auscultation. 

The digital recordings were made at a sampling frequency 

of 44.1 KHZ, 16 bit precision and saved via USB onto a 

laptop in the uncompressed WAV file format. 

Cardiac auscultatory examinations of 93 children and 

young adults were recorded, digitized, and stored along 

with corresponding echocardiographic diagnoses. 40 

subjects were diagnosed as normal and the other 53 

subjects were found to have one of the pathological 

cardiac conditions namely VSD, AS and PS. For each 

patient a 10 second, ECG and heart sound (HS) recording 

was made at the Apex in the supine position. The sounds 

recorded on the surface of the body depend on the source 

location, intensity, and the acoustical properties of the 

surrounding tissues. It is important that the location of the 

microphone be specified. The recordings were made by 

experienced pediatric cardiologists, and in most cases, in 

a noisy clinical environment. Echocardiography was done 

on all patients to confirm patient diagnosis. 

2.2 Pre-Processing 

A signal is a means to convey information. It is 

sometimes generated directly by the original information 

source. We may then want to learn about the structure or 

functioning of the source from the extracted information. 

The signal available may not yield directly the required 

information. We then apply some operations on the signal 

in order to enhance the information needed. 

Pre-processing of heart sounds is necessary to obtain 

consistent useful data for analysis and improve robustness 

in the presence of noise such as breathing noise, artifacts, 

voice and external noise.  

In the event that the recording environment is not well 

controlled, noise is coupled to the PCG. To avoid 

unpredictable effects brought by noise, filtering out the 

unwanted noise becomes important for later processing. 

That is the reason why the first step of signal processing 

consists of filtering heart sounds, since the main spectrum 

of first heart sound (S1) and second heart sound (S2) stay 

within the range of 200Hz, We chose the second order 

filter with a cut-off frequency equals 600Hz in order to 

save a heart sounds and murmurs bandwidth. In sum, 

preprocessing was done due to two reasons, first was to 

eliminate DC values and motion artifacts and the second 

was to omit redundant high frequency contents.  

Heart sounds were down sampled to 2000 samples per 

second for memory optimization and processing speed. 

As mentioned above, the significant information of HS 

signals was contained below 600Hz and no useful 

information was lost during down sampling. All HSs were 

filtered using second order, low pass Butterworth filter 

with cut-off at 600Hz with zero phase delay. 

2.3 Heart Sound Segmentation 

The first step in the processing is usually that of 

segmentation. The signal may drastically change its 

properties during time. We then observe and process the 

signal only in a finite time window. The length of the 

time window depends on the signal source and goal of 

processing. We may use a single window with 

predetermined length, or we may require some scheme for 

automatically dividing the signal into varying length 

segments as we did for this paper.  

Since sound pressure level greatly varies subject by 

subject, the first step in this section was to normalize all 

HS signals with its norm, for each vector of heart sound, 

x[n], as shown in Equation (1). This could enable us to 

compare heart sounds of different patients. 

))((

][
][

nxnorm

nx
nxnorm 

 

(1) 

Initially the heart cycle must be segmented into the S1, 

systolic, S2 and diastolic phases. This is not a trivial task 

to do in general. In normal patients there is a clear 

distinction between the lub and dub of the heart sound. In 

the presence of a systolic murmur, such as generated by 

aortic stenosis, the boundaries between the end of S1 and 

the beginning of the murmur, and the end of the murmur 

and the beginning of S2 can become very obscure. 

Frequency differences can assist this segmentation 

task with S1 and S2 being in the 40 to 80Hz range and 

murmur being higher, 80 to 150Hz. but is not always the 

case. Although the fundamental resonances of S1 and S2 

are at relatively low frequencies in the audible range, the 

lub-dub effect can be still heard in the 100 to 200Hz range. 

An algorithm has been devised that looks for peaks of 

signal around the probable region where S1 and S2 occur. 

Automatic segmentation of the heart signals into 

individual cycles provide information such as the S1, S2, 

systolic and diastolic durations. Special algorithms 

implemented in MATLAB
®
 enable automatic detection of 

these events. In this research ECG as a reference is used. 

Another method is to apply a Wavelet multi-resolution 

analysis [2].  

Typically, heart sounds consist of two regularly 

repeated thuds, known as S1 which is generated by the 

nearly simultaneous closure of the mitral and the triscupid 

valve, being followed by the systolic phase, and the 

second heart sound S2, which is generated by the nearly 

simultaneous closure of the aortic and the pulmonic valve, 

being followed by the diastolic phase. Most heart diseases 
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generate additional components in the heart sound, such 

as murmurs in the systolic or/and the diastolic phase. The 

time interval between S1 and S2 is the systole, while the 

gap between S2 and the next S1 corresponds to the 

diastole. Therefore a single cardiac cycle or heart beat 

contains components S1-systole-S2-diastole, as shown in 

Fig. 2. 

A cycle starts just before the R-peak of the ECG and 

ends before the next R peak. This RR interval was used to 

segment the heart signal into individual beats. 

Segmentation of the heart beat was then done to find the 

first and second heart sound. 

 

Fig. 2. A normal PCG that we have segmented it by using its 

corresponding ECG signal. 

It should be noted that systolic length may differ in 

some cases. So in order to distinguish the starting time of 

S2, we would need to locate the time where T wave 

occurs in the corresponding ECG signal. S2 start time is 

the maximum position between the start point of T wave 

and 100 to 150 ms after that in the HS signal, besed on 

the RR interval duration.  

2.4 Feature Extraction and Selection 

Not all the information conveyed by the signal is of 

interest. The signal may contain redundancies. When 

effective storing and transmission are required or when 

the signal is to be automatically classified, these 

redundancies have to be eliminated. The signal can be 

represented by a set of features that contain the required 

information. The most effective feature extraction 

methods are the time-frequency analysis. Research about 

time-frequency analysis describe different methods of 

signal processing from FFT to continuous wavelet 

transform and the latest method is recognized as the best 

[2], which we are planning to exploit in the next future. In 

this study we employ DWT in order to extract features. 

These features are then used for storage and classification. 

We construct our diagnostic tool from five functional 

blocks working in series, as shown in Fig. 3. 

 

Fig. 3. Sub-Problem decomposition of automated auscultation. 

2.4.1 Systolic Interval Selection 

 

Fig. 4. A sample systole corresponding to a normal HS. 

Since our Data set only consists of valvular diseases 

that take place in the systolic phase of the cardiac cycle, 

we have extracted only the systolic parts in each beat. Fig. 

4 shows the most informative part extracted from the 

PCG signal shown in Fig. 2. 

We have chosen each systole to start with the QRS 

complex in the corresponding ECG signal and end 

simultaneously with S2. The reason why we have chosen 

these two points was the fact that the interval between 

them contains the most diagnostic information and also 

these points are easy to locate. 

2.4.2 Wavelet Band Decomposition 

Since the amplitude of low frequency energy in the 

recorded signal is generally several orders of magnitude 

greater than the amplitude of high frequency energy, as 

shown in Fig. 5, we separate each systolic interval into 

three bands, approximately corresponding to frequency 

ranges of 75-150 Hz, 150-300 Hz, and 300-600 Hz. 
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Fig. 5. Variation in amplitude of different wavelet bands. 

 

Fig. 6. a) Wavelet band 3 decomposition of a sample systolic interval  

b) the same signal after scaling 

So that the energy content of any frequency band 

wouldn't be colored by that of adjacent bands. In order to 

do so, we use wavelet bands while providing high 

temporal resolution at high frequencies. 

It should be noted that before doing any further 

processing we should normalize the length of all three 

bands of each selected systole through scaling step. All 

three band representations of each systole are stretched to 

the duration of the longest systole that has been recorded 

for a patiant. By enforcing a standard length, timing 

characteristics are viewed as a percentage of systole 

rather than as a scalar offset from S1. Fig. 6 illustrates 

how scaling step performs length normalization for band 

three of the described wavelet bands. We have shown 

only band three to provide better comparision for readers. 

2.4.3 Prototypical Systole Extraction 

The time-frequency decomposition provides us with 

the frequency components for each selected beat. In order 

to observe the characteristic trends persisting amongst the 

majority of the beats, we also develop a mechanism to 

merge information from multiple systolic segments to 

create a single representative heart-beat for the patient. In 

other words, we assimilate information from the selected 

beats to generate the time-frequency decomposition of a 

hypothetical “typical” beat for the patient. 

Like [10], we assimilate information from the selected 

systoles to generate the time-frequency decomposition of 

a hypothetical “typical” systole for each patient. The 

wavelet band decomposition components are time-

envelope characterized (see Fig. 7).  

 

Fig. 7.Time envelope of systolic frequency bands. 

We calculate the absolute value at every time instant 

for the component signals to avoid destructive 

interference whereby positive and negative values from 

different systoles may cancel each other. This would lead 

to the aggregate incorrectly indicating diminished energy 

content or even the absence of energy altogether, at any 

time instant. 

The step of the prototypical systole calculation can be 

represented as finding the median four elements along 

time vector for all of the three bands as in the third block 

of Fig. 8. 

The mean of these median amplitudes is then 

calculated for each wavelet band. This is illustrated on the 

last block in Fig. 8 Meaning the end result is a time-

frequency decomposition of the prototypical systole. 
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Fig. 8. Prototypical systole construction stages [10]. 

2.4.4 Feature Extraction 

In each band, we record energies from one hundred 

adjacent bins spanning prototypical systole and normalize 

by the maximum feature value. This step serves as the 

basis for our feature set. As it's shown in Fig. 9 when 

these energy values are plotted in sequence, they would 

roughly capture the original shape of prototypical systole 

in a fixed and relatively small number of samples. 

 

Fig. 9. Energy contents of a windowed sample prototypical systole. 

The process of feature extraction would lead to extract 

some physiological feature from these energy contents for 

any of the prototype systoles and in all three bands. We 

have extracted 15 (5*3) features in this step. These 

features are as follows: energy and width of S2, the height 

of a possible murmur and the temporal location of its 

peak and finally mid-systolic energy. In what follows we 

will see that only four of these features were considered 

for classification. If too many features are used, the 

performance of the classifier will decrease as well as 

recognition rate (due to overfitting). The reason lies in the 

existence of many different solutions that are consistent 

with the training examples, but disagree on unseen (test) 

examples. Hence lack of training data enforced us to 

choose only some of features. 

2.4.5 Principal Components Analysis 

Principal component analysis or PCA is a method that 

has been widely used in several signal processing studies 

for various reasons, such as data compression or feature 

extraction or reduction techniques. 

 

Fig. 10. Eigen values of the covariance matrix (n refers to the nth 
principle component). 

In this study we have used PCA to extract principal 

components in order to use the first three principle 

components as our second feature set. 

As shown in Fig. 10 the eigen values of the covariance 

matrix of the input data are in a desending order with a 

sharp slope after the third principle component. And this 

is why we have just used three of these components. 

Principle component analysis was done to only band 

three of the signal, which measures energy contents in 

100 bins for the prototype systole. 

3. Results 

In many cases it is required to do an automatic 

detection of normal and abnormal heart sound. It can be 

done using methods such as implementation of a neural 

network, or Hidden Markov Model (HMM). In this study 

the simple K-nn classifier has been employed because it 

proved to be efficient and accurate and in some cases 

better than MLP. Input data set of 93 children recorded 

HS signals are derived from various sources in digitized 

sample form, manually recorded with stethoscope on 

patients, CD-ROM [20], and internet sites, which 

comprised of 40 normal HSs and 53 patients with a 

variety of cardiac diagnoses and a pathologic systolic 

murmur present. 

Selecting a wavelet then becomes a process of seeing 

which wavelet suits the style of the signal to be 

investigated rather than being constrained by the 

compression process. To determine that which mother 

wavelet would best adapt with the prototype systoles we 

investigated between some common mother wavelets that 

have been employed in many similar research, namely 

db4, db2, db10, sym7 and sym8. 
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A conclusion drawn from the Fig. 11 suggests that 

there is little difference from a variety of different 

wavelets when applied to heart sounds, especially when 

the wavelets visually look closely matched. In sum, there 

is not much difference in the various mother wavelets, 

with a slight preference towards the db4 that would best 

suit to our case. 

As it's shown in Fig. 12, the classifier performance 

will reach to a fixed level for the case when feature vector 

contains one principal component and four physiological 

features and at least 55% of the whole dataset is used for 

training. These results are taken when 55% of total 

samples are used as the training dataset and 100% of them 

as the test dataset. Meaning the train and test datasets 

contain 51 and 93 protypical systoles respectively. 

Fig. 12 demonstrates that in order to reach to an 

optimum condition 55% of the whole databank shold be 

used for training. In order to increase the performance of 

our system we have added two more principal 

components to the input feature vector and increased the 

percent of training data to 76%. So this new feature vector 

contains 7 features for each patient.  

 

Fig. 11. Total Performane changing mother wavelets. 

 

Fig. 12. percent of train databank vs. validity, accuracy, sensitivity and 
specifity of the classifier. 

 

Fig. 13. Number of neighbors vs. validity, accuracy, sensitivity and 

specifity of the classifier. 

After all, the classification was carried out in 

accordance to tuning of the k-nn classifier. By stepwise 

increasing of neighbor number, the optimal value of k is 

determined for the best classifier accuracy. Fig. 13 

illustrates the performance of the proposed method for 

different amounts of k. 

This is clearly obvious that the classifier performance 

decreases as the number of neighbors increases. Therefore, 

and in order to ensure the computational stability, a value 

of k=1 was selected. Tabel 1 summarizes the final values 

related to performance of the proposed method. Amounts 

related to the crossed points of Fig. 13 are particularly 

shown in Table 1. G-means metric, which is defined in 

[21], has been used for evaluating classifiers on 

imbalanced datasets. We also use this metric to evaluate 

our classifier. The G-means criterion is represented in 

Table 1 and is calculated as follows: 

 accaccg .
 

(2) 

where acc+ is sensitivity and acc- is specificity. 

Table 1. shows that the whole dataset contains 40 

prototypical systoles for normal children and 53 for 

children with CHDs. We used the whole dataset to 

evaluate the performance of our method. The accuracy 

and validity of the classifier in this case is higher than 93% 

which is a significant result.  

Table 1. performance of the proposed method. 

 
Actual Group 

CHD Normal 

CHD 48 0 

Normal 5 40 

Total = 93 Sen = 90.57% Spe = 100% 

 

Total Accuracy = 94.62% 

Total Validity = 95.22% 

G-means= 95.17% 
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4. Conclusions 

In this study, seven features were extracted from the 

murmurs of four groups of patients. These features were 

used to train a simple knn classifier. Training set 

consisted of 30 non-pathological and 40 pathological HSs. 

The input feature vector contained three features from 

systole, one feature from the energy of systolic signals, 

and three features from the PCs which altogether summed 

up to seven features. Since the number of features used in 

this study was low, the overall computational time was 

only a few seconds.  

The feasibility of the automatic classification method 

of phonocardiogram utilizing the k-nn and spectral 

analysis for early cardiac disease screening has been 

examined. Based on spectral and timing properties of a 

child heart sounds signal, we have developed a five step 

algorithm for a complete automatic detection of pediatric 

heart disease. In the first step, we have extracted all 

systolic intervals. In the second and third step, we have 

used wavelet analysis for the aim of prototypical systole 

construction. In the two final steps, feature extraction 

stage and classification were done. 

Previous studies present excellent classification results 

well above 95 % when classifying a number of different 

heart abnormalities [3,11,12,13,14,15,16,17,18-19]. 

In this study the classification accuracy was at best 

94.62% when classifying VSD, AS and PS. The 

advantage of our study is that actual clinical data was 

used. In practice this means that the recordings contained 

noise such as friction rubs, rumbling sounds from the 

stomach, breathing sounds from the lungs, background 

noise from the clinical environment and baby crying 

sounds. In many other studies, the data is either provided 

from teaching tapes, [11,12] or from specially selected 

heart cycles of very high quality and with typical 

morphology [3,12,13]. Another reason could the choice of 

the classifier. The choice of an optimal classifier was 

however not the aim of this paper. 

Results show that the algorithm is efficient and could 

be used as an effective tool for a complete automatic 

auscultation in a computerized screening of CHDs system. 

A system based on this approach will be both accurate 

and robust, while remaining simple enough to be 

implemented at low cost. Also unlike many other studies 

the segmanteation step is automatically done without the 

help of an operator. 

Our classifier demonstrated a sensitivity of 90.57% 

and specificity of 100% for classification of normal and 

pathological murmurs which is a significant result. 

A need for more data is evident for clinical validation. 

More patients are also needed since a rule of thumb is to 

use 10 times as many cases as there are features for 

classification, which is far from reached in the present 

set-up. Areas for future work include the further 

development of the system to encompass a broader range 

of symptoms and pathologies, and an evaluation of the 

resulting system using a larger and more diverse set of 

clinical data. 
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Abstract 
This paper presents a new active steganalysis method to break the transform domain steganography. Most of 

steganalysis techniques focus on detecting the presence or absence of a secret message in a cover (passive steganalysis), 

but in some cases we need to extract or estimate a hidden message (active steganalysis). Despite the importance of 

estimating the message, little research has been conducted in this area. In this study, a new active steganalysis method 

based on Spars Component Analysis (SCA) technique is presented. Here, the sparsity property of the cover image and 

hidden message has been used to extract the hidden message from a stego image. In our method, the transform domain 

steganography is formulated mathematically as a linear combination of sparse sources. Thus, the active steganalysis can 

be presented as a SCA problem. The feasibility of the SCA problem solving is confirmed by Linear Programming 

methods. Then, a fast algorithm is proposed to decrease the computational cost of steganalysis and still maintains the 

accuracy. The accuracy of the proposed method has been confirmed in different experiments on a variety of transform 

domain steganography methods. According to these experiments, our method not only reduces the error rate, but also 

decreases the computational cost compared to the previous active steganalysis methods in the literature. 

 

Keywords: Sparse Component Analysis (SCA); Active Steganalysis; Blind Source Separation (BSS); Transform Domain 

steganography. 
 

 

1. Introduction 

After the seminal study of Johnson and Jajodia [1], [2], 

steganalysis has attracted growing attention [3]–[7]. 

Different types of steganalysis techniques (STs), mostly 

passive, have been proposed [4]–[7]. While 

Steganography deals with hiding information by 

embedding a message in another object (cover) such as an 

image, steganalysis focuses on revealing those hidden 

messages from the cover. Steganalysis has gained 

prominence in the international security since the 

detection of hidden messages can lead to the prevention 

of catastrophic events, such as terrorist attacks. 

Current STs focus on detecting the presence of a 

hidden message in the cover (passive manner). An in-

depth review of passive STs has been presented by Nissar 

et al. [5]. They attempted to classify various approaches. 

They have categorized STs into signature and statistical 

techniques. Their categorization is either based on the 

signature of the applied technique or the image statistics 

which is used to detect the presence of hidden messages. 

Furthermore, in their classification, each category is sub-

divided into specific and universal approaches. 

Specific steganalysis targets a particular 

steganographic technique [4], [7], [8]. These methods 

analyze the embedding operation and concentrate on 

some image features or statistics. As a result, it may fail if 

any other steganography method is used or simply a 

change occurs in the steganography algorithm. 

Consequently, universal STs [9]–[11], were introduced to 

overcome the deficiency of specific STs. These methods 

could detect embedded messages using any type of 

steganographic technique even in the absence of prior 

knowledge of embedding technique. Most of them train a 

classifier with cover and stego images in the detection 

procedure.  

Following the detection procedure, sometimes it is 

necessary to extract and determine the content of the 

hidden message (active steganalysis). In fact, by revealing 

the hidden messages, active steganalysis complements the 

passive one. Most STs deal with passive techniques and 

little attention has been paid to active methods [12]–[16]. 

In this scope, some researchers focus on active STs based 

on the blind sources separation (BSS) [3], [15]–[19]. This 

study focuses on this class of active STs and discusses 

advantages and disadvantages of these methods.  

It is worth mentioning that most BSS-based active STs 

take advantage of the independency property of the image 

without using sparsity property of the hidden message to 

achieve better results. Moreover,  all active STs, which 

use only one stego image to extract the hidden message,  

[15]–[17], [19] increase the  computational cost. They 

need at least two observed signals and use a denoising 

algorithm to generate them. This algorithm usually 
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increases the computational complexity and making ST as 

time-consuming algorithm.  

In this paper, a new active ST with only one stego 

image is introduced which does not require a denoising 

algorithm. Eliminating the denoising algorithm makes this 

ST more efficient than the previous BSS-based STs. Our 

method uses sparsity property of sources to separated 

cover and hidden message. It is enough to cover and 

hidden message be sparse in two different dictionaries. 

Based on sparsity property, an optimization problem is 

proposed and the feasibility of solving it with linear 

programming methods is examined. Then, a fast 

algorithm based on fast transforms is proposed to solve 

the problem and extract the hidden message. 

To this end, the paper has been organized as follows: 

in section II, a brief overview of the current BSS-based 

active STs is presented and their advantages and 

disadvantages are discussed. Section III explains the 

sparse component analysis and source separation problem 

briefly. In the next section, the details of our active 

steganalysis method are presented. Finally, a discussion 

of the experimental evaluation is made in section VI and 

conclusions are drawn in section VII. 

2. A Brief History on Active STs 

Chandramouli [3] developed the first active ST based 

on the BSS model to challenge the  linear steganography. 

His proposed method was based on the BSS model with a 

hypothesis that the cover image and hidden message were 

independent. However, his proposed method needed at 

least two stego images with the same message, cover and 

key but different embedding strength factor. However, 

these conditions are not practical since steganalyst can 

usually access one stego image only. 

Fan et al. [15] tried to apply a method to realize active 

steganalysis when there was only one stego image copy. 

Their method was based on Independent Component 

Analysis (ICA) [20] and Hidden Morkov Tree (HMT) 

model[21]. The former is a popular BSS technique and 

the latter is mainly applied to denoise an image in the 

transform domain. They adopted HMT model to obtain 

the second copy of stego image and then the optimized 

ICA was applied to achieve the active steganalysis. 

Another study with the view of active steganalysis as 

BSS problem was presented in [16]. It solely used a single 

copy of stego image. The maximum a posteriori (MAP) 

estimator was adopted to provide an estimate of the cover 

image. Two active steganalysis schemes was introduced 

in this method; the first scheme was similar to [15] which 

considered the estimated version as another stego image. 

In the second scheme, besides the original stego image, 

two other stego images were generated from the estimated 

image. All the three images provide an input to the ICA 

algorithm. These schemes were applied to extract 

messages from the least significant bit (LSB) 

steganography in spatial, discrete cosine transform (DCT), 

and discrete wavelet transform (DWT) domains. The 

results indicated that the second scheme has a better 

performance than the first one. The method proposed in 

[17] was similar to that of [16]. However, HMT model 

was applied in [17] while the MAP estimator was used in 

[16] to gain an estimate of the cover image. 

All these active steganalysis methods (ICA-based 

active steganalysis) use ICA technique to separate 

message from image. This technique is an inherently high 

computational cost technique. Ambalavanan and 

Chandramouli, on the other hand, introduced another 

active steganalysis based on a different BSS technique 

[22] in order to reduce the computational cost and to 

improve the performance of message extraction [18]. 

However, their efforts were not successful.  

Modaghegh et al. [19] introduced an active ST that 

reduced the computational cost and error rate . Their 

method was basically a combination of the blind source 

separation technique and MAP estimator. Additionally, 

they presented a new geometrical BSS method based on 

the minimum range of mixed sources which reduced the 

computational cost of their active ST. Their experiments 

showed that their active ST not only reduced the error rate, 

but also decreased the computational cost compared to the 

previous active STs. Nevertheless, all of these methods 

involve a denoising algorithm which increase the 

computational cost required to generate an estimated 

version of the cover. 

3. Preliminary: Sparse Component Analysis 

and Blind Source Separation 

A brief overview of the sparse component analysis 

and blind source separation problems and the possible 

solutions [23] are given in this section. The goal of the 

source separation is to retrieve an unknown source signals 

S from observed signals X where X and S are row vectors.  

The observed signals are often assumed to be a linear 

instantaneous mixture of source signals. Thus, it can be 

written as X= A×S, where A denotes the unknown 

mixture matrix. Since A and S are unknown, some 

assumptions are needed to solve this problem. Basically, 

it is necessary to have prior knowledge of the source 

properties such as its independency, sparsity, 

bounded/unbounded states and so on. The methods based 

on the property of source independency are called 

independent component analysis [20]. On the other hand, 

the sparse component analyses (SCAs) are based on the 

property of the source sparsity [24], meaning that each 

source is seldom active and mostly (nearly) zero. Let us 

consider a sparsity model for the probability distribution 

function of the sources as follows,  

( ) ( ) (1 ) ( )
k k k ks k s k s S kP s p s p f s  

 
(1) 

Where psk is the sparsity factor of the source and fsk  

denotes the distribution of sk when the corresponding 

source is active. 
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In the general sparse representation framework, a 

signal vector      is modeled in the dictionary Ф as 

the linear combination of T elementary waveforms φi 

(atoms of dictionary):  

1

T

i i

i

X  


 α

 

(2) 

In the case of overcomplete representation, the 

number of waveforms or atoms            that constitute 

columns of the dictionary Ф is greater than the space 

dimension in which X lies: T>N , or even T>>N for 

highly redundant dictionaries. The separation problem of 

a signal or image in Ф is concerned with recovering the 

coefficient vector α in Eq.(2). However, as there are N 

equations and T unknowns, the problem has no unique 

solution. The solution to the underdetermined system of 

linear equations X = Фα can be achieved by reducing the 

space of candidate solutions.  In the SCA problem, 

sparsity imposes constraints on the solutions, meaning 

that among all solutions of X = Фα, the sparsest one is 

preferred (with the least number of nonzero entries αi). In 

other words, the sparse decomposition problem entails 

solving the following minimization problem: 

0
min . .

T
s t X




α
α α

 
(3) 

As can be seen, Eq.(3) is a combinatorial optimization 

problem that requires enumerating all collections of atoms 

in Ф to find the smallest set that synthesizes X. This made 

authors turn to approximations or relaxations of Eq. (3). 

Donoho and Huo [25] proposed a method to relax the 

non-convex ℓ0 sparsity measure by substituting the 

problem in Eq.(3) with the convex problem: 

1
min . . .

T
s t X




α
α α

 
(4) 

This problem is called Basis Pursuit (BP) [26]. Unlike 

Eq.(3), Eq.(4) is a computationally tractable convex 

optimization problem that can be solved efficiently by 

linear programming methods [27]. However, BP is not 

able to find a general solution for Eq.(2). Under 

appropriate conditions on Ф and X, nonetheless, BP can 

offer a general optimal solution of  Eq.(2).  

On the other hand, some authors have attempted to 

provide a more effective solution for problem Eq.(2) [28], 

[29]. The morphological diversity concept introduces a 

new data modeling framework that allows having both a 

sparse representation and a fast algorithm that exploits the 

structure of the dictionary. Morphological diversity 

assumes that the signal X can be modeled as the sum of K 

components sk that are morphologically different: 

1

K

k

k

X s



 

(5) 

Where sk is a morphological component. Each sk is 

sparse in a given dictionary Фk, which is associated with 

implicit fast analysis/synthesis transforms such as wavelet 

and DCT. 

 

 

4. The Proposed Active Steganalysis Method 

In this section, we introduce our active steganalysis 

method that can be used for breaking the transform 

domain steganography techniques [30]–[34]. In the first 

subsection, transform domain steganography is 

formulated mathematically as a linear combination of 

sparse sources. Then, active steganalysis is formulated as 

a new SCA problem. In the next subsection, the feasibility 

of solving the new SCA problem is discussed. Finally, 

with the goal of reducing computational cost, a fast 

algorithm for solving the new SCA problem is proposed.  

At this point, we are ready to illustrate the details of our 

proposed method. 

4.1 SCA as Active Steganalysis 

Common steganography techniques can be modeled as 

an additive embedding, i.e. the sum of image features and 

hidden message. Transform domain steganography 

methods use transform coefficients as image features to 

embed hidden message [34]. Thus, these methods can be 

formulated as follows:  

Yx=Yc+W (6) 

Where Yx denotes the transform coefficients of stego 

image,  is the embedding coefficient and W and Yc are 

respectively the hidden message and transform 

coefficients of cover image.  To obtain the stego image, 

we need to apply inverse transform to Yx, so we have: 

X=C+invTrans(W)=C+Sw (7) 

To perform active steganalysis, we need to extract 

hidden message W from stego image X. In this paper, we 

formulate active steganalysis as a source separation 

problem. From a BSS viewpoint, the cover image and 

inverse transform of the message are sources mixed to 

form the stego image as an observation. In this case, since 

the number of observations is less than the number of 

sources, the problem is underdetermined, and therefore 

there is an infinite number of solutions. As a result, in 

order to select one solution among all available solutions 

it is necessary to impose certain additional constraints 

based on the prior knowledge. In previous BSS-based 

active STs, the independency of image and hidden 

message was used as an additional constraint [3], [15]–

[19]. However, in this paper, we show that both sources in 

the stego image are sparse in their dictionaries and use 

sources sparsity as an additional constraint to solve the 

BSS problem.  

The hidden message is sparse because imperceptibility 

is a fundamental requirement of steganographic methods. 

This means that embedding a hidden message should not 

significantly change the cover so the hidden messages 

remain indiscernible to the human eye. Because of this 

feature, a hidden message needs to have short length and 

low amplitude. In other words, most of elements of a 

hidden message vector W are zero and the embedding 

coefficient β is also small. In this regard, the message 

source can be viewed as a sparse source in transform 

domain (Ф1 dictionary).   
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On the other hand, images and practical signals are not, 

in general, strictly sparse. Though they may be 

compressible or weakly sparse in transform domains (Ф2 

dictionary) such as wavelet or DCT. This means that most 

αis in Eq.(2) are near zero, and one can neglect all but 

perhaps a small fraction of the coefficients without 

significant loss. Thus, the image source can be viewed as 

a sparse source in Ф2 dictionary. 

Since the two sources are sparse, the original image 

can be separated from the hidden message if the stego 

image is searched smartly for sparse component, meaning 

that active steganalysis can be viewed as a SCA problem. 

As stated in Section 3, we can formulate SCA problem as 

an optimization problem Eq.(3). As our SCA problem is 

underdetermined and there are an infinite number of 

solutions, we need to use our prior knowledge to find the 

accurate answer (cover and hidden message), including 

the knowledge of α1i amplitude in dictionary Ф1 which is 

corresponding to the hidden message. As α1i is small due 

to imperceptibility feature of the steganography method, 

Eq.(3) can be written as follows: 

1 2

0 0
1

min( ) . .
T

i th

x
s t

 

 


i

1 2

1 2
α

α α
α α

     
2

1

k

k

and


  

 

(8) 

Where Ф2 and α2 are dictionary and coefficient vector 

of the cover respectively. This optimization problem has 

an extra constraint |   |      which helps separate 

hidden message from the cover. 

4.2 Feasibility Problem  

The extra constraint distinguishes this problem from 

normal SCA problems. Since it is a complex non-convex 

problem, we can simplify this problem by converting l0 

norm to l1 norm, formulating this problem like Basis 

Pursuit as follows: 

1 2

1 1
1

min( ) . .
T

i th

X
s t

 

 


i

1 2

1 2
α

α α
α α

 

(9) 

This extra constraint also distinguishes this problem 

from BP. However, this is a linear programming problem 

which can be solved by LP methods. To do so, we need to 

convert Eq.(9) to a canonical form of LP problem as 

stated below: 

min . . 0TB s t D b and α α α
 

(10) 

Where B and b are vectors of (known) coefficients and 

D is a (known) matrix of coefficients. The inequalities 

Dα ≤ b and α ≥ 0 are the constraints which specify a 

convex polytope over which the objective function is to 

be optimized. Clearly, Eq.(9) can be converted into the 

canonical form Eq.(10) by adding extra unknowns [27]. 

Then, this LP problem can be solved using simplex or 

interior point method[27].  

However, Eq.(9) does not provide a solution for Eq.(8) 

in general. But under appropriate conditions on Ф and X, 

BP can provide the globally optimal solution for Eq.(8). 

Thus, practical algorithms can solve problems that seem 

computationally intractable on the surface. Many studies 

have focused on sufficient (and sometimes necessary) 

conditions under which the problem BP recovers the 

sparsest solution of an underdetermined system of linear 

equations. For instance, sufficient conditions based on the 

mutual coherence of Ф were introduced by several 

authors (see, for example, [25], [35]–[37]). The mutual 

coherence μФ of Ф is defined as:  

max ,i j
i j

  



 

(11) 

This quantity can be viewed as a worst-case measure 

of the resemblance between all pairs of atoms. Donoho 

and Huo [25] showed that for dictionaries with small μФ, 

the solution of  BP is unique and this unique solution is a 

point of equivalence of Eq.(3) and Eq.(4). It can be shown 

that these conditions are available for our active 

steganalysis problem Eq.(9). Thus, we can easily solve 

Eq.(9) instead of non-convex Eq.(8) and obtain the hidden 

message. In the case Eq.(9), if the mutual coherence 

between atoms of two dictionaries Ф1 and Ф2 is low, this 

condition is met. Since in steganography, Ф1 and Ф2 

correspond to transform domains, the cover and hidden 

message need to be sparse in two different transforms to 

acquire a small μФ. Under this condition, the active 

steganalysis problem is feasible, and it can be solved with 

LP methods.   

4.3 Proposing Fast Algorithm 

In many cases, BP-like synthesis algorithms are 

computationally expensive. In this subsection, an 

alternative to these approaches has been proposed. We 

have chosen an approximation to our true minimization 

task to find a simplified optimization problem which is 

computationally effective. Our proposed method is 

similar to Morphological Component Analysis (MCA) 

method, which can be seen as a kind of Basis Pursuit 

method [26] called MCA steganalysis (MCAS). The 

algorithm is based on the Block-Coordinate-Relaxation 

method[38], with some changes made by the properties of 

the active steganalysis such as the hidden message 

amplitude constraint imposed on the reconstructed 

components.  

In our algorithm, we assumed that a dictionary can be 

built by amalgamating two subdictionaries (Ф1, Ф2) such 

that for each k, the representation of sk in Фk is sparse and 

not sparse – or at least not as sparse –  in other Фl , l≠ k. In 

other words, the subdictionaries Фk must be mutually 

incoherent. Thus, the dictionary Фk plays the role of a 

discriminant between the hidden message and cover, 

preferring the component sk over the other part. This is a 

key observation for the success of the separation algorithm. 

If this condition is not satisfied and the hidden message 

and cover sources are sparse in the same dictionary, other 

active steganalysis methods can be used [19].  

Since most transform domain steganography methods 

[30]–[34] use fast transforms, in our algorithm, the matrix 

Фk and its transpose   
  corresponding to each transform 

http://en.wikipedia.org/wiki/Vector_space
http://en.wikipedia.org/wiki/Matrix_%28mathematics%29
http://en.wikipedia.org/wiki/Convex_polytope
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are never explicitly constructed in the memory. Instead, 

they are implemented as a fast implicit analysis and 

synthesis transforms taking a signal vector X and 

returning   
         (analysis side), or taking a 

coefficient vector αk and returning        
      

(synthesis side). In the case of a simple orthogonal basis, 

the inverse of the analysis transform is trivially   
     . 

The use of this transformation instead of the dictionary is 

what makes our method computationally efficient. 

One of the important ingredients of our algorithm is 

the coordinate relaxation. If all component coefficients αl 

but the kth are fixed, then a solution can be achieved 

through thresholding the coefficients of the marginal 

residuals      ∑         in Фk. The other 

components are relieved of these marginal residuals rk 

and are likely to contain mainly the salient information of 

sk. This intuition dictates a coordinate relaxation 

algorithm that cycles through the components at each 

iteration and applies a thresholding to the marginal 

residuals. MCAS algorithm is summarized as follows: 

Algorithm 1: 

1. Initialize iteration number j=1, Niter the number of 

iterations, threshold δ0, and step size λ= δ0/ Niter. 

2. Calculate the residual r1=X-s2, r2=X-s1 . 

3. Calculate the transform Tk of rk and obtain αk = Tk(rk) 

for k=1,2. 

4. Apply hard threshold to the coefficient αk with the δj 

threshold and obtain  ̂  for k=1,2 . 

5. Reconstruct sk by sk=T
-1

( ̂ ) for k=1,2.  

6. Apply the constraint correction if l0(  ̂ )≤Nmsg/K1 , 

s1=0. 

7. Update the threshold by δj=δj-1-λ. 

8. If l0( ̂ )≤Nmsg , update the j=j+1 and return to Step 2, 

else , finish. 

Unlike BP, the MCAS is stage wise and exploits the 

fact that the dictionary is structured (union of transforms), 

and the atoms enter the solution by groups, rather than 

individually. As such, MCAS is a salient-to-fine process 

in which the most salient content of each morphological 

component is iteratively computed at each iteration. 

These estimates are then progressively refined as the 

threshold δ evolves toward δmin. In the above algorithm, 

we use hard thresholding instead of soft thresholding due 

to our formulation of the l0 sparsity penalty term and  the 

fact that hard thresholding provides better results [39].   

Besides fast transforms and coordinate relaxation, 

another important ingredient of MCAS is iterative 

thresholding with varying threshold. The way the 

threshold is decreased along the iterations of the MCAS 

algorithm is significant in terms of separation quality. 

There are two types of decreasing threshold strategy: 

prefixed decreasing threshold strategy and adaptive 

strategy. Given the information we have about the 

amplitude of α1, the prefixed decreasing threshold is 

selected. In our study, the threshold is decreased linearly 

so the threshold δ sequence is as follows: 

δj = δ0 − j× (δ0 − δmin) /Niter (12) 

The first threshold δ0 can be set automatically to a 

sufficiently large value which is greater than  ̂  (the 

estimate of the message embedding coefficient), e.g. 

δ0 =K1 ̂ where K1 can be a number between 1.5 and 3. 

For an exact representation of the data with the 

morphological components, δmin must be set to zero. In 

our algorithm, considering the information we have about 

the message embedding rate (Nmsg) the algorithm can be 

repeated until the number of  non-zero element of  ̂ , i.e. 

l0(  ̂ ), become equal to Nmsg. Since some passive 

steganalysis methods [40]–[45] can estimate the message 

embedding rate, it is practical to use this prior information 

in our algorithm.  

The key part of our algorithm is step 6. In regular 

SCA method [28], [29], [46] all sk are updated in every 

iteration. In our algorithm, however, the hidden message 

source has low and almost equal amplitude. Thus, we use 

this prior information to update the message source in 

case the number of extracted hidden message is greater 

than Nmsg/K2 (where K2 is a number between 3 and 5). 

Otherwise, the extracted data does not belong to the 

hidden message source and s1 is not updated. Under ideal 

circumstances where mutual coherence is zero, this step 

would be unnecessary. In practical conditions, however, 

the mutual coherence between Ф1 and Ф2 is not zero and 

the image source s2 also produces some large elements in 

α2. Under these conditions, some elements of α1 acquire 

large amplitudes, not corresponding to hidden message s1 

and should be discarded. Fortunately, since the number of 

these large amplitude samples in hidden message 

coefficient vector α1 is low, it can be discarded in step 6. 

Another challenge facing our active steganalysis 

method is the message dictionary selection, i.e. the 

detection of the dictionary used in steganography 

algorithm. To do so, first a proposition based on the 

central limit theorem is presented and then it is used to 

detect the embedding dictionary. 

Proposition 1: suppose that Ф1 and     are 

uncorrelated dictionaries which correspond to orthogonal 

transforms. Furthermore, α1 and     are defined as 

follows: 

1 1 1 1 1

1

1 1 1 1 1

1

T

i i

i

T

i i

i

s

s

 

 





  

     





α

α

 

(13) 

Now if s1 is sparse in Ф1 with sparsity factor ps1=1-

L/T and |α1i|1<i<L<T =β, then the probability distribution of 

 ́    is normal and  ́      . 

Proof: 

Since Ф1 and     are orthogonal transform, we have: 

11 11 1 11
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Thus, each atom φ1i can be written as             
         .Now, substituting φ1i in Eq.(13) : 



 

Modaghegh & Seyedin, Active Steganalysis of Transform Domain Steganography Based … 

 

80 

1 1 1 1 1 1

1 1

1 11 1 1 1

1 1

( ... )

T L

i i i

i i

L T

i iT T i i

i i

s

e e

  

    

 

 

    

       

 

 

α

 

(15) 

Thus: 

1 1( ... )i i iTe e     
 (16) 

In the case of orthogonal transforms, if we suppose 

that eij is an independent random variable with identical 

distribution (i.i.d), then  ́   will be the sum of a large 

number of i.i.d random variables. Therefore, according to 

the central limit theorem in the probability theory,  ́   will 

have approximately normal distribution. Since  ́   is a 

normally distributed random variable, most of  ́   s are 

non-zero and therefore  ́   will be less than ps1. 

According to this proposition, if signal s1 is sparse in 

dictionary Ф1 then it would be less sparse in another 

dictionary    . Thus, if a message is embedded in the 

transform domain Ф1 and the hidden message is searched 

in another dictionary    , the extracted message will be 

less sparse. This property is used to detect the embedding 

dictionary. To do so, we need to run algorithm 1 until the 

condition stated in step 6 is met. Then, the corresponding 

threshold δ is saved for each dictionary. This process is 

executed for all transforms that might be used in 

steganography and the dictionary with the greatest 

threshold is selected. The results of running algorithm for 

some transforms will be presented in the next section.  

5. Experimental Results 

At this point, the simulation results of our active 

steganalysis method are presented so that we can evaluate 

its performance. The simulation was done in MATLAB 

environment. To evaluate the steganalysis method, we 

used Berkeley Segmentation Data Set and Benchmarks 

500 (BSDS500) [47], a dataset consisting of 500 natural 

color images. These color images, span a range of indoor 

and outdoor scenes, are in JPEG compressed format with 

a quality of 75%. We converted these images into 

grayscale images using only the central 256×256 region 

of each image.  

Quality factor 75 has been selected because the default 

quality setting on most digital cameras and image editors 

is 75, which provides a good tradeoff between the file size 

and the perceived quality. With this quality factor, the 

sparsity factor of DCT coefficient (ps2) for our dataset is 

about 0.8. The sparsity factor of the embedded message 

(ps1) is set to 0.1 (i.e. the message is embedded in 10% of 

DWT coefficients) in the first simulation (Table 1), while 

different embedding rates are selected in the next 

simulation (Table 2). For example, in an image of 

256×256 pixels, the number of DWT (Haar Wavelet) 

coefficients is 256×256. Thus, when data is embedded in 

10% of coefficients, the capacity of data hiding will be 

0.1 bit/pixel. In other words, the number of bits embedded 

in the image is 256×256×0.1=6553.6 with a data hiding 

capacity of 6553.6 bit/image. Binary message bits ( 1 ) 

are randomly embedded in the DWT coefficients with 

β=4. As an example, the original, extracted and stego 

images with 0.1 bit/pixel embedded message rate have 

been shown in Fig. 1.  

a 

 

  

b 

 

  

c 

 

Fig. 1. Original Lena image (a) stego image (b) extracted image (c).  

The results of extracting message from 500 stego 

images using the proposed steganalysis method, ICA-

http://photo.net/learn/jpeg/#qual
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based active steganalysis methods [15][16][17] and 

Modaghegh et al.’s method [19] are shown in Table 1. In 

this table, for ease of comparison and preparation of 

similar conditions for all methods, ICA-based active 

steganalysis methods are simulated by “Bayesian Least 

Squares-Gaussian Scale Mixture” (BG) denoising 

algorithm [48], which has been employed in Modaghegh 

et al.’s steganalysis method [19]. This algorithm is one of 

the most effective denoising algorithms for removing 

homogeneous additive noise from natural images.  

 It is important to note that the results of ICA-based 

active steganalysis are for steganography methods with 

the message embedded in block-DCT coefficient 

[15][16][17] [19] not the DWT coefficient. Nonetheless, 

because there is no similar study in active steganalysis, 

these methods have been compared in general.   

Table 1. A comparison between the proposed active steganalysis 

(message in DWT coefficient) and the ICA-based active steganalysis 

methods (message in DCT Coefficient) for the message extracted from 
500 stego images. 

Active steganalysis method 
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Our proposed active 
steganalysis 

5521.27 1021.34 % 15.64 

Modaghegh et al.’s active 

steganalysis [19] 
5121.96 1551.96 % 23.29 

ICA-based active 
steganalysis 

4785.52 1638.48 % 25.51 

 

In Table 1, false extracted message bits are embedded 

message bits that their sign of detected samples is not 

equal to the embedded ones. Moreover, the error rate is 

defined as follows:  

Falseextracted bits
Error rate

Allembedded message bits


 
(17) 

As noted earlier, in above simulations, it is supposed 

that the message embedding rate is known. This, however, 

should not be considered as a restrictive assumption 

because there are passive steganalysis methods [40], [45], 

[49] which can precisely estimate the message embedding 

rate.  

As shown in Table 1, our proposed method has lower 

error rate and higher true detected bits compared to that of 

ICA-based active steganalysis methods. 

Table 2 also shows the comparative error rate of 

steganalysis methods for different message embedding 

rates. The results confirm that our method has almost 

similar performance in all low embedding rates, but when 

the embedding rate increases, the error rate is increased 

gradually. It is not surprising since the embedding 

message was supposed to be sparse, i.e. steganography 

has low embedding rate. 

 

 

 

Table 2. Mean error rate for messages extracted from 100 stego images. 

Message embedding rate varies from 0.02 to 0.25 bits/pixel. 
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We have also drawn the comparative figure for 

different embedding rates (Fig. 2).  
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message embedding rate(bit/pixel) 

Fig. 2. Mean error rate for messages extracted from 100 stego images. 

Additionally, our steganalysis method is simulated for 

different wavelet transform such as Symlet, Haar and 

Coiflet in Table 3. The condition of message embedding 

and steganalysis is similar to Table 1. The mean error rate, 

as shown in Table 3, is about 15% for different wavelet 

transforms.  

Table 3. Mean error rate for messages extracted from 500 stego images. 

The message is embedded with different transforms.  

Transform (Dictionary) Mean error rate 

Coiflet Wavelet 15.89% 

Reverse Biorthogonal Wavelet 15.34% 

Haar Wavelet 15.64% 

Biorthogonal Wavelet 15.33% 

Symlet Wavelet 15.40% 
 

As mentioned earlier, our active ST does not need to 

know the transform domain in which the message is 

embedded, as it is determined by the authors. To do so, we 

embed the message in the DWT domain with Coiflet 

Wavelet, trying to extract it by another Wavelet. Then, the 

error rate and threshold of these Wavelets are compared 

(Table 4). As can be seen, the threshold of Coiflet Wavelet 

is greater than the other wavelets, suggesting that the 

message is probably embedded in this transform. 

Additionally, for two wavelets with great threshold, it can 

be concluded that two dictionaries are mutually coherent, 

so either of them can be used for extraction. For example, 

the results of data extracted by Meyer Wavelet correspond 

to Coiflet Wavelet as they are mutually coherent.  
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Table 4. Mean error rate and threshold for message extraction from 500 

stego images. Message is embedded in Coiflet Wavelet and extracted 
with different dictionary.  

Transform 

(Dictionary) 

Mean error 

rate 

Mean of 

threshold 

Variance of 

threshold 

Coiflet Wavelet 15.89% 3.97 0.0062 

Haar Wavelet 38.77% 3.50 0.0410 

Meyer Wavelet 22.87% 3.93 0.0181 

Biorthogonal Wavelet 38.77% 3.5 0.0410 

Symlet Wavelet 78.30% 3.2 0.0001 
 

Finally, we compare the computational time of ICA-

based active steganalysis methods with our proposed 

steganalysis method on 2.00 GHz Pentium 4 workstation. 

The computational time of applying steganalysis methods 

to stego image with different random messages have been 

shown in Table 5. Here, the calculated times are greater 

than the ones shown in [19] because the time of common 

parts of two methods such as denoising algorithm and 

DCT calculations have not been included in [19]. 

Table 5. the computational time of extracting message from 500 stego 

images by our steganalysis and ICA-based active steganalysis 

Steganalysis method 
Computational Time (second) 

Mean Variance 

Our proposed active steganalysis 2.0327 0.7120 

ICA-based active steganalysis 8.1985 1.4202 
 

As expected, the computational time of our proposed 

active ST is lower than that of ICA-based active STs 

since our ST, does not have the denoising algorithm and 

works with only one image.  

6. Conclusions 

In this paper, a new active steganalysis method based 

on sparsity property of signals was proposed. Our method 

provided satisfactory performance on stego images in 

which the cover and hidden messages were sparse in 

different dictionaries.  We first formulated the active 

steganalysis method as an SCA problem. Then, the 

feasibility of solving the SCA problem was demonstrated 

mathematically. Since fast transforms are employed in 

most transform domain steganography methods, in this 

study a fast algorithm was presented to solve our SCA 

problem.   

The results of experiments showed that nearly 85% of 

the message bits could be estimated when the sparsity 

factor of message was 10%. Additionally, experiments 

confirmed that the computational cost of our method was 

approximately one fourth of the previous ICA-based 

active STs.  

Overall, the comparison between our proposed 

method and the previous active steganalysis schemes 

revealed that the use of sparsity property of signals 

improved the steganalysis performance (computational 

cost and error rate). 
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Abstract 
Edge detection plays a significant role in image processing and performance of high-level tasks such as image 

segmentation and object recognition depends on its efficiency. It is clear that accurate edge map generation is more 

difficult when images are corrupted with noise. Moreover, most of edge detection methods have parameters which must 

be set manually. Here we propose a new color edge detector based on a statistical test, which is robust to noise. Also, the 

parameters of this method will be set automatically based on image content. To show the effectiveness of the proposed 

method, four state-of-the-art edge detectors are implemented and the results are compared. Experimental results on five of 

the most well-known edge detection benchmarks show that the proposed method is robust to noise. The performance of 

our method for lower levels of noise is very comparable to the existing approaches, whose performances highly depend on 

their parameter tuning stage. However, for higher levels of noise, the observed results significantly highlight the 

superiority of the proposed method over the existing edge detection methods, both quantitatively and qualitatively. 

 

Keywords: Edge Detection; Color; Noisy Image; RRO Test; Regression; Pratt’s Figure of Merit. 
 

 

1. Introduction 

One of the most important processes in low-level 

image processing is edge detection, and the performance 

of high-level image processing tasks is highly dependent 

on this process. 

Novak and Shafer [1] claim that at most 90% of the 

information in color images is similar to that of gray 

images, which means there still remains information that 

may not be detected in gray images. On the other hand, in 

most applications, images are often corrupted by noise. 

Generation of accurate edge map becomes more critical 

and complicated in the presence of noise. Thus, the 

detector must be robust against noise. 

In this paper, we present a robust color edge detector 

for automatic edge detection in the presence of additive 

noise. The main advantage of our detector is that the 

parameters are set automatically based on image content. 

The proposed approach adopts a statistical test called 

Robust Rank-Order (RRO) test [2] to detect edges. In 

order to detect fewer false edges in the images with 

higher levels of noise, lower significance levels are 

employed with the RRO test. Unlike the existing methods, 

the proposed algorithm adapts its parameters based on 

image content automatically. Experimental results for 

lower levels of noise show that the proposed edge 

detector is comparable to the existing approaches; for 

higher levels of noise, the proposed method performs 

significantly better, both quantitatively and qualitatively. 

The rest of this paper is organized as follows: Section 

2 reviews the related works. In Section 3 the proposed 

algorithm for edge detection is explained. The 

experimental results are given in Section 4 and Section 5 

presents conclusion and future work. 

2. Related Works 

The problem of edge detection saw its pioneering 

work at least as early as 1986 by the work of Canny [3]. 

Since then, various edge detection algorithms have been 

developed [4,5,6,7,8,9, and 10]. Most of these algorithms 

are based on computation of the intensity gradient vector, 

which are, in general, sensitive to noise. In order to 

reduce this problem, some spatial averaging is combined 

with differentiation process, such as the Laplacian of 

Gaussian operator and zero-crossing detection [5]. As 

stated before, one of the well-known methods of this 

category is Canny edge detector [3] which finds edges by 

looking for local maxima of the gradient of image. The 

gradient is calculated using the derivative of a Gaussian 

filter. Canny edge detector includes the weak edges in the 
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output only if they are connected to strong edges. This 

method is therefore less likely to be fooled by noise, and 

more likely to detect true weak edges than those detectors 

named above. 

Also in recent years, many soft computing algorithms 

were proposed for edge detection [11,12,13,14,15, and 

16]. In most of these algorithms, the problem of edge 

detection is seen as an optimization problem. For example, 

in [12, 13, and 14] bio-inspired optimization algorithms 

are used to address the edge detection problem. In [14] 

the authors studied the effect of different topologies in 

PSO-based edge detection techniques. These algorithms 

are more robust against noise compared to gradient based 

methods. However, they are much more time consuming. 

Also, their performance depends on implementation 

details and parameters settings. Therefore, their results 

might not be easily reproducible. 

Statistical edge detection is an alternative to 

deterministic edge detection. Bovik et al. [17] proposed 

several nonparametric statistical tests for edge detection 

in noisy images. However, their work can only detect 

edges in four directions and no quantitative comparison 

was reported for this method. Variance tests were also 

applied for edge detection by Aron and Kruz [18] and 

Kruz and Benteftifa [19]. Recently, Lim and Jang [20] 

have compared three statistical two-sample tests for edge 

detection in noisy images. These edge operators are based 

on a test statistic, computed using the modified grey level 

values. In another study, Lim [2] proposed a new operator 

based on RRO test for detecting edges in all possible 

orientations in noisy images. The RRO detector has been 

designed for grey images and requires two user defined 

parameters: the edge height (δ) and the significance level 

(α) of statistical test, which is often set to 0.05. Since 

different values of these parameters may lead to different 

results, adaptive specification of these parameters based 

on image content could be interesting. 

As mentioned before, color images contain more 

information than grey ones. In order to benefit from all the 

information present in color images, proposing a color edge 

detection method becomes indispensable. Due to 

importance of color information, many color edge detection 

methods were proposed [21, 22, 23, and 24]. Russo and 

Lazzari [23] proposed edge detection in color images 

corrupted by Gaussian noise, which adopts a multi-pass 

preprocessing stage that gradually reduces the amount of 

noise in each R, G and B channels of image, independently.  

Since statistical approaches to edge detection are more 

robust in the presence of noise, in this study we propose a 

statistical color edge detector which is completely 

adaptive and operates robustly in the presence of 

Gaussian noise, the most common type of noise 

encountered during image acquisition [25]. 

 

 

3. The Proposed Detector: Robust Color 

Edge Detector 

The proposed algorithm for color edge detection 

includes three steps: noise estimation, prefiltering, and 

edge detection (see Figure 1). The details of these steps 

are discussed in the next subsections. 

3.1 Noise Estimation 

In the first step, noise estimation, the standard deviation 

of noise must be estimated. There exist several well-known 

methods to estimate the level of noise [23,26]. In this paper 

we use median noise estimation method proposed by 

Pizurica et al. [27], due to its efficiency and better accuracy 

compared to other methods. In median noise estimation, the 

median of wavelet coefficients in high-high band of finest 

scale is used to calculate the standard deviation of noise 

according to the following formula: 

          |      |       ⁄  (1) 

Where         is the wavelet coefficient in high-high 

band of the first scale of noisy image. 

3.2 Prefiltering 

In the second step, we adopt a prefiltering to reduce 

the effect of noise and outliers. Let us define noisy pixels 

as pixels that are corrupted by noise with amplitude not 

too different from their neighbors, and outliers as pixels 

that are corrupted by noise with amplitude much larger 

than their neighbors [23]. We consider two types of filters 

to reduce the effect of these pixels. Figure 1 illustrates the 

block diagram of these filters. Type A filter is to remove 

noisy pixels. It computes the difference of each pixel with 

a predefined function of its neighbors as follows: 

1. Small difference between the current pixel and its 

neighbors is due to noise and must be decreased. 

2. Large difference between the current pixel and its 

neighbors is due to edge and must be preserved. 

 

Fig. 1. The framework of the proposed edge detector. 

We adopt a two-pass procedure to increase the 

effectiveness of the smoothing action [23]. This 

procedure is defined according to following equations: 

     
            

        

 
 

 
∑ ∑   

   
    

         

 

    

 

    

       
                      

(2) 



 

Journal of Information Systems and Telecommunication, Vol. 3, No. 2, April-June 2015 87 

    
              

        

 
 

 
∑ ∑   

   
      

     

 

    

 

    

             
               

       

(3) 

Where,             indicates the channel number for 

R, G and B channels, respectively. ζn(c) is a 

parameterized nonlinear function and is defined as: 
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Where   
   

 is an integer bounded at     
   

 
                  [26].  

According to (2), the smoothing filter is first applied to 

each channel of the color image    
   

,    
   

 and    
   

 to 

produce intermediate results      
   

,      
   

 and      
   

. Then 

the second filtering pass is applied on these intermediate 

components and yields to     
   

,     
   

 and     
   

, respectively. 

As Figure 1 shows, the type B prefiltering is meant to 

remove outlier pixels, for which the difference between 

the processed pixel and all its neighbors is very large. 

Equation (5) illustrates this prefiltering: 
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         is the membership function describing the 

relation of “  is much larger than  ”. 
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Here   is the maximum possible intensity value. 

After applying these filters on R, G and B channels 

independently, a simple averaging is performed. 

3.3 Edge detection 

In third step, to detect edge pixels we consider a small 

square subimage of size 5×5 centered at each pixel. We 

divide the neighboring pixels centered by this square mask 

into two groups of size 12, as shown in Figure 2. In other 

words, we consider a set of       independent 

observations, excluding the center pixel, which are divided 

into                 and                  . It is 

assumed that the first set of observations comes from a 

continuous distribution named         and the second 

one comes from another continuous distribution        , 

with    and    as shift parameters. Note that the two 

distributions         are not identical. In order to create our 

statistical model, we define two modified sets of 

observations      and      as follows: 
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(8) 

Where   is edge height parameter. This parameter 

determines the minimum grey level difference which 

leads to labeling the center pixel as an edge pixel, 

according to the following statistical test: 

  
                            

            

and 

  
                             

            

Since the distributions         are not identical, 

theoretically statistical tests such as Wilcoxon test [17] 

may not be appropriate [2]. Thus, in this study for testing 

  
  (     

 )  against    
  (     

 )  on               , a 

statistical test named RRO test [2, 18] is used. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 

Fig. 2. Partitioning the window in eight different ways where the grey 
areas represent X and the white areas represent Y. 

For each     ,      in     , we count the number 

of lower-valued observations    ’s in   . This number is 

denoted as           . Then the mean value of 

the           values is calculated using equation (9). 

Similarly, we find the number of lower-valued 

observations     ’s in   for each    and will denote this 

counting by           . Then the mean 

value,         ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅, is evaluated via equation (10), as: 

        ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅  
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Next, two variables are defined to demonstrate the 

variability of          and          as      and 

      according to the following formulas: 
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Finally, the test statistics for observations      is given by: 

  

 
                  ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅                   ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

 √                      ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅               ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
 (12) 

For      observations, the values         ,    
    ,       and      are defined exactly analogous to 

those defined for      observations:  
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Thus the test statistic will be given by: 
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Having determined           , we have defined 

                  .  

     

     

(a) 

     

     

(b) 

Fig. 3. (a) The synthetic images used for training parameters of RRO test 
(b) Edge maps for the above synthetic images. 

Accordingly,   
  (     

 )  will be rejected for large 

values of    [2]. If       , for a specified threshold    

at a significance level  , then an edge is detected. Flinger 

and Pollicello [28] present the critical values of    for 

small sample sizes up to 12. This threshold is constant in 

RRO detector with a pre-specified significance level 

which is usually set to 0.05, for all different levels of 

noises presents in images. 

RRO test has been utilized for edge detection [2] and 

appropriate results have been reported. We, however, argue 

that for higher levels of noise, it is more desirable to detect 

only stronger edges in order to reduce the effects of false 

edges; therefore, we adjust the threshold in RRO test at 

different significance levels based on the standard deviation 

of the Gaussian noise. With higher levels of noise, we will 

detect edges only with higher confidence. In order to make 

the test completely adaptive, we also must set the edge 

height parameters of RRO test. The next subsection presents 

the procedure of adaptive tuning of these parameters. 

3.4 Adaptive Tuning of Parameters 

In order to drive the parameters, significance level (α) 

and edge height (δ), adaptively, we used a set of synthetic 

images as training samples. These training samples are 

generated artificially to cover a wide range of colors and 

contrasts. We used alphabets (A, B, C, D, G, H, I), lines 

and squares in these images to cover a wide range of 

edges in different orientations which may appear 

frequently in a real image. Figure 3 shows the synthetic 

images and their corresponding true edge maps used in 

this study, all of the size 256×256 pixels. 

In definition, edge divides two regions. In creating 

true edge maps for these images we follow the idea that 

when moving from one region to the next, the bordering 

pixels we first meet in the first region are edge pixels 

(outer edges) but the bordering pixels in the new region 

(inner edges) are not considered as edge pixels. 

These training images (Figure 3) are used to derive the 

functions which determine the optimal values of   and    

for various levels of noise. To find the optimal values of   

and      a number of experiments was performed on these 

images by adding Gaussian noise with different standard 

deviations (                            ). After 

finding the edge maps of these images by our proposed edge 

detector for all possible values of   and   , the error defined 

in equation (14) is computed for each value. Then for each 

particular noise level, those values of   and    with lowest 

error value, will be selected to be applied in RRO test. 
     

  ∑                                   

                

                                       

(14) 

In (14) the missed edges (pixels which are present in 

true edge map but not in the edge map provided by the 

proposed edge detector) are 4 times more penalized than the 

new faulty edge points (pixels which are not in the true edge 

map of the image but present in the edge map provided by 

the proposed edge detector). This is the rational that why 

our edge detector is robust to noise and will remove noisy 

pixels from edge map in highly corrupted images, though it 

may lead to missing some weaker edge points, like other 

existing edge detectors. However, existing detectors may 

also detect noisy pixels as edge pixels. 

Table 1 gives the optimal values calculated for   and 

   with different levels of additive Gaussian noise. 

Parameters           are used to refer to optimal values. 

As it can be seen in Table 1, these parameters are 

functions of the noise standard deviation (  ). Thus, by 

knowing the standard deviation of the noise, the optimal 

threshold values can be determined according to 

estimation formulas for  ̃       ̃ , which are defined as: 

Table 1. Optimal values founded for each of the parameters, δ and uα 

Standard Deviation (σn) Edge height (δ) Threshold (u) 

0 9 6 

10 11 1 

20 13 1 

30 17 1 

40 14 3 

50 19 3 

60 15 10 

 

 ̃                               (15) 
 

 ̃                                     (16) 
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Where    is the estimated standard deviation of noise 

computed according to (1). 

In order to estimate the continuous functions, all of the 

optimal values at different noise levels are used as 

sampling points to find the relationships between both 

          with    using regression methods, as shown 

in Figures 4(a) and 4(b). With enough sample points, both 

functions can be estimated effectively.  

We use two first-order polynomials to estimate 

 ̃       ̃  according to (15) and (16). We use robust 

regression [29], which has the minimum mean-square 

error (LMMSE) [21] in true values of sample points in 

comparison with other regression methods considered. 

It must be noted that for proper edge detection, 

according to [28] the lowest value of significance level is 

allowed to be 0.05 which leads to         . Thus the 

final value for    will be the maximum of 1.704 and the 

one estimated via (16). In other words, in highly 

corrupted images, only those pixels are labeled edge that 

we obtain at least 95% confidence about them. 

Once the estimated functions are calculated, given an 

image corrupted by Gaussian noise, the standard deviation of 

the noise is estimated according to (1). Then, using the 

estimated functions which are presented in Equations (15) 

and (16), the proper threshold values are calculated. 

 
(a) 

 
(b) 

Fig. 4. Regression plot for (a)   and (b)   . 

 

4. Experimental Results and Discussions 

In this section, the performance of our proposed method 

is compared with five successful detectors, particularly 

RRO detector [2] which uses the same statistical test as we 

considered in our study. Since Lim [2] has reported better 

performance for RRO detector in comparison with two 

other existing statistical detectors, T detector [20] and 

Wilcoxon detector [17,20], we only compared our 

algorithm with RRO detector. We use the 5×5 difference-

of-boxes as was shown in Figure 2 for our method as well 

as for RRO detector. Moreover, we compare our method 

with well-known edge detectors, Canny [3] and Sobel [5] 

as well as the recent color edge detector proposed by Russo 

and Lazzari [23]. Both synthetic and natural images are 

used in these experiments. The synthetic images allow the 

use of Pratt’s figure of merit [30] (PFOM) as a quantitative 

evaluation measure, while the natural images might be 

more feasible for real applications.  

We used a synthetic ideal step image that makes the 

use of PFOM evaluation measure possible; a square 

synthetic image of the size 256×256 with two vertical and 

two horizontal edges, as shown in Figure 5. To evaluate 

the performance of the proposed detector in noisy images, 

seven different levels of noise (zero-mean Gaussian noise 

with standard deviations 0, 10, …, 60) are added to the 

synthetic image. Some of these images are shown in 

Figure 5 (first column).  

Figure 5 also shows the results of applying four 

different edge detectors to these synthetic images. The 

results illustrate that the proposed detector performs better 

in highly corrupted images. In absence of noise, it produces 

thicker edges compared to Canny and Sobel detectors, the 

filters that perform poorly in the presence of noise. 

It is also observed that our edge detector produces less 

speckle noise in comparison with RRO detector [2]. From 

Figure 5, it is also clear that our algorithm performs better 

than the method of Russo and Lizzari [23], when tested with 

all noise levels. Our filter not only produces thinner edges 

but also removes noise and creates much less artifacts. 

We adopt the following definition [2] to compute PFOM: 

   
 

           
∑

 

        

  

   

 (17) 

where           are the number of ideal and actual 

edge points, respectively,      is the pixel miss distance of 

the ith pixel which was detected as edge, and   
 

 
 [31] is 

a scaling constant. 

Table 2 illustrates PFOM values of all five edge 

detectors for a variety of Gaussian noise distributions. We 

reported the PFOMs of RRO detector for different values 

of               .  

The PFOM values show that without any noise, the 

performance of our detector is the same as Russo and 

Lazzari’s and better than Canny and Sobel detectors, while it 

is worse than RRO’s for all three height parameter values. 

However, it can be seen that as the standard deviation of 

noise increases, the performance of our detector improves. 
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In another experiment, we considered five different 

images (Lenna, Peppers, F16, Building and Baboon) 

which are commonly used in literature. Figures 6-10 show 

the results of applying the above edge detectors on these 

images for different noise levels. In all of these 

experiments, the edge height parameter of the RRO 

detector was set to     . 

As the results indicate, for original noiseless images, 

Canny detector is the best choice due to its thin and 

connected results. Considering the quality of detected 

edges, the second best detector is Sobel; while its 

performance in terms of detecting connected edges, is 

quantitatively lower than all other detectors. For original 

noiseless images, the performance of RRO, Russo and 

Lazzari’s and our detector are not distinguishable. 

For higher levels of noise, Canny detector nearly fails; as 

most of the present noisy pixels are detected as edge pixels. 

Sobel will also fail, but in a different way; by not detecting 

most of the true edges. However, the other three edge 

detectors can find most of the true edges in these situations. 

Albeit RRO and Russo and Lizzari’s detectors will detect 

most of the noisy pixels as edge pixels as well, and this 

problem will be emphasized for higher levels of noise. On the 

contrary, our proposed method performs well on both original 

and severely noisy images. Our algorithm classifies fewer 

noisy pixels as edge pixels and focuses on detecting the edges 

for which we obtain more confidence according to (16). 

Table 2. The measured values of PFOM for the edge detectors 

Noise 

STD 

Edge Detectors 

Canny Sobel 
Russo and 

Lazzari’s detector 
Δ RRO 

The 
Proposed 

0 0.36869 0.37154 0.70708 

10 0.87139 

0.7070 15 0.87139 

20 0.87139 

20 0.74238 0.38126 0.74653 

10 0.80045 

0.87042 15 0.83835 

20 0.86129 

40 0.74196 0.62123 0.75389 

10 0.76462 

0.83688 15 0.79103 

20 0.81360 

60 0.74120 0.80033 0.69580 

10 0.74559 

0.80394 15 0.77764 

20 0.79784 

5. Conclusion and Future Work 

We proposed a new edge detector based on the RRO 

test, which is a useful alternative to the Wilcoxon test. In 

order to detect edges in noisy images, we used a multi-

pass prefiltering stage to reduce the effect of additive 

Gaussian noise in each channel of a color image 

independently. Afterwards, we applied RRO test using a 

window of size r×r to detect edges in all possible 

orientations. Since the RRO detector is not adaptive and it 

needs user specified parameters for detecting edges, we 

purposed to make this detector adaptive in a systematic 

approach based on image content.  

We investigated the performance of our proposed 

detector in comparison with well-known Canny and Sobel 

edge detectors as well as RRO and Russo and Lazzari’s 

detectors for both synthetic and natural images. From the 

experimental results, it was observed that in highly 

corrupted images, the proposed edge detector performs 

much better than other edge detectors both quantitatively 

and qualitatively in a completely adaptive manner.  

For future works, we can modify the RRO test statistic to 

handle R, G and B channels, simultaneity. Furthermore, it is 

interesting to introduce a prefiltering which is able to reduce 

the effect of different types of noise, such as impulsive noise. 

However, the current proposed detector can handle all types 

of noisy images but its performance is significantly better for 

Gaussian noise. Also, we intend to investigate the 

performance of proposed method in HIS color space. Our 

preliminary results on HIS color space are promising. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Edge detector results for square synthetic images. 
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Fig. 6. Edge detection results for Lenna image. 
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Fig. 7. Edge detection results for Peppers image. 
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Fig. 8. Edge detection results for F16 image. 
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Fig. 9. Edge detection results for Building image. 
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Fig. 10. Edge detection results for Baboon image. 
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Abstract 
It is undeniable that scheduling plays an important role in increasing the network quality on chip.If experts realize the 

significant of mapping and scheduling in getting rid of delays and increasing performance of these systems, they will 

ponder over these activities much more scrupulously. The operation scheduling problem in network on chip (NoC) is NP-

hard; therefore, effective heuristic methods are needed to provide modal solutions. In this paper, ant colony scheduling 

was introduced  as a simple and effective method to increase allocator matching efficiency and hence network 

performance, particularly suited to networks with complex topology and asymmetric traffic patterns. The proposed 

algorithm was studied in torus and flattened-butterfly topologies with multiple types of traffic pattern. For evaluating the 

performance of the proposed algorithm, specialized simulator network on chip entitled by BookSim working under Linux 

operation system was used. Evaluation results showed that this algorithm, in many causes, had positive effects on 

reducing network delays and increasing chip performance compared with other algorithms. For instance, for a complex 

topologies, this algorithm under maximum injection_rate of up to (10%) increasing throughput have been observed, 

injection rate, on average, compared to other existing algorithms. 

 

Keywords: On-Chip Interconnection Networks; Switch Allocator; Ant Colony; Scheduling. 
 

 

1. Introduction 

Network-on-chip is an approach for design 

communication subsystems between IP cores in a system-

on-achip (SoC). NoCs can measure synchronous and 

asynchronous clock domains or use uncloaked a 

synchronous logic. Networking theory and methods are 

applied by NoC for on-chip communication and thus 

notable improvement is made in conventional bus and 

crossbar interconnections. NoC promotes the scalability 

of SoCs and power efficiency of complex SoCs compared 

with other designs [1]. 

A main agent in specifying network efficiency to 

network-level design includes topology, routing function, 

flow control, and router microarchitecture. One parameter 

which affects the performance of a NoC router is 

selection of switch allocator and VC allocator.  

In general, role of switch allocators is scheduling flits 

that are buffered at the router's input to pass through 

crossbar thus; in order to achieve maximum router 

performance, output quality of matching between 

resources and requests should be high [2]. 

This paper is structured as follows: in Section 2, the 

related works are expressed. Section 3 covers the 

background including switch allocator, VC allocator, 

flatted butterfly topology, and ant colony optimization. 

The proposed scheduler is presented in Section 4. In 

Section 5, the methodology is explained. In Section 6, 

simulation of the proposed algorithm is discussed. 

Conclusion is given in Section 7. 

2. Related Works 

Max matching method proposed by Hopcroft and 

Karp [3], due to maximum size matching, does not assure 

100% throughput on non-uniform traffic. McKeown et al. 

performed a more complex maximum weight matching 

[4]. Various techniques have since been presented to 

approximate maximum weight matching and reach 100% 

throughput in [5, 6]. In this approach, although this 

algorithm guarantees finding a maximum match, it is 

difficult to parallelize or pipeline and too slow for 

latency-sensitive application. Nick McKeown et al. [7] 

presented a scheduling algorithm for input-queued 

switches which improved RRM by reducing the 

synchronization of the output arbiters. Anderson et al. [8] 

proposed a technique called parallel iterative matching 

(pim), which rapidly detected a conflict-free pairing of 

inputs to outputs. Wavefront allocator was also developed 

by Tamir [9]. Owing to the advantage of the router of the 

Alpha 21364, incremental allocation was used [10,11]. 
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3. Background 

In this section, a brief review of the basic concepts 

required for this paper is presented. 

3.1 Switch Allocator 

Switch allocation attempts to match the set of requests 

from the input to the set of available crossbar slot. The 

aim is that at most one VC at each input port could 

receive a grant. The block diagram for switch allocator 

implementation is demonstrated in Fig. 1. 

 

a. Separable input-first allocator (sep if) 

 

b. Separable output-first allocator (sep of) 

 

c. Wavefront allocator (wf) 

Fig.1. Switch allocator block diagram [2] 

Separable input-first architecture has three stages: 

pending the first stage one of these active VCs selected as 

a winner at each input port by arbiter. In the two stages, 

the winning virtual channel requests are sent to the 

assigned output ports. Finally, output arbiters generate a 

grant signal. 

For separable output-first allocation, as illustrated in 

Fig. 1(b), rearbitration is performed among all the 

requesting input ports that are forwarded to the associated 

output ports. The probability of selecting a given input by 

multiple output arbitrations is performed twofold. Will be 

conducted by one or more ports in the first referee is 

awarded to an input port and then arbitration performed 

among all wining virtual channels. 

Finally, the wavefront-based implementation, shown 

in Fig. 1(c), Wavefront allocation, unlike the separable 

simultaneously does the arbitration between the requests 

for inputs and outputs. No justice assurances are provided 

outside, which ensure that all requests are eventually 

answered [2]. 

3.2 VC Allocator 

Head flits buffered at any of the router's input VCs 

must be allocated an appropriate output VC at the output 

port which is selected by the routing function before 

proceeding through the router pipeline. Hence, the VC 

allocator implements a matching between P×V requesters 

and P×V resources under the constraint that any output 

VCs requested by a given input VC at any given time 

shares the same output port. Block diagrams for the VC 

allocator designs is shown in Fig. 2. 

 

a. Separable input-first allocator (sep if) 

 

b. Separable output-first allocator (sep of) 
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Fig. 2. VC allocator block diagrams [2] 

In the separable input-first implementation (which is 

given in Fig. 2(a)), each input VC first determines the 

output VC at the destination output port for suggestion. 

Requests are sent to the stage of P×V-input arbiters at the 

output VCs as in the canonical implementation; these 

large P×V–input arbiters can be implemented as three 

arbiters: A stage of PV-input arbiters in parallel to a 

single Pin put arbiter selected among them in order to 

reduce delay. Finally, the grants of each input VC are 

categorized and reduced to a V–wide vector, which 

indicates the granted output VC. 

The separable output-first implementation is 

demonstrated in Fig. 3(b). In this figure, each input VC 

sends requests to all the candidate output VCs at the 

destination port, in which arbitration is again done 

between all of the incoming requests. As a given input, 

VC requests might win the arbitration at multiple output 

VCs and an additional stage of arbitration is required after 

categorizing and reducing the grants for selecting a single 

winning VC. 

Finally, the wavefront-based implementation (as 

depicted in Fig. 3(c)) includes a canonical P×V–input 

wavefront allocator with an additional logic for 

generating the P×V–wide request vector for each input 

VC, like the separable output-first case, and reduction of 

P×V-wide grant vectors to a V–wide vector like the input-

first case [2]. 

3.3 Flattened Butterfly Topology 

Fig. 3 shows flattened butterfly topology that can be 

derived by combining (or flattening) the routers in each 

row of a contractual butterfly topology, while securing the 

inter-router connections. It is structurally like the 

generalized hypercube; the flattened butterfly 

significantly reduces the wiring complexity of the 

topology and more scalable because it condensate in the 

routers [12]. 

 

Fig. 3. Block diagram of the flattened butterfly 

3.4 Ant Colony Optimization Algorithm 

Ant colony optimization algorithm is a probabilistic 

technique which aimed to solve computational problems; 

it can be also reduced to finding good paths through 

graphs. This algorithm is a member of the family of ant 

colony algorithms in swarm intelligence methods, which 

constitutes some meta-heuristic optimizations. It was first 

proposed by Marco Dorigoin 1992 [13, 14]. 

In the natural world, ants (initially) go randomly 

around and, after finding the food, they return to their 

colonies while leaving some pheromone trails. If such a 

path is found by other ants, they probably do not keep on 

random travelling and instead follow the same trail, return, 

and reinforce it in case of eventually finding the food. 

However, the pheromone trail starts to evaporate over 

time and, thus, its attractive strength is reduced. The more 

the time for an ant to travel down the path and come back, 

the more the time for the evaporation of pheromones 

would be. By comparison, short paths got marched over 

more frequently; therefore, the pheromone density 

becomes higher on shorter paths than longer ones. 

Pheromone evaporation is advantageous due to avoiding 

convergence to a locally optimal solution. In the case of 

no evaporation at all, the paths chosen by the first ants 

would tend to be excessively attractive for the following 

ones. In such a case, exploration of the solution space 

would be limited. Therefore, when one ant finds a good 

(and short) path from the colony to a food source, other 

ants probably follow that path and the positive feedback 

causes all the ants to eventually follow a single path. The 

idea of ant colony algorithm is to imitate this behavior by 

"simulated ants" which walk around the graph while 

showing the problem to be solved [15]. 

4. Proposed Ant Colony Scheduling 

Algorithm 

In this section, the proposed ant colony algorithm is 

introduced for solving the scheduling problem. The 

purpose of this scheduling algorithm is to rapidly find a 

conflict-free pairing of inputs to outputs, which  use a 
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queued cell to transmit between them. This pairing 

specifies which inputs transmit cells over the crossbar to 

which outputs in a determined time slot. Ant colony 

scheduling is a commonly used heuristic, since it 

generates "good" quality results for large complex 

problems. The proposed algorithm used separable 

allocation as a switch allocation. Additionally a dense 

allocator was applied as a VC allocator. The proposed 

allocator was based on a basic separable allocator and 

acted iterant. At each iterance, three steps are performed: 

1. Each input port sends a request for using the queue cell. 

2. Each output port selects one among all the received 

requests according to ACO that uses ant colony algorithm 

for computing priorities. 

3. Each input receives multiple grants and accept 

desirable grant according to ACO and inform to output 

port after grant by output ports. 

Request Grant Accept

Selecting among all incomming 

requests based on ACO

Selecting among all incomming 

grants based on ACO

 

Fig. 4. ACO scheduling: One iteration 

To prevent the same selection during each arbitration 

and eventually eliminate any possible starvation, we 

perform referee randomly throughout arbitrations. 

5. Methodology 

Evaluation is performed using BookSim simulator. A 

2D torus and flat-fly was used. Each router was connected 

to one network terminal and all the channels had a single 

cycle of latency. Deterministic dimension-order routing 

(DOR) was used for torus and ran-min routing for flat-fly 

topology. Also, 4 VCs with 8 buffer slots statically 

assigned to each were applied. Uniform random, random 

permutation, bit complement, and asymmetric traffic 

patterns were also employed. Injection rate was in flits. 

6. Simulation 

As illustrated in Fig. 5, in flat-fly topology with 

uniform and asymmetric traffic patterns, compared to 

iSLIP, ant algorithm increased throughput under 

maximum injection rate up to (12% on average). Ant 

algorithm offered (12.77% on average) more throughput 

at maximum injection rate than wavefront and 

comparable throughput (7.35% on average) more pim and 

(10.94% on average) more loa. 

 

Fig. 5. Throughput comparison of flat-fly for uniform, asymmetric, 
randperm, and bit complement traffic patterns 

Fig. 6 compares throughput by traffic pattern in torus 

topology. Compared to iSLIP, ant algorithm offered (0.1% 

on average) higher throughput. Compared to wavefront, 

throughput increased up to (0.17% on average). Ant 

algorithm can provide up to 0.14% increase in throughput 

compared to pim and (0.5% on average) more loa. Although 

the ant algorithm can provide higher throughput for some 

traffic patterns, it provides less throughput for bitcomp (bit 

complement) and randperm, because bitcomp creates some 

continuous flows of traffic which starve other flows. 

 

Fig. 6.Throughput comparison of torus for uniform, asymmetric, 

randperm, and bit complement traffic patterns 

In Figs. 7 and 8, throughput of the proposed algorithm 

is investigated in flat-fly and torus topology with 

asymmetric and uniform patterns, respectively. 

 

Fig. 7. Throughput comparison of torus and flat-fly across injection in 

asymmetric traffic 

Considering this figure, it can be observed that, in the 

uniform pattern, the circular mesh had better performance 

for low and medium traffic; however, flat-fly had higher 

throughput for high traffics. 
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Fig. 8.Throughput comparison of torus and flat-fly across injection rate 

in uniform traffic pattern 

7. Conclusions 

Inspired by the nature and collective intelligence of 
ants, ant colony-based scheduling algorithm in the 
network was investigated and applied to the chip.  We 
used ant colony approach in our scheduling because of 
two reasons: first of all the, possibility of employing 

initial information of the problem is unique in ant colony 
algorithm  the second reason is that  fat convergence in 
obtaining an optimal response and its resistant parameters 
in initial valuing. The results of this implementation 
showed that ant colony algorithm is destroyed due to the 
evaporation of extra pheromone pathways, which 
prevents ant trapping in local minimums and leads to 
better algorithm efficiency than the existing scheduling 
algorithms. Moreover, this algorithm performed at a very 
good level in most cases due to being smart in the traffic 
patterns close to real traffic-like asymmetric pattern. 

 
Acknowledgment 

This article was extracted from the thesis prepared by 
Neda Dousttalab to fulfill the requirements for earning the 
Master's degree. We thank Dr. Bahman Arasteh (Department 
of Computer Engineering, Islamic Azad University, Tabriz 
Branch) and Nan Jiang (Electrical Engineering, Stanford 
University, Stanford) for providing technical support. 

 

 

 

 

References 
[1] B. T. W.J. Dally, “Principles and Practices of 

Interconnection Networks,” Morgan Kaufmann Publishers, 

San Francisco, CA, 2004. 

[2] D. U. B. W.J.Dally, “Allocator Implementations for 

Network-on-Chip Routers,” In Proceedings of the 2009 

ACM/IEEE Conference on High Performance Computing, 

Networking, Storage and Analysis, 2009. 

[3] J. E. H. a. R. M. Karp, “An n5/2 algorithm for maximum 

matching in bipartite graphs,” SIAM Journal on 

Computing, vol. 2, pp. 225-231, 1973. 

[4] A. M. N.McKeown, V.Anantharam ,and J.Walrand, 

“Achieving 100% throughput in an input-queued switch,” 

In Proc. of IEEE INFOCOM, pp. 296–302, March, 1996. 

[5] L.Tassiulas, “Linear complexity algorithms for maximum 

throughput in radio networks and input queued switches,” 

In Proc. of IEEE INFOCOM, pp. 533–539, 29 Mar-2 Apr 

1998, 1998. 

[6] B. P. P. Giaccone, and D.Shah, “Towards simple high 

performance schedulers for high-aggregate bandwidth switches,” 

In Proc. Of IEEE INFOCOM, pp. 1160–1169, June, 2002. 

[7] N. McKeown, “The iSLIP Scheduling Algorithm for Input-

Queued Switches,” IEEE/ACM TRANSACTIONS ON 

NETWORKING, vol. 7, April, 1999. 

[8] S. S. O. T. E. Anderson, J.B.Saxe, and Ch.P. Thacker, 

“High speed switch scheduling for local area networks,” 

ACMTransactions on Computer Systems, pp. 3, 352-19, 

Novamber, 1993. 

[9] Y. T. a. H.C.Chi, “Symmetric crossbar arbiters for VLSI 

communication switches,” IEEE Transactions on Parallel 

and Distributed Systems, pp. 13–27, January, 1993. 

[10] F. S. S. S. Mukherjee, P.Bannon, J.Emer, S.Lang, and D. 

Webb“ ,A comparative study of arbitration algorithms for the 

Alpha 21364 pipelined router,” In Proc of. Architectural 

Support or Programming Languages and Operating Systems 

(ASPLOS), pp. pages 223–234, octobr, 2002. 

[11] P. B. S.S. Mukherjee, S.Lang, A.Spink ,and D.Webb, “The 

Alpha 21364 network architecture,” In Proc. of the 

Symposium on Hot Interconnects, pp. 113–117, august, 2001. 

 

 

 

 
 

[12] J. B. J. Kim, and W. Dally, “Flattened Butterfly Topology 

for On-chip Networks,” In International Symposium on 

Microarchitecture, pp. 172–182, December, 2007. 

[13] M.Dorigo, “ant colony optimization”. 

[14] G. D. C. a. L. G. M.Dorigo, “Ant Algorithm for Discrete 

Optimization,” Artificial Life, vol. 5, pp. 137-172, 1999. 

[15] S. S. a. S. N. S. P.Mathiyalagan “Modified Ant Colony 

Algorithm for Grid Scheduling,” IJCSE) International Journal 

on Computer Science and Engineering, vol. 2, 2010. 

 

 

 
Neda Dousttalab received the B.Sc degree in Computer 
Engineering from the Islamic Azad University, Shabestar Branch, 
Shabestar, Iran, in 2008 and the M.Sc degree in Computer 
Engineering from Islamic Azad University, Tabriz Branch, Tabriz, 
Iran, in 2013. Her research interests include multiprocessor 
systems-on-chip, networks on chip and Fault tolerance 
 
Mohammad Ali Jabraeil Jamali received B.Sc degree in 
Electrical Engineering from Urmia University, Urmia, Iran, the 
M.Sc degree in Electrical Engineering from Tabriz University, 
Tabriz, Iran, the M.Sc degree in Computer Engineering from 
Islamic Azad University, Science and Research Branch, Tehran, 
Iran and the Ph.D degree in Computer Engineering from Islamic 
Azad University, Science and Research Branch, Tehran, Iran, in 
1994, 1997, 2003 and 2009, respectively.  
He is an assistant professor of Computer Engineering at Islamic 
Azad University, Shabestar Branch. He is the author/co-author of 
more than 50 publications in technical journals and conferences. 
His current research interests include processor and computer 
architectures, chip multiprocessors, multiprocessor systems-on-
chip, networks on chip, ad hoc and sensor networks. 
 
Ali Ghaffari received the B.Sc degree in Computer Engineering 
from the University of Tehran, Tehran, Iran, in 1994 and the M.Sc 
degree in Computer Engineering from the University of Tehran, 
Tehran, Iran, in 2002 and the Ph.D degree in Computer 
Engineering from the Islamic Azad University, Science and 
Research Branch, Tehran. His research interests include 
information security, wireless networks, and ad hoc networks. 

 

http://www.researchgate.net/institution/Islamic_Azad_University_Tabriz_Branch
http://www.researchgate.net/institution/Islamic_Azad_University_Tabriz_Branch


 
* Corresponding Author 

A Fast and Accurate Sound Source Localization Method Using 

the Optimal Combination of SRP and TDOA Methodologies 

Mohammad Ranjkesh 
Department of Electrical Engineering, University Of Guilan, Rasht, Iran 

m.ranjkesh@khi.ac.ir 

Reza Hasanzadeh* 
Department of Electrical Engineering, University Of Guilan, Rasht, Iran 

hasanzadehpak@guilan.ac.ir 

 

Received: 30/Aug/2014            Revised: 09/Apr/2015            Accepted: 17/May/2015 

 

Abstract 
This paper presents an automatic sound source localization approach based on a combination of the basic time delay 

estimation sub-methods namely, Time Difference of Arrival (TDOA), and Steered Response Power (SRP) methods. The 

TDOA method is a fast but vulnerable approach for finding the sound source location in long distances and reverberant 

environments and is so sensitive in noisy situations. On the other hand, the conventional SRP method is time consuming, 

but a successful approach to accurately find sound source location in noisy and reverberant environments. Also, another 

SRP-based method, SRP Phase Transform (SRP-PHAT), has been suggested for the better noise robustness and more 

accuracy of sound source localization. In this paper, based on the combination of TDOA and SRP based methods, two 

approaches were proposed for sound source localization.  In the first proposed approach called Classical TDOA-SRP, the 

TDOA method is used to find the approximate sound source direction and then SRP based methods were used to find the 

accurate location of sound source in the Field of View (FOV) which is obtained by the TDOA method. In the second 

proposed approach which called Optimal TDOA-SRP, for more reduction of computational processing time of SRP-based 

methods and better noise robustness, a new criterion has been proposed for finding the effective FOV which is obtained 

through the TDOA method. Experiments were carried out under different conditions confirming the validity of the 

purposed approaches. 

 

Keywords: Steered Response Power; Time Delay Estimation; Steered Response Power Phase Transform; Sound Source 

Localization; Time Difference Of Arrival; Field Of View. 
 

 

1. Introduction 

Distributed microphone systems have been considered 

for various applications including human 

computer/machine interfaces, talker tracking, Robotic 

domain and beam-forming for signal-to-noise ratio (SNR) 

enhancements [1,2]. Many of these applications require 

detecting and localizing the sound sources. Therefore, 

proposed methods for sound source localization problems 

with distributed microphone arrays are usually very 

important. In some practical sound source localization 

(SSL) applications, the source should be automatically 

detected for computer driven analyses of the auditory 

scene [1]. SSL algorithms can be broadly divided into 

indirect and direct schemes [3]. Indirect algorithms 

usually follow a two-step procedure. In the first step, the 

time delay of arrival between each microphone pairs is 

computed and in the second step, they estimate sound 

source position based on the estimated delay and the 

geometry of arrays. The direct algorithm performs time 

delay of arrival and sound source location estimations in 

one single step by scanning a set of candidate source 

locations and selecting the most likely position as an 

estimated sound source location [4,5]. There are several 

algorithms for SSL applications categorized in a similar 

manner. But, two most successful and recently proposed 

methods which are well-known as Steered Response 

Power (SRP) and Time Difference of Arrival (TDOA) 

have been considered in the recent years for direct and 

indirect approaches, respectively [5,6]. The basic 

principle of SRP methodology is based on the filter-and-

sum (delay-and-sum) beam-forming operation, which 

leads to noise power reduction proportional to the number 

of uncorrelated microphone channels used in the 

operation [6,7]. Although SRP methods have been used 

properly for applications such as intrusion detection and 

gunfire location, this kind of SSL method is time 

consuming which makes real time applications 

inappropriate [8]. On the other hand, TDOA is another 

popular SSL method, which is more appropriate for 

practical and real time applications [9]. This method is 

nonlinear in its nature, but it has significant computational 

advantages over any other SSL methods. However, this 

kind of SSL methods is only able to estimate the direction 

of the corresponding sound source location in long 

distances. Therefore, this problem makes TDOA method 

inappropriate for applications in which the precise 

detection of the SSL is necessary [8,10].  

In this paper, a combination approach has been 

proposed to estimate the sound source direction using a 
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basic TDOA method and then SRP method has been used 

to find the final sound source location in the estimated 

direction. 

The experimental results in this paper show that 

because of the pre-estimation of the sound source 

direction in the proposed methods, we have a valuable 

reduction of the computational time and more noise 

robustness relative to the conventional SSL methods. 

Fig .1. FOV for SRP setup with four microphones. I(x, y) is a typical 

grid point 

2. Steered Response Power (SRP) Method 

The SRP methods use sound‘s power and create a 

SRP image to show the sound source location. The SRP 

method can be affected by different type of uncorrelated 

and correlated noises [6]. The uncorrelated noise typically 

results from the independent noise on each microphone 

channel and the correlated noise, on the other hand, 

results from coherent noise sources such as sources 

outside the Field of View (FOV), multiple targets and 

reverberations [6]. In the SRP method, the correlated 

noise creates greater challenges for beam-forming 

compared to the uncorrelated noise [6] and will be used in 

the experimental results of this paper. In order to reduce 

the impact of noise on the sound source location 

estimation, several filters for the SRP method have been 

proposed for improving performance, such as Maximum 

Likelihood (ML)[11], Smooth Coherence  Transforms 

(SCOT)[12], Phase Transform (PHAT)[13] and the Roth 

Processor[14]. The experimental results show that PHAT 

has a better performance than others in noisy and 

reverberant environment [15]. 

2.1 Mathematical Methodology of SRP 

Fig. 1 shows a simple fundamental structure of SRP 

methods in 2-dimentional case such that Sound source (I) 

and microphones (m) are at the same Z coordinate. In the 

SRP method, a microphone array is used to make the 

beam-form for each point in the FOV [16]. For each grid 

point of interest, the SRP delays each microphone signal 

to result in a coherent addition for a sound source 

traveling from the point of interest. For each point in the 

region of interest, the received signals are delayed 

accordingly and summed together coherently, and finally 

the power of each point in the region of interest is 

computed, respectively. The detection and location of the 

sound source is based on value of the estimated power at 

each point. Also, the power estimation maybe corrupted 

by noise sources, reverberation and the finite distributions 

of microphones [15]. 

As shown in fig. 1, for finding the location of sound 

source, it can be assumed that the FOV is formed as grid 

points i.e. I(x,y). By defining a 2-dimensional FOV 

(assuming that the sound source and microphones are in 

the same horizontal place e.g. xy plane) and N 

microphones and also considering the output from q'th 

microphone is mq(t), the SRP at the spatial point X=[x,y] 

for a time frame n of  length L can be defined as   

dtqXtmXP
Ln

nL

N

q

qn  





)1(

1

2|)),((|)(    (1) 

In this equation, ),( qX is the direct time of travel 

from location X to microphone q. In [17], it is shown that 

the SRP can be computed by summing the General Cross-

Correlation (GCC) for all possible pairs of the set of 

microphones. The GCC for a microphone pair (k,l) is 

computed as 

dwewMwMR jw

lkmm lk

 )()()(
*





    (2) 

where   is the time lag, * denotes complex 

conjugation, and Ml(w), Mk(w) are the Fourier transform 

of the microphone signals ml(t), mk(t), respectively. 

Taking into account the symmetries involved in the 

computation of (1) and removing some fixed energy term, 

the part of )(XPn
that changes with X is isolated as[5] 
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where )(Xkl  is the microphone time delay function 

of each pair is given by, 

c

XXXX
X lk

kl
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    (4) 

where Xk , Xl are the microphone locations and c is the 

speed of sound which is calculated by[21], 

       √            (5) 

In this equation, c is sound‘s propagation speed in 

(m/s) and T is environmental temperature    . 

In the SRP method, )(' XPn
is evaluated on the FOV to 

find the sound source location, Xs which provides the 

maximum value [5,7,17]. 

)('maxarg XPX ns  , X Є FOV   (6) 
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2.2 SRP Phase Transform (SRP-PHAT) Method 

The basic principle of SRP-PHAT is similar to SRP 

method, but in this method, a weighting function has been 

used to increase the accuracy of finding the sound source 

delays beside the advantage of its simplicity in the 

implementation [5]. In this method, the weighting 

function works as a normalizing factor which relates to 

the phase spectrum information of sound source. 

Regarding this term, equation (1) can be formalized as 

follows [5], 

dtqXtmwXP
Tn

nT

N

q

qqn  





)1(

1

2|)),((|)(    (7) 

where wq is weighting factor and ),( qX  is the direct 

time of travel from location X to microphone q. 

Therefore, SRP can be computed by summing the 

GCCs for all possible pairs of the set of microphones [5]. 

The GCC for a pair (k,l) is computed as 

dwewMwMwR jw

lkklmm lk

 )()()()(
*





   (8) 

where   is the time lag,* denotes complex 

conjugation, Ml(w) is the Fourier transform of the 

microphone signal ml(t) and )(wkl is a combined 

weighting function in the frequency domain [5]. In the 

SRP-PHAT, the weighting function for a reverberant 

environment is defined as [5], 

|)()(|

1
)(

*
wMwM

w
lk

kl      (9) 

In SRP-PHAT, GCC is computed using (8) instead of 

(2) to obtain )(' XPn
which is mentioned in (3). Finally, the 

sound source location can be evaluated by finding the 

point source location Xs that provides the maximum value 

in (6) [5]. 

3. Time Difference of Arrival (TDOA) 

Method 

The TDOA is one of the time delay estimation (TDE) 

sub-methods that is used in low noise or noise free 

environments, which leads to a considerable reduction of 

computational complexity. In this method, at least two 

microphones should be used to find sound source 

direction (θ). For finding θ, we need to calculate the time 

delay between received signals of each microphone, 

respectively. An approach to estimate the time delay 

between the received signals at two microphones is cross-

correlation [18]. The computed cross-correlation values 

give the point at which the two signals from separate 

microphones have their maximum correlations. The cross-

correlation of sound signals si and sj received in 

microphones i and j respectively is given by [8], 

]}[][{)(
*

jisjsEiR kllk      (10) 

where E denotes the expectation operator, i is discrete 

time shift, j points samples of each sound source signal 

and *denotes complex conjugate operation. As shown in 

(11), the discrete time delay between received signals, τkl, 

can be obtained by finding argument of the maximum 

value of cross-correlation, where the signals are best 

aligned[8], 

))((maxarg iRkl
i

kl      (11) 

 

Fig. 2. SRP image for 5×5 m2 FOV in the presence of noise with 

SNR=10dB. 

The time delay between two typical microphones is 

also given by [8],   

s

kl
kl

f
t


       (12) 

Where fs is sampling frequency rate of sound source. 

Therefore, the sound source direction, θ can be given by,  

)( s 1-

d

tc
in

kl
      (13) 

Where d and c are distances between two microphones 

and sound‘s propagation speed, respectively. In this 

approach. It is assumed that d should not be larger than 

sound wave length [18]. 

Fig. 3 shows a typical setup of TDOA method. As 

shown in Fig. 3, two candidates of θ can be mentioned for 

sound source direction [18-20]. For solving this problem, 

two pairs of microphones can be used to find the accurate 

sound source direction [21,22]. 

 

Fig. 3. Calculating the angle of sound source 

One of the suggestions for setup of microphone pairs which 

can be aligned together is shown in fig. 4 and used in this paper. 
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Fig.4. A typical TDOA microphone array (s1 and s2 are the first 

microphone pairs, s1׳, s2׳ are second microphone pairs, S is the sound 
source position) 

4. Combination of SRP/SRP-PHAT and TDOA 

As mentioned in section 1, although the SRP method 

can find sound source location, it is time consuming. On 

the other hand, although the TDOA is a low 

computational time method, it is noise effective. A 

suggestion can be derived using a combination of these 

methods to decrease the computational time as well as 

more robustness in the presence of noise. As shown in 

fig.5, two TDOA setups such as fig. 4 are used at the 

center of FOV [8] and three additional microphones are 

also utilized for each quarter [2,5,6,8]. For each quarter, 

these additional microphones with the central microphone 

can be used for SRP methodology. Therefore, in this 

paper, 13 microphones have been used in order to have a 

symmetric structure. 

4.1 Classical Combination of TDOA and SRP/ 

SRP-PHAT 

First, based on TDOA method mentioned in section 3, 

the sound source direction can be determined using four 

microphones placed in the center of FOV. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Combination FOV (circles are microphone positions) 

The next step is to find which quarter contains the 

accurate sound source location. Finally, one of the SRP or 

SRP-PHAT methods can be used to find the actual location 

of sound source in the selected quarter. For a better 

discrimination, the two proposed methods are briefly named 

as TDOA-SRP and TDOA-SRP-PHAT, respectively. 

 

Fig. 6. SRP/SRP-PHAT method computes sound source location in the 
quarter in the FOV selected using TDOA method.(Circles are 

microphone positions) 

Fig. 6 shows a general FOV that TDOA method has 

been proposed to find sound source direction. Afterward, 

this direction can be recognized to find the quarter 

contained sound source location. Each quarter containing 

the direction arrow is the goal quarter in the first step. 

As shown in fig. 7, the selected quarter can be used by SRP 

or SRP-PHAT grid search methods to find the actual sound 

source location. In this selected quarter, the SRP or SRP-PHAT 

search in grid points and find sound source location. 

4.2 Optimal Combination of TDOA and 

SRP/SRP-PHAT 

The classical combination of TDOA and SRP/SRP-

PHAT mentioned in subsection 4-1 can reduce the search 

area to a quarter of grid points. But, it should be noted that 

for noise-free or low-noise environments, the SRP/SRP-

PHAT methods just need to span the grid points along the 

direction which has been estimated by TDOA method. On 

the other hand, in the heavy noise environment and based 

on the noise effective nature of TDOA method, the 

SRP/SRP-PHAT methods should span nearly all of the grid 

points mentioned in the selected quarter to find the actual 

sound source location. Considering the time consuming 

nature of SRP-based methods, it seems for usual 

environmental noise that it is over qualified to seek all grid 

points of a quarter to find actual sound source location. 

Our experimental results show that for the successful 

detection of sound source location in the real environment 

with a different noise level, SRP-based methods can be 

computed in a region with a deviation, δ, around the 

direction obtained by TDOA method. Our empirical 

results indicate that this parameter can be selected 

proportional to δ=σ, where σ is noise standard deviation. 

TDOA 
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Fig. 7. Sound Source Localization in the selected quarter of Fig.6 

(Classical TDOA-SRP/SRP_PHAT) 

Fig. 8 shows a typical example of this approach. For 

better discrimination, two proposed methods optimized 

through the new structure are briefly named O-TDOA-

SRP and O-TDOA-SRP-PHAT, respectively. 

 

Fig. 8. Optimal TDOA-SRP/SRP_PHAT (Circles are microphone positions) 

5. Experimental Results 

To obtain the experimental results, a PC with the 

following software and hardware specifications has been 

used. Software: MATLAB R2013a, Hardware: PC 

Core(TM)i7-3632QM, CPU 2.20 GHz, RAM 8 GB. 

In this experiment, the resolution of grid points is 

assumed to be 100 and 200 mili meters in 5-1 subsection 

and is assume as 200 mili meters in other parts. The 

dimensions of FOV for sound source location are 5×5×2 

meters in length, width and height, respectively. The 

sound source used for this experiment is Chainsaw sound 

in wav format with the time spectrum mentioned in fig. 9. 

It's number of bits per sample is 16. Maximum frequency 

of the sound is 21.956 kHz, and the sound source 

sampling frequency is 44.1 kHz according to Nyquist 

sampling theorem. The processing was carried out using a 

sampling rate of 44.1 kHz, with the time windows of 

4096 samples of length and 50 % overlap. 

The fundamental of the work presented here is based 

on SRP methodology and TDOA method only has been 

used to reduce FOV's area by detecting sound source 

direction (not location). Therefore, experimental results of 

the proposed methods have been compared with the other 

SRP base methods which can find both of sound source 

direction and location. 

5.1 Comparison of the Proposed Methods in the 

Presence of Noise 

In this section, the deviation between actual and 

estimated sound source location of proposed methods is 

evaluated. In this comparison, for each level of noise, 

sound sources were degraded h times by noise. Then, the 

accuracy of the proposed SSL methods have been 

computed h times using the deviation of estimated and 

actual SSL methods in terms of Root Mean Square Error 

(RMSE) [20] as follows, 





h

k

kref rr
h

RMSE
1

2)(
1     (14) 

where rref is the distance between actual sound source 

location and center of FOV, and rk is the distance between 

estimated sound source location and center of FOV. We use 

h=10, and also several SNR = 40, 25, 10, 0 and -10dB are 

considered to evaluate the performance of proposed methods. 

 

Fig. 9. time spectrum of Chainsaw sound source 

Fig. 10 (a) and (b) show the SSL performance of 

proposed methods in the presence of different levels of 

noise for grid resolution 100 and 200 millimeter, 

respectively. As shown in fig. 10, for the all ranges of SNR, 

we have a significant difference between SRP-based 

methods and the proposed methods through classical and 

optimal combination of TDOA and SRP-based methods. In 

all methods, by increasing SNR till SNR= 0dB, the RMSE 

will be reduced and also the classical and optimal TDOA-

SRP and TDOA-SRP-PHAT methods have better 

performances than SRP and SRP-PHAT methods. 

On the other hand, due to the reduction of searching 

region of true sound source location, O-TDOA-SRP and O-

TDOA-SRP-PHAT methods can successfully eliminate the 

similar sound source locations and led to a better 

performance than C-TDOA-SRP and C-TDOA-SRP-PHAT 

 

 

 

δ 
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methodologies, respectively. An overall evaluation can also 

show that O-TDOA-SRP-PHAT has the best robustness and 

accuracy in the presence of different levels of noise. 

By comparing diagrams (a) and (b) in fig. 10, it can be 

concluded that decreasing the grid point resolution from 200 

millimeters to 100 millimeters can reduce significantly the value 

of RMSE and improve all methods performance, respectively. 

 
(a) 

  
 (a-1)                                                   (a-2) 

 
(b) 

  

(b-1)                                      (b-2) 

Fig. 10. Sound Source localization performance in terms of RMSE for 

proposed methods when different SNR are applied, (a) Grid resolution  
r = 100mm (a-1: -10 to 0 dB), (a-2: 0 to 40 dB) and (b) Grid resolution  

r = 200mm (b-1: -10 to 0 dB), (b-2: 0 to 40 dB). 

As shown in fig. 10 (a-1, b-1), for SNR less than 0dB, 

RMSE is increased abruptly and the performance of 

methods is reduced effectively. Furthermore, it can be 

seen in SNR= -10dB that SRP and SRP-PHAT methods 

have a better performance than their classical combination 

methods. It is due to this fact that the proposed classical 

combination methods seek all of the selected quarter to 

find the sound source location. Therefore, it may lead to 

several outputs that satisfy the true conditions of real 

sound source direction. This problem has been solved in 

the optimized version of proposed methods due to 

limitation of the seeking area of sound source location. 

5.2 Comparison Speed of Proposed Methods 

In tables I and II, the computation times of the proposed 

methods are compared for SNR=10,-10dB in three different 

dimensions of FOV (these dimensions are in meter). As 

mentioned, for this entire situation, FOV's height is 2 meters. 

To calculate these times, each method runs ten times and the 

mean value of the processing time is reported. 

Table 1. Comparison of the Time of Processing for SNR=10dB 

Proposed Methods 
Dimensions (m2) 

5×5 10×10 20×20 

SRP 

P
ro

ce
ss

in
g
 

T
im

e 
(S

ec
) 

49 186 728 

SRP-PHAT 47 193 781 

C-TDOA-SRP 13 50 187 

C-TDOA-SRP-PHAT 15 55 194 

O-TDOA-SRP 8 24 90 

O-TDOA-SRP-PHAT 8 25 100 

Table 2. Comparison of the Time of Processing for SNR= -10dB 

Proposed Methods 
Dimensions (m2) 

5×5 10×10 20×20 

SRP 

P
ro

ce
ss

in
g
 

T
im

e 
(S

ec
) 

52 189 735 

SRP-PHAT 48 193 784 

C-TDOA-SRP 11 51 188 

C-TDOA-SRP-PHAT 14 54 189 

O-TDOA-SRP 7 25 92 

O-TDOA-SRP-PHAT 8 26 102 

As shown in tables I and II, because of the ability of 

quarter selection in C-TDOA-SRP and C-TDOA-SRP-

PHAT, they have lower computational time than SRP and 

SRP-PHAT. Also, because of the limitation in the region of 

process (grid point search), O-TDOA-SRP and O-TDOA-

SRP-PHAT have less computational time than any other 

methods brought in this experiment. Therefore, for a real-

time SSL, the optimal combination methods e.g. O-TDOA-

SRP and O-TDOA-SRP-PHAT can have better abilities. 

The comparison between tables I and II shows that 

there are no comparable differences between computation 

time of proposed methods in the presence of  high and 

low SNR (respectively 10 , -10 dB). Therefore, it can be 

assumed that the computational time of proposed methods 

can be considered independent relative to SNR variations 

and have similar performance. 

5.3 Stability Comparison 

Another comparison can be mentioned through 

evaluating the stability of the proposed methods in the 

presence of several level of noise. The standard 

deviation (SD) between actual and estimated sound 
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source location can be used as a suitable objective 

manner to compare the stability of the proposed methods 

[5]. As shown in fig. 11, the SD of the proposed 

methods has been computed for three different SNRs (40, 

25, 10 dB) and in three different FOV dimension. A 

lower SD points to the more stability of each method.  

 

(a) 

 

(b) 

 

(c) 

Fig. 11. Stability Comparison with Standard Division examination (each 

of the six columns is relevant to a SNR) 
(a):5*5m2 FOV; (b):10*10m2 FOV; (c):20*20m2 FOV 

Based on fig. 11, each sub-fig shows increasing the 

level of noise can lead to lower stability (more SD) for all 

proposed methods. 

But, in different level of noise (different signal to 

noise ratio), O-TDOA-SRP-PHAT has the best stability. 

Furthermore, for different level of SNR, Optimal 

combination methods (O-TDOA-SRP and O-TODA-

SRP-PHAT) have fewer variations in SD level and more 

stability compared to other methods.  

Comparison of figs 11 (a, b and c) show although 

increasing FOV's dimension reduce stability of methods but, 

optimal combination methods remain more stable than others. 

6. Conclusion and Feature Work 

Although SRP-based methods are practical and 

suitable ways for sound source localization in the noisy 

and reverberant environment, they need valuable 

processing time. On the other hand, although TDOA is a 

low computational approach for sound source localization, 

this method is very noise effective.  

In this paper, experimental results show a combination 

approach based on TDOA and SRP/SRP-PHAT 

methodologies optimized and simplified by reducing the 

initial search region, and can decrease the time of 

processing as well as the better suppression of noise effect. 

Results indicate that the proposed sound source localization 

methods have better robustness and lower computational 

time relative to the simple SRP method. This reduction has 

been shown to be sufficient for the development of real-

time sound source localization applications. Also, results 

show that SRP-PHAT method can have a better 

performance than SRP, even when combined with a basic 

TDOA. Moreover, the combination of the SRP and SRP-

PHAT with the TDOA method increases their stability in 

different signals to noise ratio level. The limitation of the 

proposed methods (combined methods) is the number of 

microphones which may make these approaches 

inappropriate for some practical applications. The next 

research challenge for authors is how the number of 

microphones can be reduced besides keeping the 

appropriate performances of the proposed methods. 
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Abstract 
The goal of the future terrestrial digital video broadcasting (DVB-T) standard is to employ diversity and spatial 

multiplexing in order to achieve the fully multiple-input multiple-output (MIMO) channel capacity. The DVB-T2 

standard targets an improved system performance throughput by at least 30% over the DVB-T. The DVB-T2 enhances the 

performance using improved coding methods, modulation techniques and multiple antenna technologies. After a brief 

presentation of the antenna diversity technique and its properties, we introduce the fact of the well-known Alamouti 

decoding scheme cannot be simply used over the frequency selective channels. In other words, the Alamouti Space-

Frequency coding in DVB-T2 provides additional diversity. However, the performance degrades in highly frequency-

selective channels, because the channel frequency response is not necessarily flat over the entire Alamouti block code. 

The objective of this work is to present an enhanced Alamouti space frequency block decoding scheme for MIMO and 

orthogonal frequency-division multiplexing (OFDM) systems using the delay diversity techniques over highly frequency 

selective channels. Also, we investigate the properties of the proposed scheme over different channels. Specifically, we 

show that the Alamouti scheme with using Cyclic Delay Diversity (CDD) over some particular channels has the better 

performance. Then, we exemplarity implement this scheme to the DVB-T2 system. Simulation results confirm that the 

proposed scheme has lower bit error rate (BER), especially for high SNRs, with respect to the standard Alamouti decoder 

over highly frequency-selective channels such as single frequency networks (SFN). Furthermore, the new scheme allows 

a high reliability and tolerability. The other advantages of the proposed method are its simplicity, flexibility and standard 

compatibility with respect to the conventional methods. 

 

Keywords: Alamouti Coding; DVB-T2; MIMO; OFDM. 
 

 

1. Introduction 

OFDM is known as an attractive modulation scheme 

because of its robustness to frequency selective fading 

channels [1], [2]. Moreover, the MIMO is considerable to 

achieve diversity for combating the channel fading. 

Combining OFDM with MIMO technology is vital to 

overcome the multipath distortion, to simplify 

equalization and to increase the data rate [3], [4]. Thus, 

the Alamouti space–frequency coded was offered as a 

suitable multiple antenna technology. However, it 

requires processing at both transmitter and receiver [5], 

[6]. Further, some technologies like space-time coding, 

are constrained in the choice of   number of antennas or 

the applicable code rate [7], [8]. The Delay Diversity (DD) 

is known as simple method. However, CDD is more 

efficient. The Alamouti method with transmit antenna 

selection in flat Rayleigh fading channels is presented in 

[9]. However, this result is valid only when the channel 

does not change within the same Alamouti pair [10]. 

Correspondingly, this means that the simple Alamouti 

decoding suffers from time-variation of the channel, 

which is not necessarily flat over the entire Alamouti 

block code. Therefore, using the simple Alamouti 

decoding will cause performance degradation in such 

channels [1], [11]. On the other hand, many of the 

multiple antenna technologies require processing at both 

transmitter and receiver [12], [13]. In practice, the delay 

DD methods have attracted as a simple and efficient 

method in the past few years [14], [15]. The other 

diversity technique is CDD, which is a special cyclic 

delay diversity diversity scheme [16].  

To combat the performance degradation of the 

conventional Alamouti scheme, we introduce an enhanced 

Alamouti standard Alamouti space-frequency block code 

(SFBC) using CDD which is compatible with the DVB-

T2 [17] system. In the proposed method we obtain a 

significant performance enhancement in BER without 

increasing the number of antenna. The other advantages 

of the proposed method are its simplicity, flexibility, 

compatibility, high reliability and tolerability with respect 

to the standard Alamouti scheme. 
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This paper is organized as follow. In Section 2, 

antenna diversity techniques which are included cyclic 

delay diversity, channel properties and determination of 

cyclic delay value is described. In Section 3, combination 

of  the enhanced Alamouti decoding scheme and CDD is 

investigated. Section 4 provides simulation results for the 

proposed scheme with respect to two types of delay 

diversity techniques for MIMO-OFDM with CDD. 

Section 5 concludes the paper and mentioned the possible 

future work. 

2. Antenna Diversity Techniques 

Transmit antenna diversity play an important role to 

increase the robustness and reliability over wireless 

fading channels. There are simple approaches to achieve 

diversity, such as Delay Diversity which is used in our 

research. 

2.1 Cyclic Delay Diversity 

The Delay Diversity is a simple diversity scheme 

which was proposed by Witteneben in 1993 [12]. The DD 

techniques have regained attraction recently as simple 

transmit antenna diversity methods for establishing a 

reliable link in fading environments. In principle, the DD 

transmits delay diversity of a signal over further TX-

antenna. Because of linearity, implementing the DD at the 

receiver side is possible, but it causes the channel delay 

spread increment. In order to overcome this drawback, the 

CDD method is used in which the TX-antenna specific 

delays are replaced with cyclic shifts [18]. The CDD 

scheme enhances the frequency selectivity of the channel 

transfer function without increasing the observable time 

domain channel delay spread at the receiver. Figure 1 

shows the front-end of a generic MIMO-OFDM 

transmitter using the CDD [19],[20]. In this figure we 

have two data streams.  

Alamouti space-time block code, was primarly 

proposed for MIMO system using two transmit and two 

receive antennas. Using STBC to the OFDM is very 

straightforward because individual subcarriers can be 

considered as independent flat fading channels. Alamouti 

space-time code can be represented by the following 

matrix:  

(1) 






 


*

12

*

21

ss

ss
s

 
Each row indicates the transmiting antenna and each 

column indicates a time interval. Thus, in the first time 

interval s1 symbol will be transmitted from the first 

antenna and s2 from the second one, while in the second 

time interval –s2
*
 will be transmitted from the first 

antenna and –s2
*
 from the second one.  

In the DVB-T2 case, simple Alamouti code is used in 

the transmitter which enhances spectral efficiency and 

link reliability by maximizing the diversity in the receiver 

while using low complexity equalization based on 

maximal ratio combining (MRC) [10]. In the first data 

stream, after the IFFT transform, cyclic prefix (CP) is 

added to each symbol by repeating the end of the same 

symbol. Therefore, the obtained signal S0(k), which is a 

sequence of NFFT data symbols of Sl, for l=0,…,NFFT-1, is 

transmitted via TX-antenna zero without delay. In the 

other data stream, the CDD scheme is implemented for 

providing additional diversity; therefore the system 

performance will be improved. In order to keep the 

average transmission power independent of the number of 

related TX-antennas (NT), the data stream is normalized 

by (NT -1)
0.5

 factor. Before inserting the CP, the symbol is 

shifted cyclically, which results in the antenna specific 

TX-signal as bellow 
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for i=0,…,NT-1 and k=-NG,…,NFFT -1,, where NG 

                                  ,       is the sample of 

an Alamouti symbol, which is modulated in time domain 

and then the signal is shifted cyclically by  Di
cyc

 before the 

CP is added. After guard interval removing at the receiver, 

as long as TX-antenna specific delays Di is equal to cyclic 

shifts Di
cyc

 ,both CDD and DD yield the same signal. The 

OFDM symbols of the DD signal partly overlap the guard 

interval of the subsequent OFDM symbol at about D 

which is a restriction in the choice of D. To avoid inter 

symbol interference (ISI), the NG must be 

(3) 
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where Lmax is the maximum channel delay samples. 

Based on (2) the minimum length of the CDD guard 

interval does not depend on the cyclic delays Di
cyc

, and we 

can choose shorter guard interval [4].In other words, the 

CDD scheme does not depend on the number of TX-

antenna and there is no overlapping of OFDM symbols. 

However, when the received signal is free of the ISI, the 

DD has the same performance as the CDD. Note that, the 

MIMO channel is changed to a single-input multiple-

output (SIMO) channel via CDD method, i.e. the spatial 

diversity is transformed into frequency diversity [4]. 

 

Fig. 1. Front- end of a generic MIMO-OFDM transmitter using CDD 

2.2 Channel Properties of Cyclic Delay Diversity 

In order to analyze the properties of CDD, we 

consider the received time domain signal as  

(4) ),(.)mod(
1

)(
1

0 0

max

pkhNDpks
N

kr i

N

i

N

p

cyc

i

T

T




 



 
where k = 0 , . . . , N – 1 and hi(k,p) denotes the time 

domain fading process (time index is k) for TX-antenna i 
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and path delay p (in samples) [21]. Note that, to simplify 

the equation (3), we neglect additive white Gaussian noise 

(AWGN). We desired to obtain effective channel transfer 

function subcarrier fading correlation. Thus, equation (3) is 

transformed into the frequency domain and is given by … 
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Where 

(6) 
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is the N× N discrete Fourier transform (DFT) of the 

time variant channel fading process hi(k,l) with respect to 

time index k. We can use this expression as the 

transferred channel at the receiver and it can help us to 

analyze the properties of channel in order to modify it. 

Note that, if the fading processes hi(k,p) = hi(p) are 

constant for the duration of an OFDM symbol we have 

ICI-free transmission over subcarriers [16]. Then if we 

consider a quasi-static fading, the received signal will be  
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Then, we rewrite equation (6) and simplify as 

(8) 
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which is the equivalent channel transfer function and 

it can clearly specify the CDD effects. Also, Hi(l) are the 

frequency domain channel fading coefficients for 

subcarrier l of the OFDM symbol from TX-antenna i to 

the receiver [21]. Note that, Hi(l) is the DFT of hi(k,p) 

with respect to the path delay p and the quasi-static fading 

assumption (i.e. hi(k,p) = hi(p)). Finally, Hi(q,p) is the 

DFT of hi(k,p) with respect to the time variable k and path 

delay p as a parameter. 

2.2.1 Correlation Properties 

The expectation E{H˜
*
(l)· H˜ (l+v mod N)} yields the 

correlation properties of the frequency domain channel 

fading, where (·)
*
 means complex conjugate. We assume 

these processes are stationary. In other word, identical 

statistical channel properties from TX-antenna i to the 

receiver, σp does not depend on TX-antenna index i. Then, 

we obtain the fading correlation as  
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That means, σp
2
 =E{|hi(p)|

2
}.ϕCh

(ν) is the fading 

correlation function in frequency direction for the 

component channels, i.e. the channel observed from the 

TX-antenna i to the receiver antenna. Therefore, equation 

(8) allows the design of roots for the correlation function 

which leads to find the value ν independent of the 

multipath channel properties ϕCh
 ν  [16]  

2.3 Determination of Cyclic Delay Value 

In this section we investigate the impact of the value of 

Di
cyc

. By increasing cyclic delays with a constant 

increment (D) as 
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Then, it can be considered for two cases: 

i) NT is a divider of N: 

we set δ= N / NT and (10) simplifies to 

(12) )mod()( T

CDD N   
Thus, a subcarrier fading process is uncorrelated to its 

NT −1 neighbors. 

ii) we choose δ such that δ.NT is a divider of N: 

with ɳ =N/ δ.NT 
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3. Combination of Enhanced Alamouti 

Decoding Scheme and CDD 

In the latest wireless broadcast systems, such as DVB-
T2, in order to increase bandwidth efficiency, multiple 
antenna technologies are used [17]. The block diagram in 
Figure.2 illustrates the proposed scheme which is a 
genetic MIMO-OFDM DVB-T2 system using CDD. At 
the DVB-T2 transmitter side, after error protection, 
mapping and interleaving, the MIMO coding is performed 
[17]. Then each independent data stream together pilots 
and transmission parameter signaling (TPS) data are 
arranged in an OFDM frame. In this paper, we focus on 
using of Alamouti STBC, that was primarily introduced 
for MIMO scenario with two transmit and two receive 
antennas. With assumption of Sk, Sk+1 as two successive 
subcarriers, the MIMO encoder outputs two pairs, [Sk, -
Sk+1

*
 ] for the first data stream, and  [Sk+1 , Sk

*
] for the 

second data stream. In this paper, we combine the 
enhanced Alamouti decoding and the CDD scheme. For 
this propose, considering one MIMO-OFDM symbol in 
(1), the S0(k) is transmitted as un-shifted (D0

cyc
= 0) signal 

over TX-antenna 0. The other 
TX-antenna signal is shifted cyclically by Di

cyc
 before 

CP is added due to Fig. 2. In the receiver side, after 
removing the CP, the remaining OFDM time domain 
symbol is transformed into frequency domain by an FFT 
which yields to 

(14) NHSY 
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where N is complex Gaussian noise which is mutually 

uncorrelated between different subcarriers. Also, hi are 
the taps of the channel impulse response and H  denotes an 
equivalent channel transfer function. It means that a 
receiver cannot distinguish whether a propagation path 
results from CDD or the channel itself [4]. In the channel 
estimation, known pilots are used for estimation of the 
complex valued channel fading coefficients for each 
subcarrier. After FFT transformation and pilot extraction, 
the received signal will be: 

(16) 
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where hi,j
k
 is the channel frequency response at the 

carrier kth, between the ith receive antenna and jth 
transmit antenna, and Ni

k
 is AWGN noise at the kth 

carrier of the ith receive antenna. Also,
*
 denotes conjugate 

operator. In the standard Alamouti algorithm, it is 
assumed that the channel frequency response is constant 
over two consecutive carriers, i.e. hi,j

k
=hi,j

k+1
. However, 

the performance of the standard Alamouti decoding 
degrades in highly frequency-selective channels since 
quasi static fading for adjacent subcarriers is required. To 
tackle this drawback, we propose an efficient Alamouti 
decoding scheme using CDD. Let us consider the changes 
in the channel matrix over adjacent OFDM carriers which 
are described as: 

 

 

Fig. 2. Transmitter and receiver sides of proposed scheme 
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        )17) 
Where, the T refers to the conjugate transpose. Thus, 

there is not any necessity to consider the channel constant 
over two consecutive subcarriers [1].Then, the estimated 
transmitted symbol in minimum mean square error 
(MMSE) criterion will be: 

(18) YBhBIadj
hBI

S .).(
)det(

1~
2

2






 
where, 

(19) TT hhhB 1)( 
 

 

Where det() and adj() denote the determinant and the 
adjoint of matrix of (I2+BΔh), respectively. Then, the 
transmitted data can be recovered at the receiver through 
(9). It is considerable that the new scheme has a lower 
complexity since in (9) does not consist of direct inverse 
of the matrix (I2+BΔh) . 
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4. Simulation Results 

In this paper, we applied DD and CDD with different 

Di to the MISO systems (2×1). We use the 2k mode (2048 

points IFFT) with 4-QAM modulation. The guard interval 

length is NG =1/4. At the receiver sides we assume that 

the channel estimation is perfect. For our investigations, 

we use 9-path multipath Rayliegh channel models which is 

similar to Indoor Commercial-channel B models large 

open centers, such as shopping malls and airports. Its 

power-delay profile is [0-8-17-19-21-23-25]dB. The fading 

processes for the several propagation paths are statistically 

independent. Figure 3 compares the performance of MISO 

with DD and CDD. As can be seen for short guard interval, 

DD and CDD perform the same such as Di =5 samples. In 

other word, the performance of DD and CDD is equal if 

the transmission is ISI free. However, by increasing guard 

interval, using the MISO-DD method, causes noticeable 

performance degradation at the receiver. For instance, at 

BER= 10e -4 a MIMO-CDD system with Di =1 requires an 

SNR of 17.2. But, Di =3 and Di =5 require SNRs of 23.5 

and 24.5 respectively. There is a fact to take into account 

that if the guard interval is increased for DD, we obtain a 

huge amount of interference. 

To study the property compatibility of MIMO scheme 

(Fig.2) with the DVB-T2 system, a MIMO-OFDM system 

is compared to a MIMO-OFDM with CDD system. For 

this purpose, we implement the proposed scheme (Fig.2). 

It worth mentioning that in [22] both methods of CDD 

and Alamouti are used separately for the channel DRM+ 

system at a velocity. In [22], the author shows that the 

CDD performs better than simple Alamouti in fast fading 

channels [22]. We use 15-path multipath Rayleigh fading 

channel model which is similar to the pervious channel 

model. We applied 4-QAM, 8k length with a guard 

interval of ¼. Channel estimation is assumed to be perfect. 

We observe that the performance of the proposed 

method is much better that the Alamouti scheme in DVB-

T2 system (Fig. 4). In this simulation, we use enhanced 

decoding Alamouti which is introduced in [1]. Compared 

to a MIMO-OFDM system which requires an SNR of 21 

dB at BER=10e-3, a MIMO-OFDM system using CDD 

requires 16.5 dB, which provides a gain of 4.5 dB for the 

considered DVB-T2 parameter set (Fig. 4). 

In order to verify the better performance of the 

proposed enhanced Alamouti decoder using CDD with 

respect to the Alamouti decoder in [1], we consider the 

MIMO-OFDM system based on the DVB-T2 standard. 

An 8k mode where 8192 sub-carriers with 4-QAM are 

used .We applied 10000 OFDM symbols with a guard 

interval of ¼ in a MIMO DVB-T2 system (2×2). We used 

the P1 multipath Rayleigh fading channel model, which is 

described in [5]. The channel has 20 taps without any 

Doppler effects. We also evaluate the performance of un-

coded scenario; thus the coding and interleaving are 

bypassed in the system simulation. We applied four 

profiles as MIMO channels with the same power and 

different phase, i.e. they are randomly chosen between 0 

a   2π i   r  r    ma       u c rr  a    c a      I   r  r 

to simulate highly frequency selective channels, random 

phase with different values for a and b, as the power of 

the delayed channel and the delayed spread respectively, 

are used. In principle, increment in the delay spread and 

the power of delay channel converts the channel to a 

highly frequency-selective channel [1]. Fig. 5 shows the 

results of the efficient Alamouti decoding scheme using 

CDD versus the introduced method in [1] and the 

standard one. We chose Di
cyc

 =2, because as shown in [4], 

the SNR does not increase further when Di
cyc
>1 5μ    I  

this simulation channel estimation is assumed to be 

perfect. Fig. 5 shows that for a=0.5, the proposed scheme 

performs approximately the same as the scheme in [1]. 

On the other hand, the performance of standard decoder 

degrades. For a=0.9, we observe that the performance of 

the proposed scheme is better than the scheme in [1]. This 

improvement is a fact because the proposed scheme 

increases the degree of diversity. The proposed scheme 

allows a significant performance enhancement that can be 

achieved without increasing the number of antenna. 

However, we decrease BER by using an enhanced 

Alamouti-CDD. In other word, even for such channels the 

performance of the proposed scheme is still much better 

than the other schemes. For instance, this figure shows 

that the proposed scheme outperforms the scheme in [1] 

by 3.2dB at an average BER of 10-3. 

5. Conclusions 

In this paper, we have shown that the performance of 

well-known Alamouti decoding degrades in the highly 

frequency selective channel. To tackle this problem, we 

proposed an enhanced Alamouti decoder using CDD 

scheme. The proposed modification in the standard 

Alamouti decoding caused a high tolerability of the 

system in the frequency selective channels such as the 

SFN channels. Simulation results confirm that the new 

introduced scheme has significant performance 

improvement. Therefore, the new scheme is useful in 

MIMO-OFDM systems such as the DVB-T2standard 

which allows a high reliability and capacity enhancement. 
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Fig. 3. a comparison of SNR in CDD and DD respect to Di 

 

Fig. 4. The performance of DVB-T2 system by using Alamouti scheme 
and CDD. 

 

Fig. 5. The performance of different schemes in BER vs. SNR. 
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Abstract 
In this paper, the specific trait of Persian signatures is applied to signature verification. Efficient features, which can 

discriminate among Persian signatures, are investigated in this approach. Persian signatures, in comparison with other 

languages signatures, have more curvature and end in a specific style.  An experiment has been designed to determine the 

function indicating the most robust features of Persian signatures. To improve the performance of verification, a combination 

of shape based and dynamic extracted features is applied to Persian signature verification. To classify these signatures, 

Support Vector Machine (SVM) is applied. The proposed method is examined on two common Persian datasets, the new 

proposed Persian dataset in this paper (Noshirvani Dynamic Signature Dataset) and an international dataset (SVC2004). For 

three Persian datasets EER value are equal to 3, 3.93, 4.79, while for SVC2004 the EER value is 4.43. 

These experiments led to identification of new features combinations that are more robust. The results show the 

overperformance of these features among all of the previous works on the Persian signature databases; however, it does 

not reach the best reported results in an international database. This can be deduced that language specific approaches 

may show better results. 

 

Keywords: Online Signature Verification; Support Vector Machine; Robust Feature Extraction; Online Signature Dataset. 
 

 

1. Introduction 

Nowadays, biometric methods are more considered 

for identification. These methods strongly depend on 

inherent characters of people, thus they are highly reliable. 

A specific signature such as other biometric features is 

exactly associated to a specific person and this unique 

feature is applied to identification and verification. 

IBG1[1] reported that the signature modality is the second 

behavioral trait in commercial importance just after voice 

biometrics. Applications of online signature verification 

in legal (document authentication), medical (record 

protection), and banking sectors (cheque and credit card 

processing) are so common and increasing [2].  

Signature verification consists of two types including 

static and dynamic verification. Shapes of signatures are 

available in static signature verification, i.e. recognition has 

to be done on a two-dimensional shape and the final decision 

is based on signature appearance. However, dynamic 

features are considered as well as appearance features in 

dynamic verification. In this method, Pressure sensitive 

tablet records the 2D coordination, pressure, Azimuth and 

Altitude of signatures in specific intervals of time.  

                                                           
1 International Biometric Group 

Generally, feature extraction in signature verification 

is categorized into parametric and functional types [3]. In 

functional type, time sequences describing local 

properties of the signature are used for 

recognition[2],whereas other features such as global and 

shape-based features are included in parametric category. 

1.1 Parametric Features 

Many researchers have worked with different methods 

on parametric features. Pippin[4] used global features 

such as average pressure, average velocity, pen tip and 

number of curves. Curves in signatures are extracted and 

compared with Dynamic Time Warping (DTW) to find 

similarity between reference signature and input signature. 

With specifying a threshold value, similarity is analyzed 

and decision-making is done. Dehghani [5] presents a 

two-phases method for Persian signatures. The first phase 

consists of feature extraction based on fractal vector of 

signature pressure. Then the Adaptive Network based 

Fuzzy Inference System (ANFIS) is applied to classify 

Persian signatures, which passed first phase. Alizadeh [6] 

extracts 62 parametric features such as total signing 

duration, signature height, maximum of x and y and 

associated time. Extracted features were compared with 

two threshold values in two-stages in classification. 
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1.2 Functional Features 

As mentioned before, some functions can be achieved 

from the tablet data package. Nanni [7] implements 

discrete wavelet transform on functions extracted from 

signature and decreases its dimensions using Discrete 

Cosine Transform (DCT). Gained vectors are considered 

as classifier inputs. One-dimensional signals of      and 

     have been processed in parallel in [8]. The signature 

has been pre-processed by Mellin transform being scale 

invariant. Feature vectors have been extracted using Mel 

Frequency Cepstral Coefficient (MFCC) and feature 

dimensions have been decreased using Principal 

Component Analysis (PCA). Finally, decision is made 

using linear classifier. Muhammad Khan [9]proves that 

parts including middle velocity can be suitable criteria for 

proper verification. Middle velocity is categorized into 

low middle velocity and high middle velocity. Classifier 

inputs are considered using middle velocity features. 

Marianela et al. [10,11] studied the discriminative 

power of combinations of most commonly time functions 

related to signing process. A consistency factor is defined 

to quantify the discriminative power of these different 

feature combinations. They presented experimental 

results that show there is a good correlation between the 

consistency factor and the verification errors, suggesting 

that consistency values could be used to select the optimal 

feature combination. 

In [12], a new partitioning method is proposed for 

online signature verification. The partitions represent 

areas of high and low speed of signature and high and low 

pen's pressure. The method is performed on SVC2004 and 

BioSecure databases. 

The One-Class Support Vector Machine (OC-SVM) 

based on independent parameters is used in [13]. This 

method is proposed for the situation when the forgery 

signatures are lack as counterexamples. In order to reduce 

the misclassification, a modification of decision function 

used in the OC-SVM is suggested. 

In [14] a minimum distance alignment between the 

two signatures is made using dynamic time warping 

technique that provides a segment to segment 

correspondence. Fuzzy modelling of the extracted 

features is carried out in the next step. The experiments 

are carried out on SVC2004 and SUSIG databases. 

 The rest of the paper is organized as follows. Datasets 

are briefly described in the next section. In section 3, 

proposed method is presented. The results are described 

in section 4. Section 5 discusses about the proposed 

method and the conclusion and future works are given in 

the last section. 

2. Datasets 

To analyze the proposed method for Persian 

signatures, two datasets are used from [5] and [15] and a 

new own dataset named Noshirvani Dynamic Signature 

Dataset (NDSD) is produced and will be published. The 

method that is used for gathering data is the same as what 

is applied in SVC2004 [16]  international dataset. 

Datasets from [5] are the first used datasets in which 

signatures are generated from 40 people as well as 10 

signatures per person are involved. The second 

dataset[15], the next used dataset in this paper, involves 

dynamic data that is generated from 50 signatures. Each 

person has registered 25 signatures and there are 15 

forgery signatures per sample.  

Specific features of Persian signatures are tested to 

identify and analyze in this study. This method has been 

applied for international dataset called SVC2004. The 

mentioned dataset includes 1600 signatures generated 

from 40 people in which 20 forgery and 20 genuine 

signatures are involved per person[16]. 

2.1 Data Acquisition (NDSD) 

The signatures of NDSD database -newly introduced 

in this work- in are acquired by WACOM INTUOS4 

digitizing tablet. The tablet sent a data package including 

pen tip coordination, pressure, azimuth and altitude angles 

(see figure 1). Data are sent every 10 milliseconds and 

signers sign in a plate with size of 129 96  mm. The 

pen senses 2048 levels of pressure. The interface software 

was programmed by visual basic software and the tablet 

was connected to computer with USB port. 

 

Fig. 1. Azimuth and Altitude angles. 

NDSD dataset was prepared in Digital Signal 

Processing Laboratory of Babol Noshirvani University of 

technology. 55 students of computer and electrical 

engineering department participated in producing the 

dataset. Each person signed 65 signatures in two different 

times with more than 3 days interval. People signed in 

two situations of standing and sitting. The dataset users 

were in range of 18 to 40 years old. Seven signers of them 

were left handed and 23 signers were female. 

Fifteen professional forgers forged all signatures. Two 

types of professional forging were performed. In the first 

type, the signers could see just the shape of the genuine 

signatures of people and had enough time to practice for 

forging. In this type of forging, forger person should 

guess the signature path and other dynamic features. In 

the second type, Forgers had dynamic information of 

signatures and tried to forge shapes and dynamic 

information of signatures. The signatures path and pen tip 

velocity were animated for forgers and the signatures 

intensities were proportional with the pen pressure on the 

tablet. In both types, forgers tried at least 15 times to 

Azimuth(-90 - +90) 

Altitude(0 - 359) 
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forge signatures before recording the dataset signatures. 

Ultimately, forty forgery signatures were recorded from 

four forgers assigned for each genuine signature. In figure 

2 some genuine and forgery signatures from NDSD 

dataset are illustrated. 

NDSD dataset are illustrated. 

 
   

(a) (b) (c) (d) 

 
 

  
(e) (f) (g) (h) 

Fig. 2. figures 2.(a,b) , 2.(e,f) are genuine signature and 2.(c,d) , 2.(g,h) 

are their forgery signatures respectively. 

3. Proposed Method 

The proposed biometric verification system in this 

paper can be sketched as in figure 3. Signatures 

acquisition from the set, extracting features and making 

decision are three main stages of the method. 

 

Fig. 3. Block Diagram of the proposed method. 

In the proposed method, at first, specified features of 

Persian signatures are considered. The stability 

experiment of dynamic features has been carried out on 

Persian available signatures. Robust and reliable features 

of all Persian signatures are recognized. Besides, the 

results obtained from the experiment as well as two other 

features are the base of primary feature extraction. SVM 

classifier inputs are the distance between the input 

signature primary features and the reference signature 

features. The classification will be improved due to 

assigning small numbers to all genuine signatures and 

large numbers to forgeries through this process. 

In the following sections, the proposed algorithm is 

described in detail: 

3.1 Persian Signatures 

Persian signatures are significantly different from other 

language signatures. In other languages, the shape of 

signatures is close to the names whereas Persian signatures 

are made by some lines, curves, and signs and almost 

different from the people’s names. Some of the most 

important features in signatures of some languages such as 

Persian language can be pointed as following features:  

 Using more curves in signatures 

 More discrete lines than other languages 

 Distribution on length and width (against some 

languages that are on a straight line) 

Figure 3 (a-d) illustrates some Persian signatures from 

NDSD dataset. Some international signatures from 

SVC2004 are shown in figure 4 (e-h). The different 

characteristic mentioned above can be seen in the figure. 

 
 

Fig. 4. Signatures 4.a to 4.d are Persian signatures from NDSD Persian 

dataset and in 4.e to 4.h includes some samples of SVC2004 
international dataset. 

Figure 4 illustrates more curves in Persian signatures 

that are mentioned before. While signing, the velocity of 

pen has special state and usually the velocities in these 

curves are more than the others. In addition, it is deemed 

that a Persian signer is moving his/her wrist and fingers 

more than other languages. This additional motion may 

lead to more discrepancy in various iterations. However, 

considering the smooth motion of hand, dynamic features 

of signatures are persistent enough in the specific zone of 

signature (i.e., curves). The experiments of this study 

indicate that all signatures with the motion on vertical and 

horizontal directions have close dynamic features in 

specific curves. This issue triggers the authors to do more 

experiments regarding dynamic features of signatures. 

The general idea of this work is to find velocity, 

acceleration and pressure functions of signatures, 

segmenting the functions to different ranges and finally a 

comparison between segmented functions of 

corresponding curves of input signatures and the 

reference signature. 

However, some questions should be answered. What 

ranges of these functions can be selected for this 

experiment? How to find the reference signature? Scale and 

recording angle variant are another hazard in this work. 

These issues are to be discussed in the rest of the paper 

3.2 Dynamic Features Stability Experiment 

The introduced device is used to record the dynamic 

signatures outputs including the coordination, pressure, 
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Azimuth and altitude in the specified interval. In this 

work, coordination and pressure of points are used. 

Pressure: two resolution levels of 1024 or/and 2048 

for pressure of points are directly available.  

Velocity: considering the constant interval of time for 

signature record, as in equations (1) it is possible to 

calculate their velocity by calculating the difference 

between length and width. 

2 2
( ) ( ) ( 1) (0) (1)

( ) ( ) ( )
( ) ( ) ( 1) (0) (1)

x

x y

y

V i x i x i x x
V i V i V i

V i y i y i y y

    
 

     

(1) 

In the above equation, x(i) and y(i) are defined as ith 

samples coordination. Vx and Vy indicate the velocities in 

the direction of x and y respectively. v(i) represents the 

velocity in points i. The measure of v has the same size of 

x and y. All values of vector v are positive.  

Acceleration: as velocity, acceleration is calculated by 

the difference between velocities. Equations (2) and (3) 

are the associated formulas. 

( ) ( ) ( 1)a i V i V i    (2) 

)1(V)0(V   (3) 
a(i) is the acceleration of ith point and V(i) is the 

velocity of ith point.  

3.2.1 Length Equalization 

One of the problems ahead is that the signatures 

recorded by a person do not have the same length even in 

small sequential times. In other words, many factors such 

as standing or sitting of a person may affect on signing. It 

is necessary for a signature verification system to 

consider these factors. These are typical in realistic 

scenarios. Therefore, the best way to consider these 

factors is equalization to a reference. 

Because of equal time interval of samples in signing 

and velocity vector independence from pen tip direction, 

the length can be calculated by sum of all points’ 

velocities. Using equations (4) to (7) is the way to reach 

signature length. 

( ) ( ). ( 1)

( 1) ( 1) ( )

X i V i t X i

X i V i t X i
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iVNXctet
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)()(  (7) 

In equations (4) to (7), X(i) indicates length of 

signature from initiation to the point i. V(i) is the velocity 

of the point and t is defined as time. Considering the 

relative velocity and position, the constant value t is 

removed from the equations. All signatures recorded by 

each person follow this procedure and curve lengths of all 

signatures are obtained. The objective is to equalize the 

lengths. So the average length is considered as a reference 

for the person’s signatures. This average value is assumed 

for all signatures. New x and y are computed using 

following equations. 

22

22

yx

YXL
r






  

(8) 

Substituting X=r.x, Y=r.y, equation (8) will change to 

equation (9): 

2 2 2 2

2 2

. .r x r y
r

x y





 

(9) 

r is defined as reference length in proportion to 

current signature length. L, X and Y are also defined as 

curve length, reference length and reference width 

respectively that r, x, y are transformed to them. So if r is 

multiplied by x and y functions, all signatures of a person 

will have same length. r is different for each user 

signature. 

3.2.2 Rotation Normalization 

The angle of recording signature is another issue. 

Identical signing angle is essential for correct verification. 

All signatures are matched with binary image that the 

signature pixels are depicted with white colour. First, a 

signature is considered as a reference randomly and 

angles of all signatures are equalized to the angle of this 

reference signature. All signatures are rotated from – 90 

to +90. In each step, cross correlation of rotated signature 

and reference is calculated and analyzed. Angle with the 

maximum correlation amount is considered to rotate the 

signature. This rotation is done around the centroid of 

signature. Figure 5 shows rotated signatures of a sample 

signature for 7 different angles. In figure 5 the intensity of 

signatures are proportional with their cross correlation 

with the reference signature. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Rotating signatures around their centroid. The intensity of 

signatures are proportional to their cross correlation with the reference 

signature. 
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3.2.3 Functional Segmentation 

Velocity, pressure and acceleration histogram are 

closely similar to normal distribution. Histogram of 

sample signature acceleration is shown in figure 6. 

 

Fig. 6. acceleration histogram of a signature 

Therefore, mean and standard deviation of each dynamic 

parameter are calculated from formulas (10) and (11): 

1
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(11) 

As a result, all segmentation zones of functions are 

calculated by two above-mentioned parameters. Boundary 

values, i.e.          and       divide a signature 

into four zones. This way is done for all three functions, 

i.e., velocity, pressure, and acceleration. To improve the 

visualization of these segments, four colours are assigned 

to each segmented zone. Table 1 shows the colours 

associated areas.  

Table 1. Colours used in signature segmentation and associated areas. 

Segmented colour Function area 

Red 
i if m    

Green i i im f m    

Blue i i im f m     

white i if m    
 

Parameter f is the considered function. For instance, if 

the velocity is the intended function, all zones of the 

signature that their velocity is less than       are 

shown in red, values between       and    are shown 

by green, values between    and       are in blue and 

values more than      are shown by white. 

Background pixels are black. Figure 7 shows two genuine 

signatures coloured by this way.  

 

 

 

 

 

 

 

 

 

Fig. 7. Signature segmentation with respect to its acceleration 

Now this data includes signatures with identical curve 

length, identical record angle, and four coloured types of 

zones. The conformity between forgery signature and 

genuine signature is analyzed in the following. 

3.2.4 Conformity 

All signatures recorded by a person are conformed. 

More conformity of the zones with same colour leads to 

more stability of the selected boundary for the specific 

feature.  

Due to better observation and regardless of trivial 

changes of lines, signatures are thickened by 

morphological dilation. Images of the signatures are 

separately conformed according to the colours. The 

quantities of genuine signatures lines pixels that 

conformed on other signatures lines are counted for each 

colour and indicated by         
          

.The area of all 

conformed genuine signatures are calculated in pixel and 

defined as         
          

 (i indicates the signers number, 

function is function names like pressure, velocity and 

acceleration and g shows the parameters are calculating 

for genuine signatures). It is obvious that more 

        
          

 
        
          

        
           leads to more stability of range 

and type of dynamic function for genuine signature. For 

more confidence, it is done on the forgery signatures 

existing in the dataset. The values of         
          

 and 

        
          

 are calculated. As expected, the value of 

        
          

 
        
          

 
       
           is not large in the latter set. 

      
          

 
        
          

 
       
           expresses the conformity of 

considered feature and separation between forgery 

signature and genuine signature for one person, e.g., when 

twenty third person of recorded signatures considered, the 

value of       
    

 indicates the proportion of genuine 

signatures and separation between genuine signatures and 

forgery signatures via the pressure between  

[  
     

     
  ] of twenty third person. 

These values are computed for all people and finally 

in equation (12): 

,

1

1 I
function i function

color color

i

S S
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Where I is total number of signers and       
        

 

expresses final parameter that is defined as measure of 

suitableness for the selected feature and this value is 
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obtained from average of       
          

 for all signers of the 

dataset. 

Table 2 shows the results of experiment.  

Table 2. Results of “Dynamic features stability experiment” 

 Persian Signatures Datasets 
International 

Dataset 

Datasets 

Parameters 

Dataset 1 

(NDSD) 

Dataset 2 

(Dehghani) [5] 

Dataset 3 

(Zoghi) [15] 

Dataset 4 

(SVC2004) [16] 

V

redS
 

1.7248 0.3699 0.9651 1.1480 

V

greenS
 

1.9499 1.3940 1.9425 1.2528 

V

blueS
 

1.9599 1.5659 1.9941 1.2245 

V

whiteS
 

0.0291 1.3048 1.9542 0.0225 

a

redS
 

1.8576 1.3977 1.8470 1.1194 

a

greenS
 

1.4356 0.0232 0.4384 1.1344 

a

blueS
 

0.4320 0.0253 0.4559 1.1375 

a

whiteS
 

1.7898 1.3665 1.9820 0.0321 

p

redS
 

1.3813 0.0382 0.0134 1.2626 

p

greenS
 

1.9458 1.4281 1.8343 1.1862 

p

blueS
 

1.7097 1.4230 1.8439 1.2027 

p

whiteS
 

0.2330 1.0725 1.8233 0.1233 

3.3 Feature Extraction 

Considered features for a sample generally include the 

difference between one or several parameters based on a 

single template signature in this paper. In fact, during the 

process described as follows, a signature is specified as a 

reference signature. The closer signature to the reference 

signature results in more possibility to be the genuine signature.   

Pressure, velocity, acceleration and angular velocity 

are analyzed in the following. So, extracted features are 

considered as functional features. Features are classified 

into three categories that are described in the following. 

3.3.1 Critical Samples 

As mentioned before, Persian signatures have 

distinctive features in specific areas, e.g. these signatures 

often have more curves compared to other signatures. 

Velocity, acceleration and pressure have specific state in 

these areas. Therefore, it is possible to compare the curves 

of the signature associated to specific area of triple 

functions (i.e. velocity, acceleration, and pressure) with 

the curves extracted from reference signature.  

As for this experimental result, each of triple functions 

is analyzed in four zones. The best range of the best 

function was explored. Based on this observation, pen tip 

velocity in range of m and     is the best criterion that 

is more stable in genuine Persian signatures. 

Figure 8 illustrates the velocity diagram of signature. 

Suppose that the goal is separation of the samples that their 

velocity is more than average velocity and less than its 

standard deviation. After calculation of velocity and sample 

separation from signature, the comparison is applied among 

samples associated to the considered curves. 

In spite of the experiment, the samples were used 

instead of associated signature curves. Because 

considering samples, cover another point that is important 

in signature verification. The point is total samples of 

signature that indicates total time of recording a signature. 

 

Fig. 8. The black curve is velocity curve of a sample and blue dashed 

lines are for illustrating boundary points. 

3.3.2 Maximum Velocity Area 

As noted before (section 3.1), the maximum value of 

velocity and its position in signature could be essential and 

play an important role in Persian signatures. Therefore, by 

windowing the velocity functions and shifting them in time 

axis, a number is assigned to each window. 

The window with maximum number is recorded for 

the considered signature. The difference between these 

numbers and recorded number of reference signature 

specify the next feature. “Maximum velocity area” feature 

formulas are represented in equation (13) to (17). 

1
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As noted in equation (13), the function rect is a 

rectangular function centralized in a and including b 

samples. In equations (14) to (17), j indicates window 

number. N and C indicate length and the overlapping 

respectively.     
  represents separated window from ith 

signature related to kth person.     
 ,   

 , 2-Template and 

feature2 indicate average value of samples in window, 

window number with the maximum     
 , the second 
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extracted feature for reference signature and finally the 

second extracted feature respectively.  

3.3.3 Relative Angular Velocity 

A forger might do a dynamic forge if he/she knows 

dynamic features or can do shape based forgery. However, 

forging dynamic features and signature shape 

simultaneously is too hard even if the forger has all 

signature information and signature shape. In fact, relative 

angular velocity is changing signature line for two 

sequential samples.  

 This feature is calculated with the formulas that are 

given in equations (18) to (21). 
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In equations(18) to (21),  ′is angular velocity, x and 

y are samples coordination,     
 is relative angular 

velocity of ith signature of signer number k in point 

number n. In addition, distance function is distance 

between signatures. 3-template and feature3 are reference 

signature of third category and third category feature. 

Figure 9 illustrates extracted features of Zoghi 

Dataset’s signatures respectively by blue dots and red 

triangles. 

 
 

Fig. 9. Spatial illustration of features extracted from signatures. Blue 

dots are spatial representation of genuine signatures and red triangles 

illustrate the forgery signatures. 

Two points are important in the proposed feature 

extraction. 

a. The first two categories (critical samples and 

maximum velocity area) are applied to express 

dynamic features of Persian signatures. Relative 

angular velocity is complementary for two 

previous categories. These three categories show 

both signature features (dynamic features and 

shape-based) and type (Persian signature) behavior. 

b. Calculation of difference between input signature 

samples and reference signature sample is required 

for all three categories feature extraction. 

Therefore, a similarity criterion is used. Dynamic 

Time Warping and Euclidean distance were 

options for this work. Because of less time 

consuming and good result, Euclidean distance is 

selected. Therefore, distance in all parts of this 

paper is Euclidean distance. 

3.4 Reference Selection 

3.4.1 Reference Signature Selection 

A signature is selected as a reference in extraction of 

each feature and this signature is considered the best 

signature sample according to that feature.  

To select reference signature, several genuine 

signatures are randomly selected as template signatures. 

Then the distances between each two template signatures 

are computed using the specified feature. The signature 

that sum of its distance to other signatures is less than 

other signatures is selected as specific reference for the 

feature [9]. 

3.4.2 Reference Vector Selection 

As mentioned before, signatures of one person may 

extremely vary in different tries. It is reasonable to expect 

that a signature with great difference may be recorded as 

a genuine signature. Since selecting template signatures is 

done randomly, these unreliable signatures have chance to 

be selected as reference signature. Unreliable Reference 

Signatures (URS) cause poor verification. In order to 

eliminate URS another method is represented. In 

reference vector selection, all of the template signatures 

participate in producing a reference signature. In this 

method after selecting templates signatures, the difference 

between each signatures pair is computed. Sum of 

difference between a signature and other templates is 

calculated. Uniformly, a number as a total difference is 

assigned to each template signature. The smaller number 

shows more similarity to other templates and should have 

more effect on reference selection. Differences between 

the maximum values are assigned to templates and each 

signature achieves impact weights of templates. Weighted 

average with these weights indicates to the reference 

vector for each feature. 

3.5 Classifier 

3.5.1 Support Vector Machine 

Support vector machine
1

 is a new tool to pattern 

recognition. Basically, SVM uses a hyper plane to separate 

two classes[17]. Support vector machine leads to decrease 

structural risk. Whereas artificial neural network decreases 

experimental risk [18]. This point causes to increase 

generalization and better training with few train samples. 

                                                           
1 SVM 
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As shown in figure 8, a classifier with linear 

separation is needed. Support vector machine separates 

data into genuine and forgery data. 

3.5.2 Decision Making 

Support vector machine is applied as a classifier 

indecision-making phase. Seven genuine samples and 

seven forgery samples regarding Zoghi [15] dataset, 

NDSD and SVC and six genuine samples and six forgery 

samples regarding Dehghani’s [5] dataset are used to train 

classifier. Genuine data used in training stage are the 

features extracted from template signatures as noted (in 

reference signature selection section). As a result eight 

samples (4 genuine and 4 forgery signatures) from 

dataset1, 26 samples (18 genuine and 8 forgery signatures) 

from dataset2, 91 samples (58 genuine and 33 forgery 

signatures) from NDSD and 26 signatures (13 genuine 

and 13 forgeries) from SVC are used to test the proposed 

algorithm.  

4. Results 

Three criteria are used to verify the performance of 

signature verification algorithms, i.e. False Acceptance 

Rate (FAR), that is the error rate that the classifier 

incorrectly claims acceptable and False Rejection Rate 

(FRR) that is rate of incorrect rejections. Equal Error Rate 

(EER) is defined as error percentage when FRR and FAR 

are equal. EER is considered as the main criteria to study 

the performance of the algorithms. FAR and FRR change 

by the variation in classifier threshold. 

A hyper plane is defined to separate two class patterns. 

In SVM, to achieve verification error rates as algorithms 

measure, a threshold value is applied to classification 

results before final decision making (sign function). 

Actually, the hyper plane bias is used as the threshold to 

change error rates (FAR and FRR). The Euclidian 

distance between patterns and separating hyper plane are 

the class membership degrees.  

Two types of threshold (General and Individual) are 

applied to data to achieve error rates. A discussion on 

both types of thresholds and their associated verification 

results will come in the next section. 

As stated before in section “Dynamic features stability 

experiment” and “Feature Extraction”, three categories of 

features have been extracted from each signature sample. 

Each feature expresses three major characteristic of 

Persian signatures. One of triple functions and range of 

the function amount used in “critical samples” is selected 

in this experiment. Section “maximum velocity area” 

extracts special behavior of curves in Persian signatures 

and third category is shape-based feature.  

 

 

 

Table 3 represents the result of verification. 

Table 3. Result of the proposed algorithm on three Persian dataset and 

international SVC2004 dataset and comparison with best previous result 

 Datasets 
Best previous 

EER (%) 
Proposed algorithm 

EER (%) 

Persian Datasets 

First Dataset 

(Dehghani) 
3.95[5] 3.12 

Second Dataset 
(Zoghi) 

11.2[15] 3.98 

NDSD - 4.26 

International 

Dataset 
SVC2004 3[8] 4.58 

5. Discussion 

In previous section, the results of signature 

verification with seven genuine and seven forgery 

signatures (except for first dataset with six genuine and 

six forgery signatures) are illustrated. This method was 

implemented with different numbers of training samples 

on Persian datasets. Results (Table 4) show that the 

algorithm performance is relatively acceptable for few 

training data. 

The top of this paragraph illustrates a sub-subheading. 

Table 4. Results (EER) of verification with different number of training 
samples. Half of training numbers on each row are from genuine 

signatures and other signatures are from forgery group. 

  
Dataset1 

(Dehghani) 
Dataset2 
(Zoghi) 

NDSD 

N
u

m
b
er

 o
f 

tr
ai

n
in

g
 s

am
p
le

 4 8.26 7.66 10.83 

8 6.41 5.11 7.14 

12 3.12 4.51 5.13 

14 3.04 3.98 4.26 

20 - 2.32 4.01 

40 - - 3.17 
 

Of course, the verification by few training data is 

unreliable. Nevertheless, it can show the reliability of 

features and capability of leading classifier to 

discriminate the classes. Large variety of people 

signatures and especially Persian signatures may cause 

lower rate of verification with few number of training 

samples. As noted in “selecting reference” section, if the 

template signatures are selected from limited number of 

signatures, the probability of selecting bad references will 

increase. Hence the algorithm process should run 

repeatedly for achieving correct performance rate. 

As illustrated in Table 2, the selected zone and 

function              of all three Persian 

signatures datasets is equal, while it is different from the 

international one. Since all three categories are based on 

Persian signatures datasets, the presented method is not 

significant for international SVC2004 dataset. This 

method was applied on SVC2004 dataset and as expected, 

the result of verification was not better than previous 

works. In Table 2 it can be seen that the      
  is the 

parameter selected for Persian dataset and       
  is for 

international one. Since the signature samples are not 

enough, this criterion is not reliable. However both two 

features (selected features from “critical samples” 

category) with two other feature categories are applied to 
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SVC2004 dataset. The results (see Table 5) show that 

SVC2004 selected parameter with two other Persian-

based features leads to better results than the other one. 

The results of       
        

 in section 3.2.4 show that 

           is the best option for extracting 

critical samples of Persian signatures. This result was 

tested on three available Persian datasets and triple 

function and different zones selected for extracting 

critical samples feature in the test.  

Table 5. Verification results of SVC2004 with two different parameters 

(Persian and SVC2004’s based) of first “critical samples” category 

Parameter EER (%) 

V

blueS
(Persian based) 

4.58 

P

redS
(For SVC) 

4.39 

Figure 10 illustrates the verification results for 

different options of critical samples feature and two other 

constant features mentioned in feature extraction section. 

 

Fig 10. Verification result with different critical sample feature 

As mentioned in previous section the threshold can be 

chosen for all writers or set individually one for each 

signer. A common threshold is used for the entire 

enrolment data from all the signers. This threshold is 

applied to a set containing all data.  

To adopt the verification process to the single signers’ 

properties, a signer dependant threshold should be applied. 

In Table 6the results of the two threshold types are listed. 

Table 6. Comparison between applying general and individual 
thresholds 

 Datasets 

General 

Threshold 

EER (%) 

Individual 

Threshold 

EER (%) 

Persian Datasets 

First Dataset 

(Dehghani) 
3.78 3.12 

Second Dataset 

(Zoghi) 
4.52 3.98 

NDSD 4.64 4.26 

International 

Dataset 
SVC2004 5.55 4.58 

 

In “Dynamic features stability experiment” critical 

curves have been used and because of dependency to time 

factor, critical samples are used instead. However, both 

types of critical samples and critical curves were used as 

features and their results are illustrated in Table 7. 

 

Table 7. Comparison between critical curves and critical samples as 

third used feature 

Datasets 
Critical Curves 

Feature 

EER (%) 

Critical Samples 
Feature 

EER (%) 

First Dataset (Dehghani) 6.02 3.12 

Second Dataset (Zoghi) 
NDSD 

6.25 3.98 

6.53 4.26 

Another key feature in an identification system is its 

usability. Actually real forgery signatures are not available 

and an identification system must be independent of 

forgery signatures. The purpose of the system is to use 

genuine signature for verification. The proposed algorithm 

is based on simulating forgery signatures by random 

patterns. As illustrated in figure 9 forgery signatures are at 

large distance from genuine with high scatters. The random 

points with normal distribution and equal mean and 

standard deviation are used as representative of forgery 

signatures. Table 8 shows mean and standard deviation of 

three independent features explained in section  3.3 of 

forgery signatures in three Persian datasets.  

Table 8. Normal distribution parameters of forgery signatures in three 

Persian datasets 

Datasets 

Forgery Signatures Features 

Mean 

Forgery Signatures Features 

Standard Deviation 

1 2 3 1 2 3 

First Dataset 
(Dehghani) 

0.20 0.33 0.62 0.24 0.28 0.22 

Second Dataset 

(Zoghi) 
0.45 0.31 0.45 0.27 0.24 0.20 

NDSD 0.41 0.53 0.72 0.27 0.30 0.21 

Average 0.36 0.39 0.6 0.26 0.28 0.21 
 

Their average values are used to produce random 

patterns independently. In the last row of Table 8 final 

normal distribution parameters for Persian signatures are 

shown. Verification results of the proposed algorithm with 

only three genuine signatures are illustrated in Table 9. 

Table 9. Verification results with three genuine signature and producing 

random features instead of forgeries 

Datasets EER (%) 

First Dataset (Dehghani) 16.67 

Second Dataset (Zoghi) 12.14 

NDSD 5.17 
 

Due to independence of signers and forgers, and low 

computational complexity, the method can be practical 

for real world applications. 

6. Conclusion and Future Works 

An online signature verification based on special properties 

of Persian signatures is presented. Usually Persian signers 

move their wrist and fingers more than signers of other 

languages do and these motions cause variation in dynamic 

features. An experiment has been designed to explore 

robust features and the best one has been selected. Two 

dynamic features and relative angular velocity are extracted 

from signatures and the distance from reference signatures 

are used as the input to classifier. A linear SVM is used to 

classify signatures. The results of verification illustrated 

that acceptable EER was achieved. 
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Signature is the behavioral biometric that changes in 

different tries. In the proposed algorithm, distance between 

reference and input signature is the verification basis. 

Selecting bad reference leads to bad verification. In the 

algorithm, the probability of selecting improper signature 

as reference is not zero. It is expected that an intelligent 

method that specifies best representation of genuine 

signature cause less EER. Also using only two or three 

genuine signatures that make verification system more 

practical will be possible if the mentioned method works. 
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Abstract 
Exploiting semantic content of texts due to its wide range of applications such as finding related documents to a query, 

document classification and computing semantic similarity of documents has always been an important and challenging 

issue in Natural Language Processing. In this paper, using Wikipedia corpus and organizing it by three-dimensional tensor 

structure, a novel corpus-based approach for computing semantic similarity of texts is proposed. For this purpose, first the 

semantic vector of available words in documents are obtained from the vector space derived from available words in 

Wikipedia articles, then the semantic vector of documents is formed according to their words vector. Consequently, 

semantic similarity of a pair of documents is computed by comparing their corresponding semantic vectors. Moreover, due 

to existence of high dimensional vectors, the vector space of Wikipedia corpus will cause curse of dimensionality. On the 

other hand, vectors in high-dimension space are Usually very similar to each other. In this way, it would be meaningless 

and vain to identify the most appropriate semantic vector for the words. Therefore, the proposed approach tries to improve 

the effect of the curse of dimensionality by reducing the vector space dimensions through random indexing. Moreover, the 

random indexing makes significant improvement in memory consumption of the proposed approach by reducing the vector 

space dimensions. Additionally, the capability of addressing synonymous and polysemous words will be feasible in the 

proposed approach by means of the structured co-occurrence through random indexing. 

 

Keywords: Information Retrieval; Natural Language Processing; Random Indexing; Semantic Similarity; Semantic Tensor. 
 

 

1. Introduction 

How similar are “Cat flu” and “Feline influenza”? 

Humans have initiate ability to compute semantic 

similarity due to their background knowledge about 

words and their interpretation ability. However, 

computing semantic similarity of words with multiple 

meanings is still remained as an obstacle. It must be noted 

that the meaning of each word is expressed according to 

the  context that it appears and humans can interpret the 

meaning of a word according to its context. The main 

challenge refers to machines and how they deal with 

natural language and interpret concepts. In order to 

behave same as human, machines require human 

knowledge. Majority of natural language processing 

approaches leverage encyclopedias to transform 

knowledge and train machines. Moreover, there are many 

drawbacks in using encyclopedias. One of the obstacles is 

deep recognition of destination language for considering 

its syntax structure in processing. Another issue refers to 

extracting the meaning of words from encyclopedia. This 

problem is addressed here by considering the meaning of 

a word according to a given context.  

The proposed approach is capable of extracting 

concepts from encyclopedia directly without any manual 

control. Whereas, encyclopedias contain wide range of 

documents, the meaning of each word can be expressed in 

high dimensional vector space using texts of documents. 

The most important achievement of the proposed approach 

is considering synonymy and polysemy. Indeed, it is able 

to disambiguate ambiguous and polysomic words.  

The main characteristic of the proposed approach 

refers to employing simple texts of encyclopedias. In 

addition, it can limit the deep understanding of destination 

language to particular language structures such as 

punctuations, separators and etc. The main object of this 

approach is to compute semantic similarity of documents 

by extracting concepts from hierarchical structure of 

Wikipedia [1] and creating a semantic vector for each 

document and finally compare them. Due to Wikipedia's 

structure, the meaning of words can be expressed in 

different categories. Therefore, a three-dimensional vector 

space is created as a vector of words in various topics, 

which is organized by three-dimensional tensor structure. 

As an example, consider the meaning of the word “apple”. 

The fruit “apple” will be the first concept that is inspired 
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in readers' mind. Nevertheless, if such a word is used with 

words such as “Ipad”, “computer” and “corporation”, then 

the meaning of fruit “apple” will not be visualized and 

imagined. A method like bag of words does not pay 

attention to the relations among words in the texts and 

considers the texts merely as a set of words without order 

and  relation. Thus, in this approach the word “apple” has 

only one meaning and that is deducted from the repetition 

of this word in the text. However, as it was previously 

mentioned, the main idea of the proposed approach of this 

paper is based on considering the meaning of the words in 

different texts. The possibility of extracting the best 

concept from a large corpus (the Wikipedia corpus in this 

paper) and forming the semantic vector of the word 

“apple” can be done by determining the meaning of 

“apple” with the help of its neighboring words in the text. 

Thus, the meaning convergence to the word “apple” will 

be provided by Wikipedia corpus, if the word “apple” has 

the same meaning in the two different documents but its 

neighboring words are different.  In other word, the 

semantic vector of the document will be obtained, if all 

the semantic vectors of available words in the document 

are gained. Therefore, the possibility to compare the 

documents will be created due to their semantic vectors. 

On the other hand, finding the words' meaning in a 

high dimensional space is the neglected issue in this 

approach, which is doomed to failure due to curse of 

dimensionality [2]. Whereas, spaces of vectors in high 

dimensional space of Wikipedia corpus are very similar to 

each other, achieving the best semantic vector for each 

word would be a meaningless and vain task [3]. Although 

there is no final solution for this problem, reducing the 

dimensions of vector space is the most appropriate and 

acceptable method. The random indexing [4,5] is used in 

the proposed approach to extract the semantic vector of 

words from Wikipedia corpus and reduce the dimensions 

of vector space. In other word, this method is capable of 

computing the meaning of words and reducing the 

dimensions of vector space simultaneously, which can 

reduce the processing load and memory consumption. 

This approach has widespread applications in natural 

language processing. Finding the most relevant 

documents to a query, classifying documents based on 

their semantic content and computing semantic similarity 

of documents in order to compare them are the most 

notable applications. Moreover, according to reduced 

dimensions of vector space, the proposed approach can 

efficiently be used in large-scale systems.  

The reminder of the paper is organized as follows: In 

section 2 the state of the art in computing semantic 

similarity are described. Way of constructing semantic 

space using word co-occurrences is presented in section 3. 

Key notions of the proposed approach such as extracting 

the meaning of words from Wikipedia and way of using 

them are indicated in section 4. Empirical experiments of 

the proposed approach for determining the effectiveness, 

Analyzing memory consumption and processing time are 

presented in section 5.  

2. Related Work 

Computing semantic similarity is one of the well-

known agents in many fundamental tasks of 

computational linguistics such as word sense 

disambiguation, information retrieval and error correction 

[6]. Previous studies in this field can be classified into 

three main categories: 

According to first category, texts are compared based 

on their common words using binary [7] and bag of 

words methods [8]. These methods are simple but 

whereas texts may contain many common words and 

express a concept with synonym words, they do not 

indicate any remarkable results.  

On the other hand, knowledge-based methods 

leverage semantic relations of concepts defined in lexical 

resources such as WordNet [9] or Roget thesaurus [10] or 

network of concepts of Wikipedia [11] for computing 

semantic similarity and other applications. Then, the 

characteristics of graph structure of a lexicon are used for 

computing semantic similarity [6], such as method 

proposed by Resnik [12], Jiang and Conrath [13] and Lin 

[14]. These methods are confronted with some drawbacks. 

Noteworthy, they can only cover a limited range of 

vocabularies of a language and they do not include 

information of a particular filed either. Furthermore, 

knowledge-based methods are inherently limited to words 

and complex metrics are required for comparing texts. In 

contrast, these approaches are able to consider the 

contexts of the words. However, due to limitations of 

words in knowledge sources, considering the context of 

words and word sense disambiguation are also limited.  

Other existing approaches employ statistical 

occurrences of words in a large corpus of unlabeled data. 

Latent Semantic Analysis (LSA) [15] is one of these 

approaches trained by word-document co-occurrence 

matrix. Vector space dimensions of this matrix are reduced 

using Singular Value Decomposition (SVD). This approach  

attempts to identify the most effective data known as 

implicit data in co-occurrence matrix in order to reduce 

dimensions. Therefore, interpreting its concepts is difficult 

and most of them are not commonly used by humans.  

 Another existing method which employs large corpus 

for computing semantic relatedness is Explicit Semantic 

Analysis (ESA) [16]. This approach leverages Wikipedia 

corpus as training set. Consequently, it uses Wikipedia 

concepts for considering concepts of words and documents. 

These concepts are directly defined by humans and are 

also consistent with natural concepts. Another advantage 

of determining concepts and their relations in Wikipedia 

corpus is presenting the related keywords to each concept, 

which has particular application in online advertisements 

of search engines [17]. 

The prominent idea of Explicit Semantic Analysis and 

Latent Semantic Analysis approaches is based on 

semantic kernel concept. Moreover, the aim of kernel 

methods is mapping data objects ( ) of      matrix from 

a semantic space (    ) to a more comparable vector 
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space (     ))  [18]. It means that data are transformed to a 

new computational semantic space and accordingly the 

result of calculation will have more accuracy and less 

complexity [19].  

The rows of      present a set of data objects  

               and its columns present semantic 

features               . Based on classic models (bag 

of words), data objects of matrix are corresponded to 

documents and the words are its features. Noteworthy, 

this approach does not take into consideration semantic 

relations among data objects. Consequently, to fill this 

lacuna, data objects must be mapped into a similar vector 

space which considers semantic relations among data 

objects. Therefore, for considering semantic content 

 in vector space, transformation is employed as 

               , where    is a semantic matrix. 

Different choices of the matrix    lead to different 

variants of vector space semantic kernels  [18]. Such as 

creating    matrix explicitly (Wikipedia Semantic Kernel 

[20]) or implicitly (Latent Semantic Kernel [21]). 

Despite the precision of these methods in computing 

semantic relatedness and similarity, they are confronted 

with some disadvantages. One of the fundamental 

obstacles of both ESA and LSA methods refers to their 

high processing time in encountering a new training 

document. Whereas the weighting method used in these 

approaches requires the computation of the probability of 

each word in all documents of a corpus, by adding a new 

document all weighting process must be recalculated 

practically. 

Temporal Latent Semantic Analysis [22] is an 

extended form of LSA which contains time elements. It is 

capable of organizing weight of words in different time 

intervals using tensor structure. Moreover, this method 

has decreased the computational complexity of adding 

new training document to a time interval. Following the 

similar line of research, Temporal Semantic Analysis [23] 

is an extended form of ESA at words level where time is 

added as new component. Based on this method, 

meanings of words are expressed according to Wikipedia 

concepts at different states. This method has efficiently 

reduced processing time of ESA in encountering a new 

training document. 

3. Semantic Space 

Semantic space models are based on distributional 

hypothesis [24,25 [24], [25]. This hypothesis indicates that 

semantic similarity of a pair of words is computing the 

similarity of co-occurrence distribution among them. 

Therefore, distributional hypothesis and vector space 

model are related to each other 

 because the distributional hypothesis emphasizes on  

co-occurrences of words corresponded to word frequency 

in vector space model. Consequently, creating semantics 

for word co-occurrences depends on how an algorithm 

presents semantic alternations [5]. 

3.1 Semantics Using Word Co-occurrence 

Due to semantic space, the meanings of words are 

mapped to a multidimensional space. Space dimensions 

represent the differences between the meanings of words. 

Therefore, semantically similar words specify close 

vector representation. To understand the meaning of 

semantic co-occurrence obviously, consider the word 

“apple”. Suppose “Calories in red delicious apple” is a 

document describing the word apple that inspires the 

meaning of apple as a fruit in readers' mind. This meaning 

is obtained by co-occurrences of apple by words such as 

red, color and delicious. On the other hand, consider 

apple in “the Ipad is an apple product” document. In this 

document apple is used to represent the company that 

manufactures computer products. Consequently, the 

meaning of word “apple” is changed according to its  

co-occurrence with words such as Ipad and product. 

Simple two-dimensional representation of word “apple” 

in co-occurrence  with other words is illustrated in Fig.1. 

 

Fig. 1. Representation of word "apple" 

3.2 Random Indexing 

Simple co-occurrence can be efficiently used in a large 

corpus. Based on this model, each word attempts to assign 

its dimensions to words which are co-occurred. The results 

can be hundreds, thousands or perhaps millions of 

dimensions. Fundamentally, considering the number of 

dimensions according to the number of unique words 

(considering one repetition of each word) can be a 

complex issue in a large corpus and considerable efforts 

have been made to reduce space dimensions. Random 

indexing is one of these approaches which employs 

random projection of co-occurrence matrix to a space with 

less dimensions. Based on this technique, an index vector 

is assigned to a unique word. This vector is a random 

vector of numbers of 1, 0 and -1 in a space with constant 

dimensions (e.g. 500). The size of random index vector 

indicates the number of dimensions in semantic space. 

Index vectors are constructed in such a way that any 

two arbitrary index vectors are orthogonal to each other 

with high probability. This feature is essential for accurate 

approximation from a word co-occurrence matrix to a low 

dimensional matrix. The meaning of each word is 

computed by summation of random index vector of co-

occurred words in a small window of text. Random 
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indexing method can work efficiently in reducing the 

dimensions of a corpus that has already been processed 

[4]. Formally, consider word  , then    represents the co-

occurrences of current word to a word with distance of   
and            is the index vector of co-occurred word. 

For a word  , a window size   is defined which is 

considered as the number of co-occurred words. 

Therefore, the meaning of word w is presented as:  

(1)                 Semantics( )= ∑ ∑                    

4. Where   is All Occurrence of Word   in the 

Corpus   (    ).The Proposed Approach 

The prominent goal of the proposed approach is using 

Wikipedia corpus in order to map documents into a high 

dimensional vector space. Constructed vector space 

comprises semantic discrimination and consequently the 

meanings of documents and words can be expressed 

based on topics. 

The proposed approach is divided into two main 

phases. Training phase contains extracting documents 

from Wikipedia corpus based on specific categories and 

creating discriminative semantic space for each word of 

documents in each category. The created semantic space 

is then used in second phase. This stage is called test 

phase where semantic vectors of existing words in input 

documents are specified based on specific category and 

semantic vectors of input documents are computed based 

on them. The architecture of the proposed approach is 

presented in Fig. 2. 

 

 

 

 

Fig. 2. The proposed approach 

 

4.1 Category of Semantic Space 

Adding categories to a semantic space causes word 

semantic discrimination according to different thematic 

areas. Therefore, the meaning of each word is recognized 

with respect to the topic of a document. The main part of 

training phases is focused on creating this separated space. 

According to test phase on Fig. 2, in the beginning 

documents are extracted from Wikipedia corpus based on 

categories. Categories must be selected in such a way that 

the meaning of each category is reasonably discriminative 

towards another. Considering directed acyclic graph of 

Wikipedia, it is possible to obtain categories with high 

degree of semantic discrimination and high level of access. 

The next step in training phase is organizing the 

meanings of words according to the documents existing in 

each category, which is done by a particular structure 

called semantic tensor. Semantic tensor adds categories to 

vector space. Therefore, instead of using two-dimensional  

matrix of word semantic, a three-dimensional matrix of 

word semantic category can be used. Two-dimensional 

vector of word w and three-dimensional representation of 

category vector are illustrated in Fig. 3. 
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Fig. 3. Two and three dimensional vector represenation of word w 

Semantic tensor based on this model has three main 

advantages:  

1. It is possible to add new documents to each category. 

2. Semantic tensor representation enables semantic meaning 

of a word to be compared in different categories. 

3. Random indexing method used for weighting 

words in a document and reducing dimensions of 

vector space can perform processing on each 

document separately. Consequently, time and 

memory can be saved efficiently. 

In order to add categories to semantic tensor, addition 

operation for weighted vector of each word cannot be 

added to Eq. (1) immediately. In other word, addition must 

be done at different categories separately. The summation 

of categories defines a semantic part for each word. The 

semantic part of word “apple” is presented in Fig. 4.  

 

Fig. 4. Semantic slice of word "apple" 

Therefore, the meaning of each word in a category is 

equivalent to the results of random indexing where all its 

values in that category are  summed together. Finally, a 

single vector is obtained for each word in each category. 

Fig. 4 presents how a word such as apple can have two 

different meanings. First semantic vector is constructed 

from summation of word apple vectors in category of 

technology that introduces apple as a manufacturer of 

computer components and accessories and the second 

semantic vector in categoy of science expresses the 

claories in apple. 

Therefore, the semantic tensors can be defined more 

formally. The input is a set of documents as follows: 

D=                                                   (2) 

Where di is the set of documents occurring at category 

   . If    is considered as a set of unique words in the 

collection (    ), a unique index (         ( is assigned 

to each word in the set. Consequently, the meaning of each 

word in each category is defined as follows:  

Semantics(    )=∑ ∑                      
              (3) 

Where     is the context for an occurrence of word   

at category   . Moreover,           is an index vector 

of co-occurred words with distance of   to the main word. 

The semantic slice can be defined as follows: 

Slice( )=                                           (4) 

The final step of training phase is creating weighted 

vectors for categories of semantic tensor. This operation 

is done by summing the existing words vector in each 

category of semantic tensor. Therefore, category vector 

   is equal to:  

Semantics(  )=∑                                                 (5) 

Where   is index identifier of all words in the category   . 

According to this, input documents with semantic 

tensor category are allowed to be compared in test phase 

based on their weights. 

4.2 Computing Semantic Similarity 

Mapping word semantic vector of semantic tensor to 

the corresponding word of input document and creating a 

semantic vector for each document is the basis of test 

phase. Consequently, vectors can be compared for 

computing semantic similarity. 

As it is indicated in Fig. 2, the initial step in testing 

phase is receiving the input documents, which will be 

compared for computing semantic similarity. These 

documents contain simple and explicit text, which can be 

easily interpreted by humans. Nevertheless, the most 

important step in test phase is semantic mapping. 

According to Fig. 5, the semantic mapping for each input 

document performs the three following functions: 

 

 

 

Fig. 5. Flowchart of semantic mapping 
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1. Creating initial index vector for input documents. 

Therefore, the preliminary weighting of input 

documents is accomplished using random indexing 

method by considering existing words of each 

document. As a result, the primary index vector for 

each document is computed by summation of 

words' weights. This method is simple but logical 

because words are components of sentences and 

documents. Index vector created for each 

document is leveraged in order to be compared to 

index vector of categories. 

2. Detecting target category from semantic tensor for 

each input document is done by cosine comparison 

of weighted vector of documents and weighted 

vector of semantic tensor categories. Consequently, 

the most appropriate category is determined for 

each document. 

                                    (6) 

This action provides a background for weighting of 

input documents using semantic tensors. 

3. Mapping weights of words existing in target 

category of semantic tensor to their corresponding 

words in input document. Therefore, the weight of 

word w for input document of category k is 

defined as follows: 

Semantics(         )=                   (7) 

It should be noted that if a word of input k document 

does not exist in selected category, it will be considered 

null and it actually will have no effect on weighting of 

input document. 

According to Fig. 2, after semantic mapping step, 

words of each input document are weighted based on target 

category of semantic tensor and only a single vector is 

remained for each document. Consequently, weighted 

vector of each document can be obtained by summing the 

weight of its words. Indeed, it can be mentioned that the 

main purpose of test phase is using semantic tensor in order 

to determine the semantic meaning of input documents.  

The complementary step of testing phase is comparing 

documents' semantic vector to compute the degree of their 

similarity done by comparing documents in vector space 

using cosine similarity measure. Accordingly, the proposed 

measure is a corpus based approach which is capable of 

comparing documents using input documents and creating 

quantity values in a high dimensional vector space. 

5. Empirical Experiments 

In order to evaluate the proposed method, various 

experiments are carried out to reveal the efficiency of the 

proposed measure in comparison to other existing 

semantic similarity measures. These experiments contain 

two fundamental approaches. Experiments are performed 

to determine the potentiality of the proposed approach in 

computing semantic similarity of documents. The 

evaluations of these experiments are done by computing 

the Pearson correlation coefficient between empirical 

results and human judgments on Lee benchmark dataset.  

Other experiments include the analysis of memory 

consumption of the proposed method in comparison to 

other commonly used semantic similarity measures. The 

effect of increasing the number of training documents and 

unique words on memory consumption of the proposed 

method and other existing measures are also highlighted 

in these experiments. 

The required processing time for executing the 

proposed method is presented in the following of this 

section using two various experiments. 

5.1 Corpus 

The proposed method is capable of using a corpus 

where hierarchical structure of categories and related 

documents to each category are specified. The reason of 

this issue refers to the possibility of extracting required 

documents based on semantic tensor's categories. 

The proposed method is implemented using 2011 

Wikipedia version containing 3573789 articles which are 

organized in 739980 categories. The English version of 

Wikipedia has been employed in our experiments but 

other languages can be also used. 

Before using Wikipedia corpus for constructing 

semantic tensors, preprocessing is accomplished on 

documents of different categories as follows:  

1. Removing bookmarks 

2. Removing stop words 

3. Stemming using Porter stemmer    

These processes efficiently eliminate documents' 

disorders. Therefore, high frequently words which do not 

express a particular meaning are removed and in order to 

have uniform text, other words are transformed to their 

basic forms. 

5.2 Benchmark Dataset 

For comparing the precision of the proposed method 

in computing semantic similarity of texts, lee dataset [26] 

has been used, which contains a collection of 50 

documents from Australian Broadcasting Corporation's 

new mail service. The length of these documents is 

between 51 to 128 words and they include large number 

of topics. Judgment had been done by 83 students of 

Adelaide University of Australia. These documents were 

paired in all possible ways and each of the 1225 pairs has 

8-12 human judgment. Finally, the average of obtained 

values was considered as degree of semantic similarity of 

each pair of documents. 

5.3 Empirical Result 

Two following tools were employed for empirical 

experiments of this paper: 

1. Wikipedia miner [27] based on Java for extracting 

documents from Wikipedia corpus 

2. S-Space [28] library based on Java for leveraging 

implementations of random Indexing, LSA and 



 

Journal of Information Systems and Telecommunication, Vol. 3, No. 2, April-June 2015 131 

ESA existing in this library and applying the 

required process of the proposed approach. 

Experiments are divided into two main categories. The 

main reason for choosing categories in each set of 

documents is the ability of document semantic 

discrimination of each category to the others. The first set 

of experiments are accomplished using extracted 

documents of four categories of matter, life, concept and 

society. These four categories exist in depth one of 

Wikipedia's hierarchical structure after fundamental 

category and all of documents are organized in 

subcategories of these four main categories. The second 

set of experiments is performed on seven categories of 

arts, biography, geography, history, mathematics, science 

and society. These categories are chosen from 

Wikipedia's documents classification in English 

Wikipedia website (at the time of experiments). The 

results of experiments present acceptable semantic 

discrimination among these seven decided categories. It is 

due to that if semantic discrimination was not correctly 

obtained, result of experiments would confront with 

significance decreasement. 

In both sets of experiments the same number of 

documents are extracted from each category (500 

documents) and the length of random index vector of 

semantic tensor has been considered 120 with a window 

size of     Then unequal number of documents has been 

extracted from each category (more than 3000 documents 

for each category) and the length of random index vector 

in semantic tensor has been set 150 with word window 

size of   . Empirical experiments conducted by Karlgren 

and Sahlgren [29] indicated that short length word 

window often provides better functionality. This issue 

also seems reasonable because sentences with length less 

than eight words provide high readability and are able to 

explain the meaning of a word clearly.  

The results of experiments are presented in table 1. 

For the aim of comparison, the results of experiments 

conducted by the Bag of Word approach, Basic random 

indexing, LSA and ESA on Lee dataset are also shown in 

this table. 

Table 1. Pearson correlation coefficient between various semantic 
similarity measures and human judgments on Lee dataset 

Algorithm 

Pearson correlation 

with human 

judgments 

Bag of words 0.50 

Random indexing 0.52 

Latent Semantic Analysis (LSA) 0.60 

Explicit Semantic Analysis (ESA) 0.72 

Our approach (4 category, 500 

documents) 
0.64 

Our approach (4 category, different 

number of documents) 
0.61 

Our approach (7 category, 500 

documents) 
0.60 

Our approach (7 category, different 

number of documents) 
0.62 

Table 1. Pearson correlation coefficient between 
various semantic similarity measures and human 
judgments on Lee dataset 

Comparison results indicate - the effectiveness of the 
proposed method in comparison to other semantic 
similarity measures. According to the results obtained by 
the proposed approach, it can perform better than Bag of 
Words, random indexing and LSA methods and it only 
presents lower performance than ESA method. 

Although four conducted experiments are not very 
different from each other, the amount of difference can 
express some points. Considering the results obtained by 
four categories, by increasing the number of documents 
the results are decreased. This is due to negative impact of 
added documents to each category. These documents had 
not only negative impact on weighting of documents' 
words, but also made some difficulties for selecting a 
target category for each document. This issue is probably 
due to discrimination reduction of the general meaning of 
each category by adding new documents to them. As it 
was noted, reducing efficiency by increasing the amount 
of documents in these four categories is negligible. 
However, it presents that increasing the number of 
documents of each category requires a lot of precision. 

On the other hand, in experiments containing seven 
categories, by increasing the number of training 
documents, the results have been improved It seems that it 
refers to inadequate number of training documents towards 
covered topics in text documents. It cannot be definitely 
expressed that how many categories would present better 
results. However it must be noted that training documents 
in each category must be selected in such a manner to 
cover a wide range of topics in that field. In addition, the 
semantic discrimination of each category must be 
observed towards another one. On the other hand, it must 
also be mentioned that the large number of categories is 
one of the main factor of increasing error detection of 
target category because semantic discrimination process 
and appropriate document selection for each category is 
difficult and error probability in selecting related 
documents to each topic would be increased.  

5.4 Memory Analysis 

In this section the memory consumption of the 

proposed method is compared to ESA and LSA methods 

by considering a set of specific documents and their 

unique words. The proposed method contains seven 

categories in this experiment and the length of random 

index vector is 100. These two factors along with the 

number of documents and their unique words are the main 

factors affecting the memory size of the proposed method. 

Two sets of experiments have been carried out in order to 

examine the effectiveness of increasing the number of 

documents and words on memory consumption increment. 

These two sets of experiments have some specific 

features as follows: 

1. The first set contains 26989 documents and 159947 

unique words. 

2. The second set contains 228312 documents and 

501436 unique words. 



 

Bahrami, Jadidinejad & Nazari, Computing Semantic Similarity of Documents Based on Semantic Tensors 

 

132 

3. Number of extracted documents from search in 

hierarchical structure of Wikipedia to specific depth 

considering determined topic categories. In order to 

increase the number of documents in second 

experiments, depth of search is also increased. 

4. The rate of document increment from first series to 

second series is equal to 45.8 times and the rate of 

word increment is equal to 3.13 from first series to 

second series.  

Memory consumption of the proposed method, ESA and 

LSA are illustrated in Fig. 6 according to mentioned features.  

 

Fig. 6. Histogram of memory consumption of the proposed method, 
LSA and ESA 

By analyzing the results, the rate of memory 

consumption increment of the proposed method from first 

series to second series of experiment is equal to 3.47. 

Moreover, the rate of memory consumption increment of 

ESA is equal to 6.15 and this rate is equal to 3.24 for LSA. 

The growth rate of the proposed method largely depends 

on the growth rate of words, whereas based on the 

proposed method a wide range of words can be initialized 

using a vector with the length of 100 (with respect to 

unique and orthogonal vectors) and the number of vectors 

is only increased by escalating the number of words. 

However, this rate highly depends on the number of 

considered categories. 

On the other hand, ESA has a particular structure with 

various numbers of posting which are dependent on the 

number of documents and unique words. By increasing 

the number of documents and unique words, the 

probability of word occurrence in documents is increased 

and the length of postings in inverted index is also 

increased frequently. The rate of memory consumption of 

this method confirms this issue. Consequently, LSA 

depends on the number of words; whereas by decreasing 

dimensions, vectors with the same length are created for 

each word (vector with length of 100 in this particular 

example). The memory consumption of this method refers 

memory consumption of each cell in each word vector 

according to the required decimal precision. Accordingly, 

it can be stated that the proposed method is more optimal 

in comparison to LSA and ESA in memory consumption.  

5.5 Time Analysis 

The required time for creating the final vector for each 

input document based on the proposed method is 

presented in this section. Effective steps for estimating the 

required time are illustrated in Figure 7.  

 

Fig. 7. Effective steps in time analysis of the proposed method 

As an example, consider two datasets of section 5-4. 

Time analysis of the first set containing 26989 documents 

and the second set containing 228312 documents based on 

time steps of the proposed method (Figure7) are presented 

in Table 2. It must be noted that the characteristics of 

computer hardware that experiments were conducted on it 

is CPU Core2Duo E4600 and 3GB of RAM.  

Table 2. The required time for each step of the proposed method 

 First set (Second) 
Second set 
(Second) 

Step1 25.11 154.561 

Step2 9.183 36.651 

Step3 0.097 0.097 

Step4 0.19 0.146 

Step5 1.238 3.709 

Total time 35.818 195.164 
 

Time analysis with mentioned hardware for ESA 

approach on the first set is equal to 110.447 seconds and 

on the second set is equal to 1401.952 seconds. Moreover, 

time analysis for LSA approach on the first set is equal to 

126.295 seconds and on the second set is equal to 

1329.941 seconds. According to empirical experiments, 

ESA approach on first set requires 3.08 more processing 

time in comparison to the proposed method and this value 

is equal to 7.183 on second set. Furthermore, the 

processing time of LSA approach is 3.52 more in 

comparison to the proposed method on first set and this 

value is equal to 6.81 on the second set. The results 

represent the significant improvements in time 

consumption of the proposed method in comparison to 

LSA and ESA approaches. 

Implementing the ESA and LSA approaches on 

mentioned hardware was done using S-Space package. 

English Porter Stemmer was employed for stemming step 

of both approaches. Additionally, vector space 

dimensions of LSA approach are considered 300. This 
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approach reduces the dimensions of word-document 

matrix using SVD method. Wikipedia version 2011 has 

been employed as primary dataset of these approaches.  

Long processing time of LSA and ESA approaches in 

comparison to the proposed method is due to their 

complexity in constructing training vector using Wikipedia 

corpus. ESA approach creates m×n table of words and 

concepts. Each elements of this table presents the weight 

tf.idf of a word in a particular concept. Noteworthy, 

computing tf.idf for each word is a time consuming task. 

Moreover, in order to reduce the dimensions of vector 

space, ESA approach requires inverse vector algorithm, 

which subsequently increases the processing time. LSA 

approach is confronted with the same drawbacks. The 

created word-document matrix is weighted using entropy 

measure and the dimensions are reduced using SVD 

algorithm which requires long processing time. The reason 

of this issue is due to the complexity of this algorithm, 

whereas the time complexity of the fastest implemented 

SVD algorithm is equal to O(m.n
2
) [5]. 

On other hand, whereas the proposed method employs 

random indexing method it has not only significant 

reduction in memory consumption, but also considerable 

reduction in processing time. Random indexing method 

considers random vectors with constant length for words 

existing in documents. These random vectors contain 

normal numbers and only require meeting unique vectors 

condition. Moreover, vectors with constant length cause 

reduction in vector space dimensions. Therefore, 

weighting and reducing dimensions of vector space are 

done simultaneously and simply. As result, the proposed 

method prospers significant time reduction in creating 

semantic vectors of words. 

6. Discussion 

The most important achievement of this paper refers to 

determining the effectiveness of the proposed method and 

improving its results in comparison to basic random indexing 

methods. This is due to the nature of random indexing 

method where indexing employs neighbor words to express 

the meaning of a key word. It requires large sets of 

documents to identify key concepts and balance their 

weights. This issue is clearly marked by comparing the 

results of experiments because by adding a large corpus of 

documents to basic random indexing method in the proposed 

method, the results have been significantly improved. 

One of the major advantages of the proposed method in 

comparison to ESA and LSA is that it does no impose 

significant processing load during adding or changing the 

training set. In the view of fact it leverages random 

indexing method. Moreover, by employing this method, 

words in new documents are weighted independently and 

these new weighted values are added to previous weights.  

Since the used weighting method in LSA and ESA (usually 

TF.IDF) requires to consider the weight of a word in all 

training set documents and by adding even a new training 

document the weight of all words must be recalculated and 

therefore high processing load is imposed based on them.  

Although the proposed method employs three-

dimensional tensor, it uses less memory than approaches 

with two-dimensional structure. This indicates the high 

potentiality of random indexing method in reducing the 

dimensions of vector space towards other existing 

methods. Moreover, it can significantly reduce the 

memory consumption of the proposed method. 

Besides the advantages mentioned for the proposed 

method, it confronts with some limitations. Initially, it 

requires a rich corpus which contains many words. This 

limitation is due to random indexing method. In other 

word, according to random indexing method if a word 

does not exist in the corpus, no weight will be considered 

for it. Therefore, word would not have any effect in 

computing semantic similarity. The second limitation 

refers to determining the number of documents in each 

category. If the documents of each category are 

semantically close to each other and their semantic 

discrimination is low, error probability in choosing the 

best category will increase. Furthermore, having large 

number of categories with various topics causes 

complexity in identifying the appropriate category for 

extracting the meaning of words. Accordingly, if a target 

category is not selected properly, the overall performance 

of the proposed method will decrease. 

7. Conclusions 

In this paper a novel method based on semantic tensor 
is proposed for computing semantic similarity of texts. 
This is a semantic technology for natural language 
processing. The proposed method is based on Wikipedia 
corpus where articles are categorized in different topics 
and documents are extracted from these categories. The 
most important aspect of the proposed method is its 
ability for identifying synonymy and polysemy, which are 
one of the most important issues in natural language 
processing. Therefore, this method does not merely rely 
on common word frequency in texts and it can identify 
the value of association between two texts that express a 
topic with various texts. 

The evaluation results revealed acceptable 
performance of the proposed method in computing 
sematic similarity according to optimal memory 
consumption. Consequently, the Pearson Correlation 
coefficient of the proposed method and human judgments 
is between 0.54 and .064. Although ESA has better 
performance than the proposed method, the other existing 
methods show lower performance.  

According to experiments, memory consumption of 
the proposed method is 80% less than the memory 
required by LSA and 30% less than the amount of 
memory required by ESA. By increasing the amount of 
documents of a corpus, this value would improve. 
Consequently, the efficiency is simultaneously improved 
by decreasing memory consumption. 
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