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Abstract 
The increase in the complexity of computer systems has led to a vision of systems that can react and adapt to changes. 

Organic computing is a bio-inspired computing paradigm that applies ideas from nature as solutions to such concerns. 

This bio-inspiration leads to the emergence of life-like properties, called self-* in general which suits them well for 

pervasive computing. Achievement of these properties in organic computing systems is closely related to a proposed 

general feedback architecture, called the observer/controller architecture, which supports the mentioned properties 

through interacting with the system components and keeping their behavior under control. As one of these properties, self-

configuration is desirable in the application of organic computing systems as it enables by enabling the adaptation to 

environmental changes. However, the adaptation in the level of architecture itself has not yet been studied in the literature 

of organic computing systems. This limits the achievable level of adaptation. In this paper, a self-configuring 

observer/controller architecture is presented that takes the self-configuration to the architecture level. It enables the system 

to choose the proper architecture from a variety of possible observer/controller variants available for a specific 

environment. The validity of the proposed architecture is formally demonstrated. We also show the applicability of this 

architecture through a known case study. 

 

Keywords: Organic Computing; Observer/ Controller Architecture; Self-* Properties; Self-Configuration; Formal 

Verification. 
 

 

1. Introduction 

The arising complexity in computer systems has led to 

the introduction of new paradigms such as Autonomic 

Computing [1], Organic Computing (OC) and Pervasive 

Computing [2] that cope with complexity. Organic 

Computing is centered around cooperating entities which 

are sometimes called agents [2]; each of which has a set 

of capabilities. These capabilities are mostly sensors and 

actuators that enable the agents to interact with their 

environment and perform what is expected from them. 

Agents are also capable of communicating with each 

other and ultimately contribute to the creation of a single 

collective OC system. Because of the complexity in OC 

systems, an explicit design cannot be given for each 

possible situation. Therefore, a degree of freedom in 

decision making is given to the agents, so that the system 

can be managed collectively based on the local decisions 

[3]. This leads to the emergence of properties, like self-

healing, self-configuration, and self-optimization at the 

system level that are called self-* in general [2]. 

The main drawback of obtaining self-* properties in 

this manner is the possible emergence of unwanted 

behaviors due to the lack of system-wide vision in the 

local decisions. Coping with this problem implies using a 

control mechanism. To achieve this goal, the 

Observer/Controller architecture or o/c (for short) has 

been proposed for OC systems [3]. The observer as the 

name suggests has to observe the system passively and 

reports to the controller for proper actions. The part of the 

system that is under observation is usually called System 

under Observation and Control (SuOC) [2]. The generic 

o/c architecture [3] is the most known and cited o/c 

architecture, and many of the existing researches in OC 

refine the generic o/c architecture for their own purposes; 

for example, see [4]-[6]. The generic o/c architecture is 

studied deeper in Section 2.  

Self-configuration, which is related to the ability of 

the system to reconfigure itself dynamically [7], is among 

self-* properties that the o/c architecture tries to control. 

It is defined as ―the set of all system and environmental 

attributes that can be modified by control actions‖ [8]; 

these attributes are divided into two categories: internal 

and external [8]. The former attributes that controlled by 

the system while the latter are controlled by the user or an 

external entity.  
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In OC, self-configuration is mainly achieved in the 

SuOC level, meaning that the SuOC is reconfigured 

accordingly by the o/c component. In this way, the benefit 

of the self-configuration property is not present in the 

component level, or in other words, OC systems are 

committed to have a fixed o/c component governing the 

SuOC. Therefore, any rearrangement or change in the o/c 

component is prevented, which will be a major drawback 

to environments where multiple o/c components 

configurations are applicable. This issue motivated us to 

enable the self-configuration property at the o/c 

component level and achieve a first step toward a self-* 

enabled o/c component for the o/c architecture.  

Hence, the main contribution of this paper is focused 

on promoting the self-configuration property to the o/c 

component level. In order to achieve this goal, we 

propose a bio-inspired self-configuring o/c architecture 

that configures itself according to the operational 

parameters. The bio-inspiration in our work comes from 

the notion of cell differentiation process [9]. We also use 

the feature model concept from the software architecture, 

or more precisely, the software product line so as to 

capture o/c component configurations. In addition, we 

present and evaluate our ideas using formal methods.  

For this purpose Section 2 is dedicated to the 

background concepts, especially the biological ones while 

Section 3, the related work is reviewed, and then the 

proposed o/c architecture is presented in Section 4. In order 

to validate the proposed architecture, it is specified and 

verified using formal methods in Section 5. Section 6 shows 

the applicability of the proposed o/c architecture through a 

known case study, and finally, the last section is devoted to 

the conclusion and some directions for future work. 

2. Background 

2.1 The Generic o/c Architecture 

The generic o/c architecture [3] consists of a set of 

components shown in Fig. 1. The observer component in 

this architecture is composed of several sub-components 

that monitor and use data from the SuOC for analysis and 

prediction; the results are aggregated and then used by the 

controller.  

The controller component is in charge of executing the 

decisions made by its learning components for the SuOC. 

Three sources of data are given to the ―aggregator‖, and 

then the aggregated data is used by the ―mapping‖ (rule 

base) and ―rule performance evaluation‖ subcomponents 

of the controller. This component has both online and 

offline learning subcomponents. The ―rule performance 

evaluation‖ subcomponent is for online learning, which 

updates the existing rules as needed, whereas the ―rule 

adaptation‖ and ―simulation model‖ subcomponents are 

due to offline learning, they create new rules and delete 

the old ones. The ―objective function‖ represents the user 

interactions that affect the control of the system. Finally, 

an ―observation model‖, which is applied by all the 

observers in the OC system, is selected by the controller 

to indicate the observable attributes and the proper 

analysis method and parameters for observation (e.g., the 

sampling rate).  

The generic o/c architecture has three variants [3]: The 

centralized variant that consists of a single o/c component 

and a single SuOC, while decentralized variant has many 

SuOCs, each with a dedicated o/c component. The third 

variant is the multi-level o/c architecture, in which one of 

the o/c components is in the highest level, while the 

underlying SuOC consists of a collection of smaller 

SuOCs. These smaller SuOCs in turn can have their own 

SuOCs, resulting in a fractal like structure. 
 

 

Fig. 1. The generic o/c architecture [3] 

2.2 Cell Differentiation 

For introducing the notion of cell differentiation, it is 

helpful to have a few words about the functionality of 

cells and the difference between them.  

Multicellular organisms (or metazoons) need different 

types of cells (e.g., blood cells and neurons) so as to 

survive. Each cell type has a variety of functions to 

perform, some are common to all, while others are special 

to that type of cell. From a Biochemical point of view, 

proteins contribute to any biological function, and therefore, 

the difference between the cells comes from the difference 

in the proteins they have. For example, red blood cells have 

the special function of transferring oxygen in the blood 

because of hemoglobin, a protein that they have.  

Regarding the mentioned concepts, interesting 

questions arise: 1) where proteins come from and 2) what 

makes each cell produce a special subset of proteins? The 

precise answer to this question is a major research topic in 

modern biology. But, we intend to present a brief answer 

from the biology literature that is both related and useful 

for the bio-inspiration mechanism used in this paper. All 

proteins inside a cell are encoded in a large biochemical 

molecule named DNA, which has many sections called 

genes that are used in a process called ―transcription‖ [9]. 

In this process, the cell produces proteins from the DNA 

(the answer to the first question).  

When a gene is used in creating proteins, it is said to 

be expressed. The term ``repressed'' is employed when a 

gene is not used for some reason such as some chemicals 

[9]. In other words, the expression/repression of genes 

controls the function of cells via proteins. This means, 

that the difference in the proteins produced by the cells 
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comes from the expression/repression of their genes (the 

answer to the second question).  

With this introduction, cell differentiation can be 

defined as follows. All of the multicellular organisms 

begin in an embryonic state (before the birth) from a 

single cell called zygote, and all the cells evolve from it. 

With each generation, some genes are 

expressed/repressed, and ultimately, specialized cells are 

evolved. This process which is most active before the 

birth is known as cell differentiation, which has critical 

role in the life of multicellular organisms. There are some 

decisive factors that affect cell  differentiation [9], 

especially the gene expression/repression, that results in 

different functionalities in the cell. Cell differentiation 

also depends on some chemicals, like growth factors and 

inducers, which can cause or prevent cell differentiation 

[9]. Another factor that affects cell differentiation is the 

micro-environment (also called niche) which surrounds 

the cells. For instance, keratinocytes (skin cells) are 

affected by the micro-environment, and in this way, 

specialize and form the skin [9].  

This is only a brief introduction to cell differentiation, 

the interested reader is referred to [9] for more information. 

2.3 Feature Model 

The feature model comes from Feature-Oriented 

Domain Analysis [10] ―describe a hierarchy of properties 

of  domain concepts‖ [11]. This model helps to determine 

which combinations of features can be selected for 

domain concepts. If we consider the domain of wrist 

watches as an example, some of the general statements 

that can be given are: The watch can be either digital or 

mechanical, displaying the time by digits or hands. , and 

in some showing the date.  
 

 

Fig. 2. A simplified feature diagram of the wrist watch example [10]. 

Feature diagram is the graphical representation of a 

feature model. Fig. 2 is a simplified feature diagram of 

the wrist watch example. The full dots indicate the 

―mandatory‖ features (like Time Display) that must be 

present in any domain concept regarding this feature 

model, while the empty dots indicate an ―optional‖ 

property (like Date Display). The arc between Digital and 

Mechanical denotes ―alternative‖ relationship (i.e., only 

one of these two features must be selected). There is 

another ―or-relation‖ (for example, between Hands and 

Digit) that indicates any number of features that can exist 

together (e.g., a digital watch can have either digital 

hands or digits). Other two common relationships are 

―require‖ and ―exclude‖ relationships [12]. The ―require‖ 

relationship between Digit and Digital represented by a 

dashed arrow indicates that Digit display cannot be 

selected without a digital wrist watch. For example, digit 

display is only available to digital wrist watches. The 

―exclude‖ relationship is used to indicate that two features 

cannot exist together. It is usually displayed by double 

headed dashed arrows in feature diagrams. Having these 

relationships, feature models have many uses. In software 

product lines they are used for defining products and 

configurations [11]. In Section 4, we use the feature 

models for the configuration definition. 

3. Related Work 

Brinkschulte et al. [13] proposed an OC operational 

mechanism called Artificial Hormone System for task 

distribution among heterogeneous processing elements 

based on three types of hormones, namely, eager value, 

suppressor, and accelerator. The eager value determined the 

appropriateness of a task to be executed on a processing 

element. The suppressor and accelerator had two opposite 

effects on the process elements. The former increased the 

chance for taking tasks, while the latter tried to repress the 

execution of tasks. The Artificial Hormone System achieve 

d many self-* properties by employing various sub-

types of these three hormones [2] that participate in a 

hormone based control loop [2], in which each process 

element declares the appropriateness of a given task 

execution. Hormones from other process elements 

affected appropriateness value declared by the process 

elements. The overall effects of hormones on the control 

loop decided which process element would execute the 

task. The OC system achieved self-configuration by 

finding a suitable initial configuration for tasks based on 

the function of these hormones.  

Roth et al. [14] suggest an OC middleware consisting 

of an organic manager and a set of ordinary services (like 

a database service) that communicated via the middleware 

running on distributed nodes for ubiquitous and pervasive 

computing. The goal of the middleware was to enable 

self-* properties (including self-configuration) for 

ordinary services. In this regard, the organic manager 

monitored the middleware and incorporated some self-* 

services, each of which was responsible for one self-* 

property. Using these self-* services required specific 

information provided by each ordinary service. However, 

since self-* services are independent, they might make 

conflicting decisions. Using the approach of Satzger et al. 

[5], a high-level planner component was added to the 

middleware in order to resolve the possible conflicts.  

The o/c component of the middleware was inspired 

from the MAPE cycle of IBM autonomic computing [1] 

consisting of ―Monitor‖, ―Analysis‖, ―Plan‖ and ―Execute‖ 

stages. In the monitor stage, an information pool manager 

component managed the information pools containing the 
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information needed for the control mechanism. The 

analyze stage had an event manager and a fact base 

components; when an event occurred, in order to use the 

event for planning, the event was transformed into facts. 

The plan stage, consisted of both a low level planner and 

a high level planner components. A plan was devised and 

then executed so as to solve any detected problem using 

these two planners. The low level planner component had 

a reflex manager component that managed the low level 

reflexes subcomponent. The reflexes subcomponent acted 

like a cache for previous system rules. Having this cache, 

if a previous decision was applicable to the current state, 

it would be applied. The high-level planner finds 

solutions to situations that are not solved by the low level 

planner. The high-level planner is managed by the high-

level manager that converts the facts into a high-level 

language to solve by the planner. Finally, the actuator 

executes the plan given by the plan stage. Using this 

structure, the self-configuration service in this 

middleware determines the required resources for 

ordinary services and ―triggers an auction‖ [14] so as to 

find the best node for that service. 

Nafz et al. [6] proposed the Restore Invariant 

Approach (RIA) controller in which a set of 

reconfiguration algorithms processed a set of resources 

and agents having the required capabilities. The OC 

system tried to keep a set of invariants, regarding these 

invariants, result checker component examined the results 

of the used reconfiguration algorithms before the actual 

reconfiguration. Reconfiguration algorithms component 

was responsible for achieving self-configuration and was 

used in determining which capability must be active on 

which agent (as the initial configuration). These 

algorithms were also used for reconfiguring the agents 

whenever the invariant was violated.  

The ORCA project was aimed at ―transferring self-* 

properties to robotic systems‖ [15]. In this project a multi-

level o/c architecture with decentralized modules was 

proposed. One type of these modules included Organic 

Control Units that monitored and controlled other 

modules and configured them for operation. The lower-

level organic control units were themselves monitored by 

higher-level organic control units leading to a multi-level 

self-configuration mechanism.  

In summary, it can be said that all of the mentioned 

works only covered self-configuration in the SuOC level 

and do not extend it to the o/c component; hence, it lost 

the advantages of self-configuration in this level by having 

a fixed o/c component. The fixed architecture prevents any 

rearrangement or change in the o/c components, which 

will be a major drawback to environments where multiple 

o/c component configurations are applicable. 

4. Proposed Architecture 

Our approach to enabling bio-inspired self-

configuring o/c (sco/c) is architectural. We try in this 

section, which is divided into several subsections, to 

explain the rationale behind our architectural decisions. 

First, we explain the influence of the bio-inspiration from 

the cell differentiation on our architectural decisions as 

principles extracted from cell differentiation. Then, an 

illustrative example is introduced that will be used 

throughout the paper for demonstrating our proposed 

architecture. The third subsection presents an architectural 

meta-model that incorporates our core ideas.  

4.1 Bio-inspiration for Self-Configuration 

The cell differentiation process can be considered as 

an advanced form of self-configuration in which each cell 

self-configures its functionality accordingly. To be able to 

apply the benefits of cell-differentiation, we need to have 

building blocks analogous to the cells. This leads us to the 

agents and the first core principle in sco/c architecture. 

Principle 1. In sco/c architecture, the system is 

considered as a collection of communicating agents. 

Though this principle is not novel, it is required as a 

base for the application of the other bio-inspired 

principles. Based upon Principle 1, we can adopt the 

concept of genes. The difference between the cells is 

related to the expressed/repressed genes. This must be 

shown in the sco/c architecture, too. Subsequently, we 

must be able to express the system in terms of genes, 

which their active/inactive state affects the behavior of 

the agents and ultimately the system. 

Just like the multicellular organisms, where 

everything is expressed through the genes, we need an 

alternative concept so as to capture the sco/c architecture. 

We propose the use of the ―capability‖ concept that has 

also been used in organic computing [2] as well as multi-

agent systems. 

Principle 2. For all the agents, every function must be 

definable in terms of capabilities. Every functionality is 

available if and only if the corresponding capability is 

activated. Likewise, the deactivation of any capability 

will result in the lack of corresponding functionality.  

This is analogous to gene expression/repression in cells. 

This principle shows what the agents do.  In relation to this 

principle the question of that what should be done about 

the ―capabilities‖ of the o/c component may arise, which 

can be answered in various ways. Regarding the bio-

inspiration, it can be noticed that all the functionalities of a 

living organism, even the control mechanisms, are coded 

into the genes. Since we have chosen capabilities as 

counterpart of the genes, the control mechanism of the 

system must be represented in terms of capabilities.  

This is a key principle in sco/c architecture that results 

in a uniform view of the system that makes the agents more 

like cells in multicellular organisms. This means everything, 

including the control mechanism is represented using one 

concept. This principle blurs the distinction between SuOC 

and the o/c component compared to other o/c architectures. 

So as to simplify the architecture description, we 

distinguish the capabilities representing the o/c component 

from the rest of the capabilities.  
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We promote the concept of agent capabilities by 

introducing another set of capabilities called Organic 

Computing capabilities. 

Principle 3. The Organic Computing capabilities or 

OC capabilities are related to the o/c component. They 

participate in the observation and control of the OC 

system. The set of OC capabilities includes the sub-

components of the o/c component and follow Principle 2 

in terms of activation and deactivation. 

In order to distinguish between the OC capabilities 

and the capabilities that have nothing to do with the 

control mechanism, we will refer to the latter as normal 

capabilities. In other words, agents use normal 

capabilities in performing their normal tasks. This 

includes the agent sensors and actuators for interacting 

with their environment.  

For example, when the RIA controller is identified as 

the suitable o/c component, the invariant monitor, 

reconfiguration algorithms and result checker are the 

needed OC capabilities. In addition, the ―reconfiguration 

algorithms‖ capability needs the ―invariant monitor‖ 

capability, while in turn it is needed for the ―result 

checker‖ capability. 

Principle 4. In order to form the control mechanism, 

the required relationships between the OC capabilities 

must be established.  

For example, an OC capability like ―data analyzer‖ 

from the generic o/c architecture (Section 2), so as to 

operate, needs to be somehow connected to a monitoring 

OC capability. In this way, a set of relationships between 

the OC capabilities is formed. It can be said that o/c 

architecture can be realized via cooperation of agents 

using OC capabilities with regard to their relationships. 

So far, the presented principles can create the foundation 

needed for sco/c architecture. The self-configuration 

property of the sco/c architecture is also influenced by 

bio-inspiration as follows. In the beginning stages of cell 

differentiation, only zygote exists with no differentiation. 

After that, some genes are expressed in the following 

generations, and thus, specialized cells appear. 

Principle 5. In the beginning, no OC capability is ―active‖  

The control mechanism is the first thing to be realized. 

Since the control mechanism is realized by OC 

capabilities, OC capabilities must be activated in such a 

way that the relationships between them are preserved. 

This principle ensures that the system only operates 

when there is a control mechanism formed using OC 

capabilities (Principle 4). This principle prevents the 

system from operating without a control mechanism. 

Principle 6. Micro-environment and the chemicals 

present in it are required for the cell differentiation process. 

The micro-environment is achieved using the concept of 

neighborhood that is common in multi-agent systems 

meaning that when an OC capability is active in a 

neighborhood, it can prevent the other agents from 

activating it. Also, when a needed OC capability is absent 

from a neighborhood, it must be activated. For the 

chemicals (for example, inducers and growth factors), 

messaging will be used. Similarly, when an OC capability 

residing in a different agent is needed by another OC 

capability (having ―require‖ relationship) messaging is used.  

Principle 7. Each cell differentiates using its genes. 

Gene expression/repression play a key role in deciding 

what gene should be expressed/repressed. 

This principle implies that local control of gene 

expression/repression is needed. Each agent must know 

the relationship between the OC capabilities and when it 

should activate them, and it must be able to 

activate/deactivate them when needed. 

Based on these principles, the sco/c architecture can be 

presented, but first, an illustrative example is presented in the 

next subsection in order to help understand the application of 

the bio-inspired principles in the sco/c architecture. 

4.2 Illustrative Example 

The example is a self-organizing resource-flow system 

[5], [6] and [16] in which a number of resources are 

processed by independent agents. The process of each 

resource consists of a set of tasks performed on each 

resource by the agents. Each agent has a collection of 

tools, each of which can perform a specific task. These 

tools might fail, rendering the agent unable to perform 

one or more of its tasks. The goal is to reconfigure the 

agents in a way that the processing of resources can still 

continue. The reconfiguration mechanism changes the 

assignment of tools to the agents, or in other words, 

changes the tasks they perform. It must be noted that at 

some point no reconfiguration can be done so as to keep 

the process going on. For instance, when all the instances 

of a tool is broken, no agent can perform the task related 

to that tool anymore. This will leave no possible 

reconfiguration. The number of tasks for the resources is 

not restricted to any specific number, but in [5] , [6] and 

[16] three tasks for each resource were considered for 

identical agents, which were drilling a hole in the 

resource (it a work piece), inserting a screw in it and 

tightening the screw.  

In order to keep the illustrative example simple and 

tangible as possible, we will use this particular instance of 

self-organizing resource-flow system (as defined in Satzger 

et al. [5] and Nafz et al. [16]) as the illustrative example. 

4.3 Architecture Meta-Model 

Fig. 3 shows the sco/c architecture meta-mode that 

supports and incorporates the bio-inspired principles 

mentioned before. The reason for proposing this meta-model 

is to point out the sco/c architecture works for systems that 

follow this meta-model and have its main elements.  

A closer look at the meta-model shows the influence of 

principles 1, 2 and 3 clearly, since the meta-model is based 

on interacting agents with normal capabilities and general 

OC capabilities. Communication between agents realizes 

Principle 6 (i.e., micro-environment and chemicals in it). 
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There are two additional OC capabilities in the meta-model, 

named regulation and expression. The introduction of these 

two mandatory OC capabilities helps to realize the needed 

local control (Principle 7) and contribute to the self-

configuration in the whole system. These two OC 

capabilities are defined more precisely as follows:  

- The regulation capability must identify the proper 

o/c component configuration by activating the 

needed OC capabilities and deactivating the 

unnecessary ones. This function is similar to what 

happens inside each cell. 

- The expression capability resolves the dependencies 

between OC capabilities that are identified by 

regulation. The expression capabilities of various 

agents collaborate with each other when needed. 

Returning to our illustrative example, the robots are 

independent identical entities that can be safely considered 

as agents. Their capabilities are drilling, insertion and 

tightening. In this way, principles 1 and 2 are satisfied. The 

OC capabilities and activation/ deactivation of these 

capabilities in the example will be introduced later. 

4.4 Self-Configuration for the SCO/C Architecture 

The demonstration of self-configuration in the sco/c 

architecture requires the description of the usual behavior 

of the system. The scenario for sco/c can be described in 

short as follows. The system begins in an embryonic state 

in which no OC capability is active (Principle 5). 
 

 

Fig. 3. The sco/c architectural meta-model 

Firstly, both the regulation and expression are 

activated, so the local control is realized. The regulation 

capability identifies the OC capabilities needed to be 

activated. The expression capability resolves the 

dependencies. After that, the OC capability/capabilities 

that must be activated in each agent is indicated by a 

distributed algorithm. Finally, the desired OC capabilities 

are activated by the regulation capability. 

Until the end of this section, the above mentioned 

scenario is presented with more details. The identification 

of the needed OC capabilities in the current sco/c 

architecture is in form of rules supplied by the architect in 

the design time (wrong rules will lead to undesired 

outcomes). Therefore, the validity of the mechanism is 

totally dependent on the mindset of the architect since the 

control mechanism in the sco/c architecture cannot 

understand the semantics of such rules. These rules have 

the generic form of ―if-then‖ meaning that if a condition 

is matched, some capabilities are considered to be needed 

(i.e., an o/c architecture configuration).  

The feature model (Section 2-3) is a good candidate 

for capturing the OC capabilities and their relationships in 

the form of a hierarchy. The possible configuration for the 

o/c component can be given through the feature diagram. 

Fig. 4 shows a feature diagram for the illustrative 

example incorporating [5] and [16] as the two related 

works presented in Section 4-2 (the organic middleware 

[5] and the RIA controller [16]). The OCu represents the 

organic middleware controller. It must be mentioned that 

other o/c component configurations can be incorporated 

in the feature diagram, but we used the ones that suit our 

illustrative example the best. As can be seen, the o/c 

component mandates both observer and controller. The 

observer can have one of the two o/c components 

(invariant monitor and information pool manager). The 

―require‖ relationship indicates inter-tree relations 

between the OC capabilities. For example, the RIA 

controller can be realized using the ―require‖ relationship 

between invariant monitoring and RIA controller. The 

final subcomponents of the RIA controller must be 

realized because of the mandatory relationship between 

the result checker and the reconfiguration algorithm. 

After the identification of the OC capabilities by the 

regulation capability in each agent, all of the agents know 

that the o/c component configuration must be activated.  

Next, each agent compares its OC capabilities with the 

needed OC capabilities for realizing the selected o/c 

component configuration. There might be multiple 

instances of each needed OC capabilities identified by the 

agents. In other words, many agents may have the needed 

OC capabilities. They are announced to the neighborhood 

and ultimately all the system. After that, a distributed 

election algorithm, such as the one introduced in [17], 

elects the desired OC capabilities. The algorithm denotes 

which OC capability in which agents must be activated. 

Therefore, any other OC capability except those indicated 

by the algorithm must be deactivated. The reason for 

deactivation is that there might be a previous o/c 

component configuration. If this deactivation does not 

happen, there might be another configuration active, and 

this might lead to unexpected results. This causes the 

sco/c architecture to be usable in variety of environments, 

i.e., if the regulation can determine the type of the o/c 

component configuration, it make the system operate 

automatically and without manual intervention. If the 

activation/deactivation process is completed, all the 

desired OC capabilities are activated, and a special 

configuration of the o/c architecture can be realized. After 

a successful configuration, the OC system starts to 

operate. It can be said that, in the sco/c architecture, there 

are two distinct self-configuration and operation stages. 

Self-configuration is involved with the realization of the 

control mechanism, while in the operation stage, the 

SuOC is reconfigured accordingly. 

If we consider Fig. 4 as the feature diagram, the 

following argument can be presented for the RIA 
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controller and the organic middleware: The former uses a 

centralized variant of the o/c architecture, while the latter 

uses a decentralized one. The decisions are centralized in 

the former and easier to achieve, while in the latter, the 

decisions are made independently and then coordinated. 

So, a key architectural decision would be to choose and 

employ a proper new configuration from these two 

alternative o/c architectures. As one of the configurations, 

we can assume the computational power of the agents in 

the regulation rules supplied by the architect. The 

computational power is chosen because the organic 

middleware requires that its instances run on each agent 

and make decisions, therefore requires higher 

computational power, and consequently power usage. 

This power usage is a major concern when it comes to 

general applications of pervasive or ubiquitous computing. 

On the other hand, the RIA controller is centralized and 

has more lightweight components (or in other words, less 

computational power) than the organic middleware.  

When the decision is made and one of the variants is 

chosen, the required components should be identified. For 

instance, if we want to select the RIA controller itself, all 

the agents should choose the respective components: 

invariant monitor, reconfiguration algorithms and result 

checker. In our illustrative example, since the agents 

(robots) are identical, all of them announce the three 

needed OC capabilities. The distributed election algorithm 

will eventually specify the appropriate allocation of the OC 

capabilities. The expression of each robot activates the 

selected OC capabilities and deactivates the others. After 

that, the system can begin its normal operation. 

5. Formal Specification and Verification 

In order to present the sco/c architecture more 

precisely and with less ambiguity, and verify its self-

configuration property formally, the sco/c architecture is 

specified. We also used Linear Temporal Logic (LTL) [18] 

for expressing invariants needed for the sco/c architecture. 

Our approach for verification is using model checking 

capabilities of the Maude formal tool [18].  

5.1 Specification 

Our specification is focused on the self-configuration 

phase because it involves all of the contributions of this paper. 

Specifications 1 through 5 describe the regulation and 

expression capabilities and the governing conditions in Maude. 

Specification 1. This specification formalizes 

Principle 7 for the regulation capability. It is a collection 

of rules supplied by the architect. 
 

                             (1) 

                                     (2) 

                            (3) 

                             
             

(4) 

 

          represents any information (such as the 

number of agents or agent distribution) that can be used 

for decision making and selecting the OC capabilities. 

          (Declaration 1) is a function that takes a set of 

parameters (as a specific condition) into account and 

returns a Boolean value representing the validity of that 

condition. For example it checks if                  
and               as two parameters constituting a 

specific condition holds or not.            (Declaration 3) 

is defined as a set of                (Declaration 2) 

              defines the elements of the regulation 

capability in the form of a rule that specifies a proper set 

of capabilities for each condition. The          function 

(Declaration 4) specifies the regulation function of the 

regulation capability. It takes a condition and the set of 

              and returns the capabilities that are 

needed to be activated in that condition.  

Specification 2. Similarly,            (Declaration 5) 

denotes the expression capability. It shows the 

relationships        between the OC capabilities 

according to the feature diagram. This specification 

formalizes Principles 3, 4 and 7. 
 

                        (                  )  
        *                                        + 

(5) 

 

This specification formalizes the relationships 

discussed in Principle 4. Using         defined in this 

specification, the relationships between OC capabilities 

can be represented.  

Apart from these specifications, additional ones are 

needed in order to specify operations and normal 

capabilities of the agents. Since we have focused on OC 

capabilities, the specification can be simplified by ignoring 

other operations and normal capabilities of the agents. 

Specification 3. Based on the sco/c meta-model and 

principles 1, 2 and 3, the agent can now be defined 

(Declaration 6) regarding an instance of           , an 

instance of           , a set of active OC capabilities and 

a set of inactive OC capabilities. The active OC capabilities 

represent the active/expressed OC capabilities, while the 

inactive OC capabilities represent the deactivated/repressed 

OC capabilities. These two sets of OC capabilities have no 

intersection. In other words, no capability can be both 

active and inactive at the same time; see Equation 7. 
 

                                        
             

(6) 

  (         )                
             
              
               
                   

(7) 

 

A few auxiliary functions are needed for simplifying 

the specification. They are presented in declarations 8 to 

11. The            and           functions represent 

the actions of enabling and disabling capabilities, 
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respectively. They take a set of capabilities and 

enable/disable them in an agent. Therefore, they return an 

agent with new capabilities. The        function takes sets 

of pairs of relationship types (mandatory, optional, 

requires and excludes) and OC capabilities (        
           ) alongside a relationship type (the second 

argument of       in Declaration 10) for filtering and 

returns the set of OC capabilities whose relationship type 

is the same as the type determined as the second argument 

of       . For instance, this function can assist in 

extracting the OC capabilities that are mandatory or 

needed. Declaration 11 denotes a simple auxiliary 

function which returns all the capabilities (either active or 

inactive) of an agent.  
 

                                   (8) 

                                  (9) 

        (                  )         
             

(10) 

                                (11) 

Specification 4. The specification of the used election 

algorithm is in the form of a function (       in 

Declaration 12) that returns the set of pairs of agents and 

the set of OC capabilities (  (                 ) ) 

denoting which OC capability or capabilities of each 

agent must be activated. Regarding Declaration 13, 

          is another auxiliary function related to the       
function that returns the elected OC capabilities 

(           ) for an agent (     ) through an election 

( (                 )). 
 

       (                 )             
  (                 ) 

(12) 

           (                 )       
             

(13) 

 

Having these functions in place, we are ready to 

define the self-configuring mechanism in form of function 

application. To do so, we need to declare the required 

variables (Declaration 14). 
 

            
               *         + 

(14) 

 

Equations 15 and 16 show a few abbreviations and 

variable definitions to simplify Specification 5. 

             are the mandatory, optional and required 

OC capabilities involved in the sco/c architecture. 

Equation 17 is of particular interest. It shows the 

candidates of agents (and their capabilities across the 

system) that can take part in the sco/c architecture 

according to the regulation and expression (see the 

definition of             in Definition 16). These 

candidates resulted as follows: for each agent, its OC 

capabilities (members of              (  ) ) that are 

involved in              is obtained. The excluded 

capabilities are used later for disabling the unnecessary 

OC capabilities (see Equation 19). The resulting 

candidates and the set of the involved capabilities are 

finally given to the       function which determines the 

required OC capability or capabilities for activation.  

                            (         
    (            ))

 (15) 

              

          (                         )

           (                        )
           (                        )

 (16) 

            

    ⋃(                             (  ))

 

   

 (17) 

                (                       ) (18) 

Specification 5. Finally, to specify the self-

configuration mechanism, the system is specified in 

Equation 1, and the self-configuration mechanism is 

shown in form of a function application. Initially, for each 

agent, the excluded OC capabilities are disabled, and then, 

the elected OC capabilities of that agent are enabled. The 

formed OC system has thus all the OC capabilities 

required for the selected o/c architecture enabled by the 

regulation capability of the agents. 
 

        *         +  
                     
                (         (           )  
              (      (                 
            )   ))  

(19) 

 

5.2 Verification 

In order to verify the self-configuration property of the 

sco/c architecture, we use LTL model checking. What is 

important in terms of self-configuration is that the system 

will be eventually in a state of proper operation [4], which 

means that: First, an o/c component configuration has 

been selected. Second, the OC capabilities are 

successfully identified, and the agents that must activate 

them are specified via the election algorithm. Third, the 

activation/deactivation of OC capabilities is done.  

Having all the above mentioned conditions, it can be 

said that ―the system is in a valid o/c component 

configuration‖. These phrases can be expressed in the 

form of an invariant (Formula 20) where        comes 

from Equation 19, and   comes from Declaration 14. 
 

         (        
             (        (            )) 

(20) 

 

The          function is an auxiliary function that 

checks the validity of the OC system. It uses a condition 

variable ( ) that the sco/c architecture has been selected. 

Therefore, the OC capabilities are extracted from the OC 

system and used for comparison so as to see the conformation 

to the valid model returned by the          function.  

It should be noted that the validity of sco/c depends on 

the rules defined in the regulation. With wrong rules 

(such as impossible configuration or unreachable 

conditions), sco/c does not work, and the system cannot 

be configured. These conditions include applying those 

rules that employ non-existing OC capabilities or when 

the needed capabilities cannot be found in the agent and 
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its neighborhood. Also, when none of the conditions can 

be evaluated to     , and sco/c cannot self-configure. The 

same can be said when more than one o/c architecture can 

be selected. In this condition, the agents will split into two 

or more groups each trying to achieve a specific o/c 

architecture. Depending on the OC capability distribution 

among each group, different outcomes can be expected 

(such as zero, one or more successful o/c architecture 

configuration). But, any outcome in this state cannot be 

accepted, and even, if it works, it will be accidental.  

The verification was performed successfully for various 

possible scenarios using the Maude tool. The target 

scenarios were divided into two types. The focus of the first 

type was on situations in which a variant of the o/c 

architecture could be applied. The goal was to see whether 

the proper variant was selected and activated in such 

scenarios. The second type of scenarios included the ones 

in which no variant were applicable. Also, the verification 

was performed for impossible and unreachable 

configurations. In all of the scenarios, the specification of 

the sco/c architecture proved to be sound and correct.  

6. Case Study 

In this section we demonstrate the applicability of the 

sco/c architecture on the example illustrated in subsection 

4.2 using our formal specification and verification 

approach. We will first specify the general form of the 

problem, meaning the number of tasks and robots is not 

limited to what has been specified in [5] and [16]. Next we 

will use this general form to verify the illustrative example. 

6.1 General Description 

Most of the specifications needed for this example have 

been already provided. Apart from our intention to present a 

case study for the application of the sco/c architecture, we 

also intend to specify normal operations (along with the 

sco/c architecture specification), resulting in a complete 

system specification. Specification 6 describes a generic 

robot in which       has already been introduced in 

Declaration 6.                    is used for indicating a 

set of normal capabilities (sensors and actuators), and 

          for a set of resources that the robot is working 

on. This set can be   when there is no resource. 

Specification 6. Robot definition. 
 

       (                        
          ) 

(21) 

 

We defined a simple behavior for each robot based on 

[6] and then applied the general theme discussed above. 

The behavior of each robot in our specification consists of 

three general actions, i.e., acquire, process and release 

(Specification 7): the resource is acquired, processed and 

finally released. It is important to note that no action must 

be done unless the sco/c architecture is formed. This 

guarantees the formation of the self-configuration phase.  

As discussed in the previous section, the          
function has the responsibility of checking the 

conformance between the current formed architecture and 

the desired one. We use this function as a guard (whose 

result is used as the Boolean parameter in equations 22 

through 24) for all of the actions in our case study.  

          indicates the set of all available resources; 

with each acquire operation for a resource (         as 

the third argument for the         function) or when a 

resource is completely processed, it is removed from the 

resource set. Because the definition of       has an 

occurrence           that indicates the resource the 

robot is working on, when this set changes, the       
needs to change. Therefore, the       is considered as 

both input and output in declaration 22 to 24. By the 

        function (Declaration 23), a task is performed on 

a resource or resources. Finally, when the process is done 

or a problem happens (e.g., one of the robot tools is 

broken), the resource is released by the robot (Declaration 

24) and added to the resource list. 

Specification 7. Simple behavior for the robots. 
 

                                  
                 

(22) 

                            (23) 

                                
                 

(24) 

 

After using these behaviors and completing the 

required definitions (i.e., specifying                  , 

          ,          , etc.), the LTL formula 20 is 

verifiable. The next subsection completes these items for 

the illustrative example and performs the verification. 

6.2 Specification and Verification of the 

Illustrative Example 

This subsection presents definitions specific to the 

illustrative example. 

The first step is to define the regulation which consists 

of two rules (            and            given below). 

Based on the computing power of the robots (as the 

condition), one of the o/c variants can be selected: The 

OC middleware (mentioned in section 3) is more suitable 

for higher computational power since it needs an instance 

of the middleware running on each robot, making it 

suitable for the decentralized variant, while the RIA 

controller needs less computational power compared to 

that of the OC middleware. 
 

                       (25) 

            (                
   *                                       
                                   
                                  
                                   
                       +) 

(26) 

           
 (                *                    

(27) 
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                                          +) 
            *                       + (28) 

 

Definition 25 specifies                as the 

required condition. This function returns true when the 

computational power is suitable for running the OC 

middleware; when the function returns false, it means the 

RIA controller should be used. 

Based on the above specification, the          function 

should be called with                as the first 

parameter. Due to space limitation, the specification of 

expression capability has been ignored, but it can be easily 

extracted from Fig. 4. Declaration 29 shows the 

specification of       used in the robot definition for the 

illustrative example. As can be seen, the       components 

have been replaced by definitions from this section. 

         has been defined as sequence of  

                 , meaning that each task is represented 

by the corresponding tool. When each task is performed, the 

first task in the sequence is removed from         . An 

empty         represents a resource on which all the 

required tasks have been successfully performed. 
 

      (                       
             (                         ))  
                       (                
              )) 

(29) 

                  *                    + (30) 

            (                 ) (31) 
 

Now robots for the illustrative example can be defined 

using Declaration 32.  
 

                (32) 
 

As for the verification, the LTL formula 20 was 

verified using the Maude tool. Also, verification was 

performed after the self-configuration phase in order to 

verify the          function as the guard of declarations 

22 through 24. The verification phase showed that when 

the condition of the o/c component configuration changed, 

the system stopped operation, configuration was chosen, 

and then the system resumed normal operation. In cases 

that were designed for impossible operation, as expected, 

the system stopped all operations. 

7. Conclusions and Future Work 

In this paper, the sco/c architecture which uses the 

idea of cell differentiation has been presented in order to 

achieve self-configuration in the o/c component level. In 

order to support this idea, an architectural meta-model 

that considers the OC system as a collection of agents 

with some capabilities has been proposed. Among these 

capabilities, there are OC capabilities representing the 

capabilities that can perform operations related to the o/c 

architecture. Also, these capabilities are responsible for 

the self-configuration in the level of architecture itself. 

The sco/c architecture uses some rules provided by the 

architect based on the parameters of the system or 

environment. This architecture is then configured, and 

finally, the system operates. However, we believe that the 

rules should be adapted accordingly by considering the 

prior executions. In biology this notion is called genetic 

memory [9]. As a future work, we are planning to use the 

mechanisms related to this notion in order to improve the 

bio-inspiration and to step closer to living systems. Also, 

we consider the use of a simple ontology in the OC systems 

so as to create a semantic base. This can help to create a 

knowledge-based self-awareness that can assist greatly in 

cases like the selection of the proper o/c component 

configuration in the sco/c architecture. This potentially can 

increase the interoperability between organic systems. This 

can be especially useful when two or more ubiquitous or 

pervasive systems are needed to cooperate. 
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Abstract 
New technologies and their uses have always had complex economic, social, cultural, and legal implications, with 

accompanying concerns about negative consequences. So it will probably be with the IoT and their use of data and 

attendant location privacy concerns. It must be recognized that management and control of information privacy may not 

be sufficient according to traditional user and public preferences. Society may need to balance the benefits of increased 

capabilities and efficiencies of the IoT against a possibly inevitably increased visibility into everyday business processes 

and personal activities. Much as people have come to accept increased sharing of personal information on the Web in 

exchange for better shopping experiences and other advantages, they may be willing to accept increased prevalence and 

reduced privacy of information. Because information is a large component of IoT information, and concerns about its 

privacy are critical to widespread adoption and confidence, privacy issues must be effectively addressed.  The purpose of 

this paper is which looks at five phases of information flow, involving sensing, identification, storage, processing, and 

sharing of this information in technical, social, and legal contexts, in the IoT and three areas of privacy controls that may 

be considered to manage those flows, will be helpful to practitioners and researchers when evaluating the issues involved 

as the technology advances. 

 

Keywords: Security Issues; IoT; Information; Technology Advances; Privacy Enhancing. 
 

 

1. Introduction 

Security issues are central in Internet of Things as 

they may occur at various levels, investing technology as 

well as ethical and privacy issues. To ensure security of 

data, services and entire IoT system, a series of properties, 

such as confidentiality, integrity, authentication, 

authorization, non-repudiation, availability, and privacy, 

must be guaranteed [1]. This is extremely challenging due 

to the Internet of Things environmental characteristics.  In 

the past privacy was of relatively little concern because 

location information was not pervasively and 

continuously available. Now that technology has radically 

altered information availability, privacy of location is 

closely tied to controlling access to this information, and 

people want to be in control of the information 

availability [2-3]. Privacy preferences are now quite well 

studied in the context of users carrying mobile devices [4] 

but not extended through an IoT context where device-to-

device communication can carry location information far 

beyond users‘ awareness. Privacy concerns are becoming 

an increasingly critical issue in the IoT [5]. Without 

assurance of privacy in a world of interconnected sensors 

and systems, users will be unwilling to adopt these new 

technologies [6]. The International Telecommunications 

Union report on the Internet of Things notes that 

―Concerns about privacy and data protection are 

widespread, particularly as sensors and smart tags can 

track a user‘s movements, habits, and preferences on a 

perpetual basis.‖ [7] Despite its relevance and importance, 

privacy is not yet receiving adequate attention in the 

enthusiasm to exploit the technical capabilities of the IoT. 

A recent survey of IoT literature covering 127 journal and 

conference papers [8] finds only nine security and three 

privacy-related documents in its category of IoT 

challenges [9] [5] [10]. A recent survey of IoT context 

aware computing describes security and privacy as a 

major concern, yet finds only 11 of 50 surveyed research 

prototypes incorporating security and privacy 

functionality [11]. 

The paper is organized as follows: Section 2 presents 

the components in the Internet of Things. In Section 3, the 

security in IoT and data confidentiality is explained. In 

Section 4, theory concepts of privacy in IoT is introduced. 

Phases and associated privacy for IoT is discussed in 

section 5. The challenges in IoT: privacy and security are 

presented in Section 6. The privacy and humanness is 

discussed in section 7. Section 8 gives the discussion of 

the study. Conclusion is given in Section 9. 

2. Components in the Internet of Things 

The IoT vision enhances connectivity from ―any-time, 

any-place‖ for ―any-one‖ into ―any-time, any-place‖ for 

―any-thing‖ [12]. Once these things are plugged into the 

network, more and more smart processes and services are 

possible which can support our economies, environment, 

security and health. 

Fig.1 provides a view of the IoT ecosystem [13]. 

Things could be tagged, and through scanners, identified, 

and the relevant location information could be 
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communicated. Similarly, networked things with sensors 

become smaller, weaving themselves into our daily lives, 

while sensor and actuator networks act on the local 

environment, communicating status and events to a higher 

level service. Smart things sense activity and status, 

linking it to the IoT. Middleware and frameworks 

enabling application and service development which 

utilise data as received from (or about) things, most often 

living in the cloud provide the capability to add 

intelligence resulting in better services, which ultimately 

impact on the environment. 
 

 

Fig. 1. Components in the Internet of Things 

3. Security in IoT and Data Confidentiality 

Security represents a critical component for enabling 

the widespread adoption of IoT technologies and 

applications. Security is divided into three parts (Fig. 2): 

(1) Data confidentiality, (2) privacy and (3) trust 

3.1 Data Confidentiality 

Data confidentiality represents a fundamental issue in 

IoT scenarios, indicating the guarantee that only 

authorized entities can access and modify data. The main 

research challenges for ensuring data confidentiality in an 

IoT scenario relate to: (1) Definition of suitable 

mechanisms for controlling access to data streams 

generated by IoT devices. (2) Definition of an appropriate 

query language for enabling applications to retrieve the 

desired information out of a data stream. (3) Definition of 

a suitable smart objects‘ identity management system. 
 

 

Fig. 2. Security is divided into three parts 

4. Theory Concepts of Privacy in IoT 

This paper follows and borrows from prior work 

investigating issues in the development of privacy theory 

general [14], and extends it to the particular environment 

of the IoT. Theory concepts has five desirable goals [15]: 

1. A method of organizing and categorizing ―things,‖ 

a typology;  

2. Predictions of future events; 

3. Explanations of past events; 

4. A sense of understanding about what causes events; 

and occasionally mentioned as well: 

5. The potential for control of events. 

At this early stage we can hardly purport to fully 

explain and predict the eventual evolution of the recently-

emerged IoT, let alone control it—however we can begin 

to organize and categorize important ―things‖ such as 

components and concepts. 

Consistent with the above, a number of strategies may 

be used to construct theories, one of which is a 

classificatory strategy seeking a taxonomy of elements 

both within and outside the phenomenon [16]. In early 

stages of theory construction, classification strategies are 

particularly important and a prerequisite to other 

strategies [17]. This method follows recommendations 

from related fields [18], emphasizing discovery and 

description, where key research questions are ―Is there 

something interesting enough to justify research?‖ and 

―What are the key issues?‖ in both cases with 

categorization suggested as a procedure to be used [19]. 

The methods described below will attempt to discover, 

classify, and describe a number of key issues that relate 

the IoT and big data to location privacy, and justify the 

need for additional research. 

4.1 Privacy 

The privacy may be viewed from many conceptual 

perspectives [20] and in the context of the present work 

related to the IoT and big data, we will consider it from an 

informational privacy perspective. 

The informational perspective is key to most privacy 

theories in a technological context, describing privacy as 

―the claim of individuals, groups, or institutions to 

determine for themselves when, how, and to what extent 

information about them is communicated to others.‖ [21]. In 

keeping with this approach, we will look at location privacy 

in terms of information flows, from sensing to use and 

including a number of other activities typically in between 

(including more complex interactions between flows). 

Tables 1 and 2 use the five phases of information flow 

enumerated in Table 1 and identifies example privacy 

controls for each phase. The five phases extend early 

work from more than 45 years ago identifying three 

phases of input, storage and output [22]. They also extend 

five phases discussed in [23] by explicitly adding the 

―processing‖ phase to acknowledge the important of 

inference capabilities and data analytical techniques that 

may deduce location from other available evidence. 
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The privacy-enhancing controls fall into technical, 

social, and legal measures, represented in columns of the 

table. Technical controls are those that control the actual 

processing of the information and may block, filter, 

modify, etc. that information. Examples include 

authenticating, blocking, encrypting, and other privacy 

protections for RFID tags [24]. Social controls affect 

privacy information through the influence of accepted 

business practices, social norms, and similar nontechnical 

means. These include not only such things as formal 

privacy policies from system providers, but also 

behaviors of system users, which have been found to vary 

considerably according to context such as who the 

information is exchanged with, whether the person is at 

home or in a public place, and what means is used to 

share the information [25]. Legal measures are those that 

impose formal prohibitions or regulations on activities 

related to location information flows. These vary greatly 

by region. In the EU the privacy Directive directly 

addresses location privacy, while in the US federal law 

addresses location only indirectly and incompletely [26]. 

5. Phases and Associated Privacy for IoT 

The phases and associated privacy controls are described:  

(1) Sensing may be technically blocked by any means 

that prevents signal transmission or reception. 

This includes RFID-blocking wallets, RF blocker tags 

generating simulated or false RFID tags, etc. 

(2) Identification in the IoT has already received 

significant attention [27] [28]. Legal enforcement of 

anonymity is almost universally expected and enforced in 

particular contexts such as election ballot casting. 

(3) Storage privacy is enabled through several 

technical methods, including merely not providing a 

storage facility and encryption of any stored data. The 

Snap chat service was touted as an ephemeral means of 

photo sharing, but was quickly and easily defeated [29]. 

Social control of stored information is often accomplished 

(with varying degrees of success and user satisfaction) 

through user privacy settings in social media. Various 

jurisdictions may enforce formal legal restrictions on the 

type, amount, and duration of stored data. A ―right to 

quantitative privacy‖ has even been proposed [30]. 

(4) Processing phase technical privacy includes a 

number of design principles that also apply to other phases 

[31] and various anonymizing and privacy-enhancing and 

privacy-preserving technologies [32-34]. It may also be 

affected on a social and free market level in software terms 

of service agreements. Formal legal measures include 

prohibitions or restrictions on database matching and 

sharing of information between commercial entities. 

(5) Sharing phase privacy may be technically 

implemented by restricting the communications channels 

available, e.g., not implementing or turning off facilities 

such as Bluetooth and Wi-Fi. Social measures are largely 

the responsibility of users to control application settings 

and follow recommended norms for appropriate sharing. 

Legal controls for sharing have recently received 

significant attention—for example the US Federal Trade 

Commission has just recommended that Congress give 

consumers more control over the data brokerage industry 

[35-37] and European courts have required that search 

engines implement a ―right to be forgotten‖ [38]. 

Table 1. Information flow phases and associated privacy controls for IoT 

Phases Methods 

Identification 

-Unique identifier detection 

-Facial recognition 

-Vehicle license plate recognition 

Processing 
-Self-contained inference 

-Communication and matching 

Sharing 
-Intentional 

-Unintentional 

Storage 
-Object data 

-Meta data 

Sensing 

-Triangulation 

-Scene analysis 

-Proximity 

-Indirect inference 

Table 2. Privacy measures for IoT 

Phases 
Social 

privacy 
Technical privacy 

Legal 

privacy 

Identification 

Anonymous letters to 

newspaper editors or 

postings 

to online discussion 

forums 

address 

randomization 

 

―Secret‖ 

ballots for 

voting 

Processing 

Vendor-customer 

terms of 

service 

Privacy-enhancing 

technologies: 

anonymizing, etc. 

Restrictions 

of database 

matching 

Sharing 

User and application 

sharing 

settings 

Restriction or no 

provision 

of 

communication 

facilities 

The ―right to 

forget‖ 

Data broker 

restrictions 

Storage 

User social media 

privacy 

settings 

No physical 

storage 

-Encryption 

-Ephemeral storage 

Formal limits 

on amount 

and 

duration of 

stored data 

Sensing 

Socially acceptable 

uses for 

Google Glass [39] 

RF blocking 

wallets 

Prohibition 

of cell phone 

and 

camera use at 

customs [40] 

6. Challenges in IoT: Privacy and Security 

This section discusses challenges in IoT development 

by enterprises. As with any disruptive innovation, the IoT 

will present multiple challenges to adopting enterprises. 

For example, due to the explosion of data generated by 

IoT machines, in [40] suggested that data centers will face 

challenges in security and consumer privacy. This section 

discusses two technical and managerial challenges: 

privacy and security. 

6.1 Privacy Challenge 

As is the case with smart health equipment and smart 

car emergency services, IoT devices can provide a vast 

amount of data on IoT users‘ location and movements, 

health conditions, and purchasing preferences-all of which 
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can spark significant privacy concerns. Protecting privacy 

is often counter-productive to service providers in this 

scenario, as data generated by the IoT is key to improving 

the quality of people‘s lives and decreasing service 

providers‘ costs by streamlining operations. The IoT is 

likely to improve the quality of people‘s lives. According 

to the 2014 TRUST Internet of Things Privacy Index, only 

22% of Internet users agreed that the benefits of smart 

devices outweighed any privacy concerns. While the IoT 

continues to gain momentum through smart home systems 

and wearable devices, confidence in and acceptance of the 

IoT will depend on the protection of users‘ privacy. 

6.2 Security Challenge 

As a growing number and variety of connected 

devices are introduced into IoT networks, the potential 

security threat escalates. Although the IoT improves the 

productivity of companies and enhances the quality of 

people‘s lives, the IoT will also increase the potential 

attack surfaces for hackers and other cyber criminals. IoT 

devices have vulnerabilities due to lack of transport 

encryption, insecure Web interfaces, inadequate software 

protection, and insufficient authorization. On average, 

each device contained 25 holes, or risks of compromising 

the home network. Devices on the IoT typically do not 

use data encryption techniques. 

Some IoT applications support sensitive infrastructures 

and strategic services such as the smart grid and facility 

protection. Other IoT applications will increasingly 

generate enormous amounts of personal data about 

household, health, and financial status that enterprises will 

be able to leverage for their businesses. Lack of security 

and privacy will create resistance to adoption of the IoT by 

firms and individuals. Security challenges may be resolved 

by training developers to incorporate security solutions 

(e.g., intrusion prevention systems, firewalls) into products 

and encouraging users to utilize IoT security features that 

are built into their devices. 

The evolution of IoT technologies (e.g., chips, sensors, 

wireless technologies) is in a hyper accelerated innovation 

cycle that is much faster than the typical consumer product 

innovation cycle. There are still competing standards, 

insufficient security, privacy issues, complex 

communications, and proliferating numbers of poorly 

tested devices. If not designed carefully, multi-purpose 

devices and collaborative applications can turn our lives 

into chaos. To prevent chaos in the hyper-connected IoT 

world, businesses need to make every effort to reduce the 

complexity of connected systems, enhance the security and 

standardization of applications, and guarantee the safety 

and privacy of users anytime, anywhere, on any device. 

Beyond the security challenges mentioned in other parts of 

this document, we identify specific additional challenges here: 

6.2.1 Diverse, Interacting, Potentially Unsecure Devices: 

IoT raises a wide range of serious security challenges, 

since many IoT devices interact closely with the physical 

world. Recent news has highlighted many opportunities 

for attack on networked cars, power stations, and 

implanted medical devices. The security problem is 

exacerbated by the fact that many IoT devices may be 

built by companies that have little expertise in security, 

using potentially old operating systems and libraries that 

are not fully patched. Furthermore, if a device relies on 

open-source software with vulnerabilities, updating the 

firmware on such devices can be difficult. 

6.2.2 Devices that Misrepresent Themselves: 

Another risk lies in the potential for these diverse 

devices to be intentionally programmed to ―cheat‖ as was 

the recent case where Volkswagen was found to have 

programmed their software to cheat on emissions tests 

[16]. By cheating, we mean any action that intentionally 

misrepresents the product‘s behavior for the purpose of 

deceiving regulators or consumers. Examples of such 

cheating might be misrepresenting network bandwidth 

usage or performance on benchmarks. As we cede more 

control to these devices the need to regulate them will 

increase, which will give manufacturers more temptation 

to cheat. Technologies, procedures, and policies are 

needed to allow inexpensive and effective auditing of the 

software in such devices, including methods to specify the 

expected correct behavior and solutions that allow for 

inspection of the product source code. 

6.2.3 Security Threats from Ubiquitous Devices: 

In a world where we are surrounded by IoT devices, the 

ability to limit our exposure to them decreases. If a desktop 

computer becomes infected, we can reboot it, run an anti-

virus program, and hope the problem goes away. If one or 

more devices in a network of IoT devices is compromised, 

it may be both very difficult to know what device has been 

compromised or how to fix the problem to restore the 

overall system security. Consider how current ransom ware, 

which holds our data hostage, might be transformed to an 

attack that requires us to pay money to enter our own house 

or turn on the heat. Research on systematic methods for 

restoring IoT systems from a known good state is needed as 

well as tools to isolate and correct individual compromised 

components within the distributed system. 

6.2.4 System-wide Security Abstractions: 

Programming languages have evolved to incorporate 

features that increase productivity and reduce classes of 

errors. For example, Java and C# have features that 

prevent errors such as buffer overflows by construction – 

all valid programs are correct with respect to memory 

safety. Next-generation IoT systems, that involve physical 

interaction, need to have a new generation of system-wide 

properties (e.g., to guarantee physical safety) that are 

correct by construction and checked automatically. These 

properties involve major improvements in our ability to 

reason about the interaction between the software in the 

system and the physics of their real-world actions. 
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7. Privacy and Humanness 

7.1 Ethical Challenges 

In Internet of Things exchange environments, there 

are more data that can be used to define and to influence 

people. Will these data, which in digital form are coded as 

strings of zeroes and ones, lead marketers to view 

consumers strictly as data, slotting them into fixed 

categories and treating them with sterile precision in 

accordance to their assignment? And through the 

acquisition and sharing of these data-perhaps in the end, 

without much choice by those from whom the data are 

sourced-will consumers relinquish important aspects that 

define their humanness, and thus feel less satisfaction? In 

the context of mortality and being human, Gawande [40] 

draws upon Dworkin (1986), [41], and his perspective on 

autonomy to put forth, ‗‗we want to retain the autonomy-

the freedom-to be the authors of our lives. This is the very 

marrow of being human. All we ask is to be allowed to 

remain the writers of our own story. That story is ever 

changing. We want to retain the freedom to shape our 

lives in ways consistent with our character and loyalties.‘‘ 

Although he was writing about mortality when framing 

that ‗‗the battle of being mortal is the battle to maintain the 

integrity of one‘s life‘‘ [40], we believe it applies when 

one, through technology and associated data, can be 

increasingly represented, influenced, and con-trolled and 

as a result have choices censored. The autonomy of one‘s 

data and thus one‘s self should be respected and the 

individual should be provided freedom of control. We 

believe that the human condition calls for and requires 

sufficient privacy. Indeed, privacy and all that it represents 

or entails is a sine qua non of humanness. Without it, 

consumers may feel like- and become-empty souls and 

vessels through which organizations derive profits. 

7.2 The Human Condition 

Thinking more like a technologist does not suggest 

thinking less like or about people. In fact, we argue that it 

becomes more important to consider the human condition 

when designing technology-based solutions. We believe 

there is a tendency to use technology as a mass market 

solution to a problem in which solutions address the 

major issues or are believed to be robust enough to 

provide a reasonable solution to any problem. However, 

such solutions may overlook smaller details or individual 

preferences that may comprise the long tail and therefore 

may be less satisfactory than imagined. For example, 

consider automated phone call-in systems where 

customers ‗‗Listen closely as options may have 

changed . . . Press 1 for . . . Press 2 for . . . .‘‘ It seems like 

a grand way to handle a large volume of calls on a variety 

of topics. However, in application, too many consumers 

may be frustrated by such systems. Brands take a hit 

when this happens. A method intended to enhance 

customer service can ironically result in annoying 

customers. Thinking more fully through the human 

condition will yield more effective solutions. 

8. Discussion 

The nature of IoT means that researchers can now 

―lurk‖ in wait for what are, in essence, ready-made data 

sets [19]. However, the speed with which these new 

sources of data have emerged, as well as the increasingly 

imaginative ways that researchers are using them, risked 

running ahead of the development of an appropriate 

ethical framework for their use.  

Ethicists have recognised that they face a challenge in 

determining how to transfer traditional deontological 

principles into the world of IoT, addressing the duties and 

obligations of the researcher, as well as how to deal with 

concepts such as utilitarianism, feminism, and 

communitarianism [20]. As research on material 

published on the internet involves no direct contact 

between the subject and the researcher. It avoids one of 

the problems facing much qualitative research, namely 

that of interviewer bias, whereby what is said is 

influenced by the researcher. However, the absence of 

such contact creates other problems, in particular those 

relating to informed consent and protection of the subject. 

This commentary considers two of the major issues in the 

ethics of IoT research; the difference between public and 

private space and the right to anonymity. 

Now that people routinely share detailed information 

on all aspects of their lives, including embarrassing 

anecdotes and even incriminating photographs on social 

media, there are questions as to what online privacy 

actually means. One approach is to apply the ethic of 

reciprocity, or Golden Rule, whereby the researcher asks 

how they would feel if the roles were reversed [21].  

The challenge then is to operationalize this principle. 

How do people‘s expectations of privacy change 

depending on the type of IoT they are using and what are 

the consequences for researchers‘ ethical obligations [28]? 

This discussion recognises that the concept of privacy 

is inherently complicated and there is a need to 

understand how individuals will respond to violations in 

different contexts [29]. 

A related issue is that of anonymity. Anonymity is a 

fundamental right of subjects of research. It underpins the 

potentially fragile trust between the subject and the 

researcher and is integral to consent and provision of 

information as well as being a manifestation of the respect 

in which the researcher holds the subject in front of the 

computer screen. This creates many additional ethical 

considerations for the researcher [28,31]. 

9. Conclusion 

The Internet of Things is the connection – via the 

internet – of objects from the physical world that are 

equipped with sensors, actuators and communication 

technology. IoT systems will create dramatic business 

opportunities and provide great benefits to individuals and 

society. For these systems to succeed, they must be secure, 

robust, and usable by humans. Progress has been made on 
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improving the security of existing systems but IoT systems 

require even higher quality and introduce new complexities. 

Privacy and security are the important aspect for 

Internet of Things (IoT) deployments. In this paper, we 

provided an overview of the privacy of IoT technologies, 

and a number of research challenges has been identified, 

which are expected to become major research trends in 

the next years. Several significant obstacles remain to 

fulfill the IoT vision, among them privacy. Indeed, 

realizing the IoT vision is likely to spark novel and 

ingenious malicious models. The challenge is to prevent 

the growth of such models or at least to mitigate and limit 

their impact. Meeting this challenge requires 

understanding the characteristics of things and the 

technologies that empower the Internet of Things. When 

every object in our daily life is connected to the Internet, 

they must be secure. Although the IoT improves the 

productivity of companies and enhances the quality of 

people‘s lives, the IoT will also increase the potential 

attack surfaces for hackers and other cyber criminals. 

Lack privacy will create resistance to adoption of the IoT 

by firms and individuals.  

For future research, the following questions can be 

considered: (1) what are the types and levels of behaviors 

adopted by users as a result of their privacy concerns, and 

why are these adopted? (2) What are the differences in 

awareness, concerns, and behaviors of the general public 

versus business entities related to privacy?  

Moreover, Support research that addresses the core 

underlying scientific and engineering principles dealing 

with large-scale issues, networking, security, privacy, 

real-time, and the other key questions raised in this paper. 
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Abstract 
Most popular fusion methods have their own limitations; e.g. OWA (order weighted averaging) has “linear model” 

and “summation of inputs proportions in fusion equal to 1” limitations. Considering all possible models for fusion, 

proposed fusion method involve input data confusion in fusion process to segmentation. Indeed, limitations in proposed 

method are determined adaptively for each input data, separately. On the other hand, land-cover segmentation using 

remotely sensed (RS) images is a challenging research subject; due to the fact that objects in unique land-cover often 

appear dissimilar in different RS images. In this paper multiple co-registered RS images are utilized to segment land-

cover using FCM (fuzzy c-means). As an appropriate tool to model changes, fuzzy concept is utilized to fuse and integrate 

information of input images. By categorizing the ground points, it is shown in this paper for the first time, fuzzy numbers 

are need and more suitable than crisp ones to merge multi-images information and segmentation. Finally, FCM is applied 

on the fused image pixels (with fuzzy values) to obtain a single segmented image. Furthermore mathematical analysis and 

used proposed cost function, simulation results also show significant performance of the proposed method in terms of 

noise-free and fast segmentation. 

 

Keywords: Fusion; Land-cover Segmentation; Multiple High-spatial Resolution Panchromatic Remotely Sensed (HR-

PRS) Images; Fuzzy C-means (FCM). 
 

 

1. Introduction 

An important task in remote sensing (RS) applications 

is categorization of image pixels into homogeneous 

regions, whereas each of them corresponds to a particular 

land-cover type. This problem has often been modeled as 

segmentation problem and one of most utilized method 

to solve it, is clustering [1]. Nowadays land-cover 

segmentation using RS images, especially high-spatial 

resolution panchromatic remotely sensed (HR-PRS) ones 

(because of their high spatial resolution), becomes a 

challenging research task, due to this fact that objects in 

the unique scene (land-cover) often appear dissimilar in 

different RS images and sometimes incorrect (in someone) 

[2], though the land-cover has not changed. Generally 

obtained pixels values in RS images will be different with 

reality, which can be measurable by spectrometer in the 

ground field test, due to the following reasons: 

 In the state of not being so obvious and where the 

(radiometric and geometric) preprocessing cannot 

model and remove sensor and atmosphere defects 

completely, the difference will be categorized as an 

un-sensible noise, caused by un-compensated sensor 

and atmosphere factors. 

 On the other hand, if it happen the difference to be 

noticeable, as a matter of changes such as placing in 

shadow or white cloudy dots, it is called un-

expected noise. 

On the other hand, by review the related papers to RS, 

it is observed there are two types of uncertainties in 

panchromatic images. The spatial uncertainty, as the 

famous one, imply to this fact that there is no an exact 

crisp separation between various land-covers types and 

the segments boundaries usually express softly 

continuous and using fuzzy sets [3-13]. The other 

uncertainty in RS images is the inherent one that imply to 

the inaccuracy and problems in sensing and digitizing the 

real phenomena [7]. There are two methods parametric 

and deterministic to model and analysis of inherent 

uncertainty. In the parametric one, the uncertainty is 

modeled using probability density function (pdf) [14-15]. 

Difficulty in allocating a pdf to a pixel and un-

independence of neighborhood pixels are some problems 

of parametric method utilizing in RS applications 

[10,16,17]. In the deterministic method that is used in this 

paper, a symbolic interval number is used (instead of 

crisp one) to model the inherent uncertainty [18-20]. 

Utilization of multiple RS images to measure the 

ground physical and geometrical properties is a 

conventional way to overcome the uncertainty too [21-23]. 

Essentially, the concern of multi-images (multi-sensors) 

segmentation is minimizing the uncertainty. Furthermore, 
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advantage of sharing various satellites data for using their 

capabilities simultaneously, encourages researchers to 

make use of multiple RS images. In this paper HR-PRS 

images are chosen to be utilized in land-cover 

segmentation because of their availability for us. 

Although by availability of other RS images (such as 

multi-spectral or even hyper ones), they can be used in the 

same procedure to land-cover segmentation too. 

On the other hand, Data fusion is an effective way for 

optimum utilization of large volume data and combines 

different pieces of information into some new compatible 

information or more accurate data [24]. Application of 

data fusion methods varies a lot from military 

applications (such as target tracking and target 

recognition) to non-military ones (for example machine 

vision, robotics and medical). Data fusion tries to perform: 

1) fusion of temporal information or 2) fusion of 

dissimilar information and or 3) fusion of similar 

information from different sources (or in fixed sensing 

object, fusion of information obtained by one unique 

sensor in various conditions and times) [24]. The first two 

categories are examined extensively in RS applications, 

named as multi-temporal [25] and conventional RS 

images fusion (producing high-resolution multispectral 

images from a high-resolution panchromatic image and a 

low-resolution multispectral image) [3] respectively. 

Despite that, there have not been many works for the third 

category, which is the category of proposed method in 

this paper. RS images fusion can be performed at three 

different processing levels, according to the stage at 

which the fusion takes place: pixel level, feature level, 

and decision level [25,26]. The fusion-based multi-images 

segmentation methods usually perform the fusion in pixel 

or decision level. In the pixel level fusion-based multi-

images segmentation methods that is used in this paper, 

by create a new fused image from input images, it is tried 

to improve the segmentation accuracy [25]. 

Since the purpose of this paper is noise-free and 

correct segmentation, the multi-image segmentation using 

fusion method (in the pixel level) is concern of this paper. 

Although there are many new researches in the land-cover 

segmentation using a single RS image (for example see 

[27,28]), but no new method in multi-images 

segmentation has been clarified. Inspecting multi-images 

segmentation, two groups of researchers published some 

papers [21-23,29-33]. The first group (Lee et.al. [21-23]) 

integrated the data from individual sensors into a set of 

multidimensional data to segmentation using hierarchical 

clustering. Against, Pieczynski et al (the second group) 

[29-33] used hidden Markov model (HMM) to land-cover 

segmentation using multi RS images. 

Generally the conventional fusion methods (for 

example let HMM, Kalman filter, order weighted 

averaging (OWA) or etc.), where they are used for multi-

images segmentation, let a specific proportion for each 

input image in the fusion process (or in the final fused 

image), for all pixels. While this proportion must be 

certificated for each pixel separately based on this fact 

that ambiguity in the available values of the pixel is high 

or low. Indeed since fuzzy concept can model existent 

inherent diversity and ambiguity in the available values 

for each land-cover point as well, the proposed method in 

this paper fuses the input images in one fuzzy image (an 

image that its pixels have fuzzy numbers instead of crisp 

ones). Finally the fuzzy c-means (FCM), as a commonly 

clustering method and a method with fuzzy output to 

model the spatial uncertainty, is applied on the fuzzy 

fused image pixels to obtain a single segmented image for 

each land-cover. The mathematical analysis show better 

performance of the proposed method in compare to the 

classical methods and conventional fusion methods. This 

is performed using a new proposed cost function. 

Simulation results confirm the efficiency of the proposed 

method in noise-free and fast segmentation aspects.  

The remainder of this paper is organized as follows. 

The motivation of this paper, as a preface to understand 

the necessity of using non-crisp (fuzzy) numbers in land-

cover segmentation using HR-PRS images is obtained in 

section 2. Section 3 introduces some preliminaries 

including the FCM clustering algorithm where it is 

applied on crisp and non-crisp numbers. Section 4 

presents the proposed method to land-cover segmentation 

using multiple co-registered panchromatic images. 

Furthermore some analyses and comparisons are obtained 

in section 4 too. Simulation results are obtained in Section 

5. Finally this paper is concluded in Section 6. 

2. Motivation 

In this section, as a preface to understand the necessity 

of using non-crisp (fuzzy) numbers in land-cover 

segmentation using RS images, land-cover points are 

categorized according to available multi RS images from 

that land-cover (for the first time). For simplicity this 

work is performed for images (HR-PRS ones) and based 

on spectral feature in this paper; however it can be 

performed for other signals (except image) and based  on 

other (non-spectral) image features similarly. 

Let the actual value of under-studying land-cover 

points (  points) in the studied feature (gray-scale level) 

be denoted by  ̌  * ̌     ̌     ̌ + , which can be 

achieved using spectrometer in ground field test. 

Considering unavailability of these values (because of un-

performing ground field experiments) and the range of 

numbers which can be specified to each segment of land-

cover (for example let a river as a segment that its pixels 

values vary with depth of water, water impurity, kind of 

river bottom and etc.), an interval is considered for the 

actual value of each pixel ( ̌  [ ̌ 
     ̌ 

   ],        ). 

Letting   available (co-registered) HR-PRS images 

(  ( )  {  
( )     

( )     
( )}              ), It is 

observed that, nevertheless the covered land-cover by all   
images and even the used sensor for imaging may be same, 

but most corresponding pixels in   images have different 

values. This phenomenon can be seen easily in the first 

scene images and Figure 1 that are obtained using IRS-P5 
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satellite. Comparing values of first scene images, pixel by 

pixel, it can be observed that only 0.84% of pixels have 

same values in both images, for 62.54% of pixels, image A 

and for the remainder (36.61%), image B has more values 

(e.g. under shadow region of image A, mentioned by 

circle). Therefore, the minimum and maximum of 

observed values sets can be defined as follows: 
 

     {  
        

   }         
    

                 {  
( )     

( )}             (1) 
 

     *  
        

   +         
    

                  {  
( )     

( )}             (2) 
 

According to above notes and also considering the 

variation of   
( )

 and  ̌  (   
( )  [  

      
   ]  and  ̌  

[ ̌ 
     ̌ 

   ]) each point of land-cover will belong to one 

of two following categories based on the relation between 

actual values range ([ ̌ 
     ̌ 

   ]) and range of obtained 

values by   images ([  
      

   ]). 

 First category land-cover points are not influenced by 

unwanted and unexpected happenings (such as 

placing under white cloudy dot or in the shadow 

region) in the input images. Since the (radiometric 

and geometric) preprocessing cannot model and 

remove sensor and atmosphere defects completely, 

this category is affected only by un-modeled (or 

more precisely, weak modeled) causes of sensor and 

atmosphere, named as un-sensible noise in this paper. 

The considered model for atmosphere, compose of 

various probability distributions (for example see 

[34]), is an acceptable reason for this fact that 

atmosphere defect cannot be removed from RS 

images completely. Therefor the relations between 

variation ranges of   
( )

and  ̌  for each point of this 

category will be one of nine states Figure 2-A. For 

this group of pixels, the actual value  ̌  (  ̌  

[ ̌ 
     ̌ 

   ]  is shown by bilateral black vector in 

Figure 2-A) is influenced by un-sensible noise. So 

the variation range of obtained values by input 

images (  
( )  [  

      
   ]  is shown by one sided 

blue vector in Figure 2-A) will be small and in the 

order of  ̌ variation range. 

 Second group points are affected by un-wanted (un-

expected) noise (e.g. placing in shadow or white 

cloudy dots) in addition un-sensible one, at least in 

one input image. This group of pixels is supposed to 

be affected by un-sensible noise as the simplest state 

(top-left state of Figure 2-A). Major reason of this 

assumption is more role of un-expected noise 

comparing the un-sensible one in the values of these 

pixels. The relation between the variations ranges of 

  
( )

and  ̌  in this pixels categorization will be 

accessible through one of following three states, 

Figure 2-B:D. 

According to the mentioned notes, a segmentation 

methodology must be selected that obtain noise-free 

labels (segments) for all land-cover points using multi-

images, of which the pixels would have each states of 

Figure 2-A:D. 

In the other view, according to relations (1) and (2), an 

 -dimensional hyper-cube can be defined as the input 

space in segmentation of land-cover using multi-images. 

The range of each dimension (for example the dimension 

 -th) is from   
    to   

   . For     this input space is 

illustrated in Figure 2-E. 

According to above explanations (performed 

categorization) it can be concluded that it is very probable 

(except in  ̌  [  
      

   ] cases) to present the actual 

values of land-cover points ( ̌  * ̌     ̌     ̌ +) by a 

point in this hyper-cube (inside it or on its boundary). 

This point which can be named as the optimum point in 

the input space (OPIS) is unknown when only RS 

images are used to segment and any ground truth data is 

not available. Obviously, applying the clustering method 

(e.g. FCM) on the OPIS, the optimum response (optimum 

centers and membership values and finally optimum 

segmented image) can be reached. 
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Fig. 1. The first land-cover images (left: A and right: B) and corresponding values of mentioned regions by          . 

 

 

 

 

 

Fig. 2. The corresponding figures of land-cover points categorizing; the variation ranges of actual pixel number ( ̌  [ ̌ 
     ̌ 

   ] is shown by bilateral vector) 

and the obtained values by   input images for  -th pixel (  
( )  [  

      
   ] is shown by one sided vector), where in A it is influenced only by un-sensible noise 

in all   input images; in B it only is placed in shadow at least in one input image, in C it only is placed under white cloudy dot at least in one input image, in D it is 

placed in shadow and white cloudy dot at least in two separate input images; E. The input space of multi-images segmentation (hyper-cube for    ) 

 

3. Preliminaries 

In this section, as the proposed method is based on the 

conventional FCM, a description of FCM will be given 

concerning the special manner in which it is applied on 

crisp numbers. Then symbolic interval numbers as the 

simplest fuzzy numbers type along with the FCM 

applying on them, are explained. 

3.1 FCM Algorithm and Crisp Numbers 

The fuzzy c-means (FCM) algorithm, the best-known 

clustering algorithm, has been used in a wide range of 

engineering and scientific disciplines such as medicine 

imaging, bioinformatics, pattern recognition, and data 

mining [35,36]. FCM clustering method assigns fuzzy 

memberships to each input member. This method is fuzzy 

equivalence of the nearest center “hard” clustering 

method. The aim of FCM algorithm is minimizing the 

following objective function (  (   ) ) with respect to 

fuzzy memberships   [    ]    and cluster centers 

  *            +, 
 

 (   )  ∑ ∑     
   (     )

 
   

 
      (3) 

 

  (     )  (     )
 (     )  ‖     ‖

  (4) 
 

Where   is the number of input numbers,   is the 

number of clusters,   *            +  is the set of 

input numbers which is a finite set of  -dimensional 

vectors on the real numbers (   [           ]
 
    

for        ) and     is the fuzziness index. The 

matrix   [    ]    is called the fuzzy membership 

degree with following constraint: 
 

{
     ,   -                             

∑     
 
                 

 (5) 
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Where      is the membership grade of  -th input 

number to  -th cluster.   *            + is the cluster 

prototypes (centers) set,    [           ]
 
    for 

        is the center of  -th cluster and   (     ) 
denotes the Euclidean distance of    and    in  -

dimensions space. 

Creating Lagrange function  (     )  and using 

Lagrange multiplayers           , the objective 

function  (   ) can be minimized subject to constraints 

(5) to conclude updating relations as follows: 
 

 (     )  ∑ ∑     
   (     )

 
   

 
    

∑   (∑     
 
     ) 

       (6) 
 

  (     )      ⁄           

(∑ .
  (     )

  (     )
/

 

    
   )

  

    (7) 

 

  (     )    ⁄         
∑     

   
 
   

∑     
  

   

  (8) 

 

where   (     )  (     )
 (     )  is the 

euclidean distance of    and    and         and 

       . 

3.2 FCM Algorithm and Non-Crisp Numbers 

Since for all studied scenes (land-covers) in this paper 

only two HR-PRS images are available and symbolic 

interval numbers are the best fuzzy (non-crisp) numbers to 

represent two available values of a fact (in this paper, each 

land-cover point), in this sub-section the symbolic interval 

numbers as the simplest non-crisp (fuzzy) numbers are 

introduced and discussed. A non-crisp number  ̃  will be 

supposed as a symbolic interval number (SIN) if its 

membership function be expressed as follows [37]: 
 

  ̃( )  {
          ̃      ̃
                 

   (9) 

 

A SIN  ̃ can be denoted with its start point (  ̃) and its 

end point (  ̃) as  ̃  (  ̃   ̃)   . 

Suppose two symbolic interval numbers  ̃  and   ̃  in 

  dimensions space,   ̃  { ̃     ̃       ̃   } ,  ̃    

.  ̃      ̃   /   
 and   ̃  { ̃     ̃       ̃   } ,  ̃    

.  ̃      ̃   /   
 for          . The used metric 

(dissimilarity or distance) for SINs in [37], as the simplest 

metric in the symbolic interval numbers case which is 

used in this paper, is as follows: 
 

  ( ̃   ̃ )  ∑ (.  ̃      ̃   /
 

 .  ̃      ̃   /
 

)
 
     (10) 

 

Based on above metric, the FCM can be applied on 

SINs as follows [37]: 

      

 ̃  
{ ( ̃  )  ∑ ∑     

  
     ( ̃   ̃ )
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Having fulfilled the preliminaries, the proposed 

method will be presented in the next section. 

4. Proposed Method 

This section of paper proposes a land-cover 

segmentation algorithm using available multi HR-PRS 

images from the land-cover and compares it analytically 

with other methods in the following sub-sections. 

4.1 Descriptions 

The structure of the proposed method, containing 5 

blocks, is as Figure 3 which will be explained 

consequently block by block. 

HR-PRS input images: As mentioned,   HR-PRS 

images with same spatial-resolution are considered as 

input images. These images, registered together and 

denoted by  ( )  {  
( )     

( )}         belong to 

same unchanged scene. 

Pixels fuzzifying: As mentioned in introduction, the 

nature of proposed method and the considered problem in 

this paper differs with normal concept of RS images 

fusion [3]. But in the other view, the proposed method 

can be considered as a method to fuse multi HR-PRS 

images and applying the segmentation process on the 

fused image. On the other hand, fuzzy concept, in 

comparison with crisp one and in the way it was 

described, can represent land-cover points completely 

when multi images are available. Therefor the proposed 

method considers a fuzzy (non-crisp) number value for 

each fused image pixel. This fuzzy number is obtained 

using   available values for each land-cover point. The 

fuzzy number can be a symbolic interval type fuzzy one 

in the simplest state. LR-Type, Gaussian (normal), 

triangular, trapezoidal and etc. are other types of fuzzy 

numbers that can be used. Since, in this paper only two 

images are available for each land-cover (   ), based 

on two available values for each land-cover point, the 

small one is considered as   
    and the other one as   

   . 

Finally, each pixel in the fused image is demonstrated by 

 ̃   ̃      (  ̃    ̃ )   
 (  

      
   )

   
, indeed, 

  ̃    
    and   ̃    

   . 
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FCM and Determine optimum clusters number: 
let‟s suppose that we want to cluster the land-cover (fused 

image) to   (   ) clusters. The proposed method applies 

FCM on the fused image, just one time and according to 

the mentioned procedure in section (3.2), to obtain a 

single segmented image for each land-cover. As far as a 

mathematical based fusion concerns, the proposed method 

can be presented as follows: 
 

 ̃        (  
( )     

( )     
( ))  

      

 ̃  
{ ( ̃  )  ∑ ∑     

  
     ( ̃   ̃ )

 
   }

            ∑     
 
                       

 (12) 

 

Where, the notation ̃  is used to represent fuzzy (in 

this section, symbolic interval) numbers,   is the number 

of per input image pixels (or under-studying land-cover 

points),   is the number of clusters,  ̃  * ̃     ̃ + and  ̃  
is the center of  -th cluster,  ( ) represents the distance of 

two SINs according to (10),     is the fuzziness index 

and the matrix   [    ]    is called the fuzzy 

membership degree. 

It must be mentioned, one of problems in image 

segmentation is obtaining optimum number of segments 

for each input land-cover [38]. In the clustering based 

segmentation methods, this is equivalent to optimum 

clusters number determination process (named OCNDP in 

this paper) for the fused image usually performed by 

optimizing a cluster validity index where varies with the 

number of clusters [39]. This paper uses Xie–Beni (XB) 

cluster validity index [40] for finding the optimum 

number of clusters. The XB index is defined as a function 

of total variation ratio to clusters‟ centers minimum 

separation as follows: 
 

  ( )   (    
   {  (     )})⁄    (13) 

 

Where,   is the minimized objective function by 

clustering algorithm, and    and    are two separate 

clusters centers. 

Since the centers in the proposed method are non-crisp, 

   and    are replaced by  ̃  and  ̃  respectively in equation 

(13) and   ( ̃   ̃ )  is obtained using equation (10). 

Therefore, the optimum number of clusters  ̂  can be 

achieved for each land-cover using the following equation: 
 

 ̂  
      
 
  ( )    (14) 

 

As a result, outcomes of FCM applied on the fused 

image (where the number of clusters is  ̂) are considered 

to be the output of this block and consequently, input for 

the next block (Defuzzification). 

Defuzzification: Having clustered fused image (to  ̂ 
clusters), to assign the pixels to correspondent segment, it 

is decided according to maximum membership value. 

Each pixel will be assigned to the cluster containing the 

highest membership value comparing other clusters. 

Hence by sorting the clusters based on their centers 

absolute values in an ascending order from 1 to  ̂  and 

labeling the pixels, the segmented image for each land-

cover will be resulted. 

4.2 Analysis and Comparisons with other 

Segmentation Methods 

Concerning input and output space (Figure 2.E), the 

proposed method selects all input space points and applies 

FCM (and consequently performing OCNDP) on one shot. 

Eventually, the optimum result will be among the 

obtained answers and can be achieved using a suitable 

metric and defuzzification process. Interestingly, 

achieving this important advantage, the computational 

complexity in this method would be to the order of 

classical methods [27,28] (one time using from clustering 

method and OCNDP). Classical methods [27,28] select a 

single point from the input space (which is equivalent to a 

single input image) and apply clustering method and 

OCNDP on that point to obtain land-cover segmentation 

results. It is seen the considered point from input space in 

these methods (and consequently the resulted outcomes) 

is absolutely different with the OPIS. Consequently, the 

obtained segmentation results would similarly differ with 

the actual ones (obtained results by ground experiments). 

From this point of view, the proposed method is a highly 

extended form of the classical methods. It means, the 

number of selected points from input space to 

segmentation, denoted by  ́, in the classical methods is 

limited ( ́   ), but in the proposed method is unlimited 

(  ́    ). Therefore, the proposed method no have 

classical methods defect, high distance between the 

optimum and resulted answer. 
 

 

Fig. 3.The block diagram of the proposed method. 

Comparing the proposed method with other multi-

images segmentation methods [21-23,29-33], they apply 

clustering on   images or   points of input space (  ́   ) 
and result output which is obtained by fusing these 

clustering outputs with the help of conventional fusion 

methods (perform fusing in the decision stage by using a 

known and conventional method e.g. Dempster- Shafer 

evidence theory). In addition to the mentioned defect of 

classical methods, the ambiguity in the number of 

optimum clusters determination (because, each input 

image may obtain different number in OCNDP), the way 

to fuse the   segmentation results and very high 

computational complexity (because of two reasons: 1.   
times performing OCNDP applied on   input images 

separately while this action is time-consuming even for 

one time or one image; 2. Applying clustering method on 
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  input images) are other defects of these methods. 

Finally, we can summarize these comparisons as Table 1. 

Eventually, it can be listed the advantages of the 

proposed method as follows: 

1. Low computational complexity and avoiding 

confusion in OCNDP performing. 

2. Considering OPIS as the input for segmentation 

and consequently obtaining the optimum response. 

3. Reduction of pixels values variation effects on the 

segmentation results (because of the fuzzy clustering 

method‟s robustness versus the noise [41]). 

4. Using various existent metrics for symbolic interval 

numbers [37,42-44] in the FCM applying and 

obtaining various correspondent responses, where 

each of them have their own different properties. 

Capability of detecting the pixels containing high 

uncertainty (the land-cover points with high available 

values ranges). This capability can provide supervised 

decision about them. 

4.3 New Interpretation and Comparison with 

Conventional Fusion Methods 

In this subsection, the proposed method will compare 

in details with the known conventional fusion methods by 

mathematical analysis, where they fuse the input images 

and result a crisp fused image. Then the conventional 

FCM is applied on the resulted fused image. It must be 

mentioned, for simplicity, in this sub-section it is 

supposed    . 
In continue, firstly the performances of the 

conventional min, max, mean, median, OWA and 

Kalman-filter fusion methods are analyzed in the input 

space Figure 2-E, for    . Then by proposing suitable 

cost functions, it will be shown that the proposed method 

have better performance in compare to them. 

The min, max, mean and median operators (or fusion 

methods) have fix performance and result a fix point from 

the input space in the presented problem statement (input 

space Figure 2-E, for    ). While the location of fusion 

results in these methods are illustrated in Figure 4, their 

performances can be expressed mathematically as follows: 
 

         (  
( )   

( ))        (  
      

   )  

{

  
                       

  
                       

(  
      

   )  ⁄                           
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The OWA fusion method is a general form of 

examined methods min, max, mean and median. The 

OWA performance in the considered problem can be 

represented as follows: 
 

         (  
( )   

( ))     
( )  (   )  

( )         

                           (16) 
 

where the weight value   usually is satisfied by 

optimizing an specific cost function. For example in the 

availability of ground truth data  ̌  * ̌     ̌     ̌ +, the 

considered objective function for optimizing can be the mean 

square error between the fused values *  +   
  and the actual 

ones * ̌ +   
  as follows that must be minimized. 

 

   ∑ (    ̌ )
  

        (17) 
 

Indeed the OWA checks the    value for all allowed 

  values (     ) and selects the best   value, where 

the    will be optimized. This concept is equivalent to 

checking all points on the main diagonal of input space 

rectangle, point by point, and selecting the best one (as 

illustrated in Figure 4). 

In the last case, the Kalman filter fusion method is 

examining. This method is as same as the OWA method 

with this difference that an additive white Gaussian noise 

has been added. The corresponding relation for this fusion 

method in the examining problem state is as follows: 
 

         (  
( )   

( ))     
( )  (   )  

( )  

               (   
 )                  (18) 

 

The resulted point set using the equation (18) is 

illustrated in Figure 4. It must be mentioned, the wideness 

of searching region (region denoted by  in Figure 4) is 

related to the variance of the additive noise. By increasing 

the variance, the wideness region will grow up and may 

reach to the better response; against the probability of 

reaching to the best point in searching region (the nearest 

point of search region to the OPIS) will be decreased and it 

will be a time-consuming process and vice versa. 

Generally the set of mentioned points from the input 

space by these fusion methods (represented by        ) 

can be represented by equations of (19). 

It is observed, the conventional fusion methods 

consider a fix point (min, max, mean and median methods) 

or search within points on the line (the OWA method) or 

its around (the Kalman filter method), point by point, to 

get the best point in the search region. While the OPIS is 

not located in the search region necessarily. 

Against, the proposed method consider all input space 

points one shot (not by search and testing point by point, as 

same as the examined methods) and results the best point 

from input space (nearest point to OPIS) as fusion method 

output. Therefor the set of mentioned points from the input 

space by proposed method can be represented as follows. 
 

            {               |  
         

   } (20) 
 

Comparing the mentioned points sets of introduced 

methods, the following equation can be concluded. 
 

                                                  (21) 
 

In order to compare the various examined fusion 

methods, supposing availability of OPIS (ground truth 

data), the minimum distance achievable by each fusion 

method (by performing full search in OWA and Kalman) is 

proposed as an objective function in this paper as follows: 
 

             .∑ ‖      (  
( )     

( ))   
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/              (  
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Where „method‟ can be referred to each examined method. 
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Table 1. Summarizing comparisons of the proposed method with other land-cover segmentation methods [21-23, 27-33] 

Property 
Method 

Number of considered points 
from input space as input ( ́) 

Number of performing clustering 
method and OCNDP 

Existing the ambiguity in 
OCNDP for each land cover 

Proposed method    (contain the optimum point 
in input space) 1 No 

other multi-images segmentation 
methods [21-23, 29-33]     Yes 

Classical methods [27, 28] 1 1 No 
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Fig. 4. The input space of multi-images segmentation and proposed method ( ); resulted points by fusion methods min ( ), mean ( ),median ( ) 

and max ( ); resulted possible regions by fusion methods OWA ( ) and Kalman ( ). 

 

Computing equation (22), independent from the exact 

location of  ̌, according to (21), following relation can be 

concluded: 
 

                                

                                   (23) 
 

It has been observed that the fusion result point in the 

proposed method is nearest to OPIS in compare to other 

fusion methods. 

5. Simulations Results 

The simulations are performed in two cases and 

results are reported in this section. Simulations are 

performed on a PC equipped with an Intel(R) core(TM) i7 

cpu 960 @ 3.20GHz processor, 6GB-RAM and using 

Win-7 64-bits and Matlab 2012-a. 

Case 1. In the first case, to subjective evaluation of 

the proposed method, it is applied on the images of Figure 

1. Let we want to segment the corresponding land-cover 

of Figure 1 to 5 segments. The resulted image and 

corresponding labels (of mentioned region by     ) using 

proposed method is illustrated in Figure 5. To compare it 

with conventional FCM, FCM is applied on the both 

images of Figure 1 too. Resulted images and labels of 

mentioned region by      in this case are as Figure 6 and 

Figure 7. It is observed, while shadow effects the resulted 

image by FCM in the first image (mentioned by circle), 

but in the proposed method result and FCM applied on 

the second image, shadow effect is not noticeable. 

Furthermore, while the proposed method obtain only one 

label for each point, FCM generally obtain 2 (L) various 

labels for each point. Generally, independent from the 

number of land-cover images or L, only one label is 

derived using proposed method for each pixel, as same as 

the conventional fusion ones. Against, classical methods 

may outcome various labels for a unique scene pixels 

generally. This event causes confusion in the segmentation 

by FCM (generally, for classical methods case). 

After this subjective evaluation, in continue, the 

proposed method will be compared with some classical 

fusion based methods, such as, min, mean and max in the 

next section. 
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Fig. 5. The resulted image and corresponding labels of mentioned region by  in segmenting the first land-cover (Figure 1) using the proposed 

method. 

  

Fig. 6. The resulted image and corresponding labels of mentioned region by  in segmenting the first image of Figure 1 using the FCM. 

  

Fig. 7. The resulted image and corresponding labels of mentioned region by  in segmenting the second image of Figure 1 using the FCM. 
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Case 2. In this case to objective evaluation of 

proposed method, it is applied on the second land-cover 

images that are illustrated in Figure 8. This scene is 

located in south of Iran, with geographical location of 

26.67-26.8 N and 56.04-56.06 E. Two corresponding 

images are obtained using Geoey-1 (0.5 m spatial 

resolution) and IRS-P5 (2.5 m spatial resolution) 

panchromatic sensors. These images are resampled and 

registered together and have same size (1000*1000 

pixels). In order to obtain Ground truth (GT) data for 

accuracy assessment, a planimetric map of this area is 

utilized. This map is illustrated in Figure 9-A, B. 

As it can be seen, the map shows exact location and 

structure of roads, buildings, sea, seaside and etc. While 

in accuracy assessment process, label of each point is 

needed. Therefore by using this map, on the first image of 

land-cover where it seems be more accurate, 4 classes 

(sea with black DN, main road with new and dark asphalt, 

sidetrack with old and bright asphalt and building‟s roof 

with white DN ) are selected and labeled to 1, 2, 3 and 4 

respectively, according to DN increasing manner. These 4 

classes that are assumed as GT data, illustrated in Figure 

9-C, D. By obtaining the GT, in continue the proposed 

method will be compared objectively with classical fusion 

based segmentation methods. In the classical fusion based 

segmentation methods, named as CFSM-1, CFSM-2 and 

CFSM-3, the input images are fused using min, mean and 

max operators respectively. Then FCM is applied on the 

fused image, to get the segmented image. The 

performance of these 4 methods (proposed and 3 classical 

fusion based segmentation ones) are evaluated and 

compared together in 3 aspects. In the first case, the 

running time of these methods, in segmenting the land-

cover to 2, 3, 4, 5 and 6 segments, are measured and 

reported in Table 2. It is observed that because of the 

random nature of methods the ranking of them is 

changing by change the number of segments. But it can 

be concluded all methods have same performance, 

however the proposed method has rapid convergence in 

the low number of segments. 

In the next case study, resulted optimum number of 

clusters by methods is examined in Table 3 by 

minimizing the XB cluster validity index. Each method 

obtain only one number to optimum number of segments, 

independent from the number of input images. 

 

 

   

Fig. 8. The second land-cover images (left: A and right: B). 
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Fig. 9. A: The planimetric map of second land-cover (Figure 8); B: The planimetric map is situated on the Figure 8-A image; C: 4 classes (sea with black 
DN, main road with new and dark asphalt, sidetrack with old and bright asphalt and building‟s roof with white DN) are selected and labeled to 1, 2, 3 

and 4 respectively on Figure 8-A image, other pixels are Checkered; D: Figure 9-C image is situated on the Figure 8-A image. 

 

In the last study case, the accuracy assessment of these 

4 methods and some conventional and new satellite 

images segmentation methods (Combination HMRF and 

Expectation Maximization [29], Kernel Level Set 

Segmentation [45], Multilevel thresholding based on 

Electro-magnetism Optimization [46] and Harmony 

Search Optimization [47], Gaussian mixture model [48] 

and Expectation maximization [49]) will be examined in 

the segmenting of land-cover to 4 segments. For this 

purpose, validity indices overall accuracy (OA) and 

Kappa (Ka) are utilized. Simulation results of this case 

are reported in Table 4. 

It is observed, since the image Figure 8-A is 

influenced by shadow, furthermore, the slave roads are 

asphalted partially in the image Figure 8-B, the resulted 

segmentation by min fusion operator (CFSM-1) has the 

worst performance. Resulted segmentation by mean 

fusion operator (CFSM-2) is influenced by the mentioned 

error cautions (for CFSM-1 too), however less than 

CFSM-1. Although since the max fusion operator do not 

influenced by the mentioned error cautions, has the best 

performance. This arrangement could be inverse, if the 

error cautions would increase the DN of pixels, e.g. 

placing the region under the white cloudy dots. Against, 

the proposed method (PM) always has the acceptable 

performance, independent from the nature of error 

cautions. The performance of the other segmentation 

methods (Combination HMRF and Expectation 

Maximization [29], Kernel Level Set Segmentation [45], 

Multilevel thresholding based on Electro-magnetism 

Optimization [46] and Harmony Search Optimization [47], 

Gaussian mixture model [48] and Expectation 

maximization [49]) is similar to CFSM-2, because of 

averaging performance when they are applied on all scene 

images. Finally the segmented images by using the 

proposed and 3 classical fusion based methods are 

illustrated in Figure 10. 

As the conclusions of simulation results, growing the 

RS satellites in last years, has been increased extremely 

the available RS data from environment. Nowadays, 

automatic and body-free processing and exploitation of 

this massive amount of data is a challenging and 

interesting subject. On the other hand, the images with 

nearby DNs to OPIS outcome good results, in the 

conventional segmentation methods, where they would 

apply only on the one single image. But there is no 

general method to get the image with nearby DNs to 

OPIS. In some regions, there is no OPIS or any 

knowledge to choice the image with nearest DNs to 

reality. Therefore, this paper proposes a new method to 

automatically utilizing of massive available RS data from 

environment and getting the good response in 

segmentation. However this good response will differ 

with obtained response by OPIS, but it is acceptable. This 

paper is the first work to this purpose. In the future by 

extending the used fuzzy numbers, metrics and etc. it is 

going to get the better responses, in the case of using 

multiple RS images. 

6. Conclusions and Future Works 

Land-cover segmentation using remotely sensed images 

is a challenging research topic. This paper proposed a 

method to fuse multiple panchromatic images in one fuzzy 

image. Finally, by applying the FCM on the resulted fuzzy 

image, a single segmented image was obtained for each 

land-cover. Some reported comparisons and mathematical 

analysis showed the better performance of the proposed 

method, in compare to the classical segmentation methods 

and conventional fusion methods. The performance of the 

proposed method also was studied when applied on two 

various scenes (different land-cover type). Simulation 

results showed the novelty and acceptable performance of 

the proposed method in noise-free segmentation and run 

C D 

A B 
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time terms. Since there is a direct relation between the 

performance of the proposed method and increasing the 

number of images for each land-cover type, in the future by 

obtaining more images for these land-covers, it will be tried 

to increase the robustness of the proposed method versus 

noises. Furthermore, the simplest state of non-crisp 

(symbolic interval) numbers and also its simplest 

correspond metric were used in this paper. By improving 

them in the future works it will be tried to grow up the 

performance and efficiency. 

 

Table 2. Running time of proposed and 3 classical fusion based segmentation methods 

Num. of Seg. 

Method 

2 3 4 5 6 average 

Rank Time Rank Time Rank Time Rank Time Rank Time Rank Time 

PM 1 2.756 1 6.954 1 13.214 4 25.072 4 30.43 2 15.69 

CFSM-1 2 5.01 2 7.4 4 16.62 2 21.78 2 26.13 1 15.39 

CFSM-2 4 5.78 3 9.55 3 16.57 1 21.76 3 26.15 3 15.96 

CFSM-3 3 5.64 4 11.6 2 15.65 3 21.78 1 26.05 4 16.14 

Table 3. Resulted optimum number of clusters by proposed and 3 classical fusion based segmentation methods by minimizing the XB cluster validity index. 

Num. of Seg. 

Method 

2 3 4 5 6 Optimum 

XB XB XB XB XB Arg min XB 

PM 0.126241 0.141 0.16848 0.165728 0.144674 2 

CFSM-1 0.08256 0.071798 0.074929 0.068398 0.07151 5 

CFSM-2 0.091861 0.08136 0.078047 0.072338 0.075637 5 

CFSM-3 0.097709 0.074982 0.07521 0.075045 0.078609 3 

Table 4. Resulted overall accuracy (OA) and Kappa (Ka) indices in the accuracy assessment of proposed, 3 classical fusion based segmentation methods 

and 6 conventional and new satellite images segmentation methods. 

Index 

Method 

%OA %Ka 

Rank Value Rank Value 

PM 2 57.35 2 41.06 

CFSM-1 9 56.33 10 38.25 

CFSM-2 3 57.16 5 40.38 

CFSM-3 1 68.27 1 56.07 

[29]  8 56.53 7 39.51 

[45]  4 57.15 4 40.67 

[46] 10 55.78 9 38.36 

[47]  5 57.11 3 40.84 

[48]  6 56.67 6 39.57 

[49] 7 56.58 8 39.49 
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Fig. 10. The resulted images in segmenting of second land-cover by using proposed (A) and 3 classical fusion based segmentation methods (B: CFSM-1, 
C: CFSM-2, D: CFSM-3). 
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Abstract 
Data mining and knowledge discovery are important technologies for business and research. Despite their benefits in 

various areas such as marketing, business and medical analysis, the use of data mining techniques can also result in new 

threats to privacy and information security. Therefore, a new class of data mining methods called privacy preserving data 

mining (PPDM) has been developed. The aim of researches in this field is to develop techniques those could be applied to 

databases without violating the privacy of individuals. In this work we introduce a new approach to preserve sensitive 

information in databases with both numerical and categorical attributes using fuzzy logic. We map a database into a new 

one that conceals private information while preserving mining benefits. In our proposed method, we use fuzzy 

membership functions (MFs) such as Gaussian, P-shaped, Sigmoid, S-shaped and Z-shaped for private data. Then we 

cluster modified datasets by Expectation Maximization (EM) algorithm. Our experimental results show that using fuzzy 

logic for preserving data privacy guarantees valid data clustering results while protecting sensitive information. The 

accuracy of the clustering algorithm using fuzzy data is approximately equivalent to original data and is better than the 

state of the art methods in this field. 

 

Keywords: Privacy Preserving; Clustering; Data Mining; Expectation Maximization Algorithm. 
 

 

1. Introduction 

Huge volumes of individual‟s information are 

frequently collected and analyzed by various applications 

such as shopping habits, criminal records, medicinal 

history and credit records. On the other hand, data has an 

important role in decision making for business 

organizations and governments. Therefore, analyzing such 

data may threaten individual's privacy. Also, companies 

that generate a huge burden of data often need to transmit 

these data to third parties for their studies. As data usually 

contains sensitive information about people and 

corporations, their releasing to third parties requires 

mechanisms to make sure that data privacy is preserved [1]. 

For example, a bank may release credit records of 

individuals for statistical purpose or a hospital may 

release patient‟s diagnosis records. Both of these 

applications need the individual's data to be private while 

data mining process. 

However, there may exist other attributes that can be 

used, in combination with an external database, to recover 

the personal identities.  

Privacy preserving data mining entails two notions:  

I. Extracting or mining knowledge from large 

amounts of data.  

II. Performing data mining in such a way that data 

privacy is not compromised.  

For these purposes, we should preserve the privacy of 

data or the knowledge discovered from mining results [2]. 

The extracted knowledge form data is generally 

expressed in the form of clusters, decision trees or 

association rules which allows one to mine the 

information. In this work we focus on clustering methods.  

Clustering is known as identification of similar objects. 

By using clustering techniques we can further identify dense 

and sparse regions in object space and can discover overall 

distribution patterns and correlations between data attributes. 

In privacy preserving data while clustering, the main 

goal is to find the clusters of data without revealing the 

content of data elements themselves.[3] It is important to 

use a kind of modification technique in order to achieve 

higher accuracy of data mining results. 

Most of works in privacy preserving clustering are 

developed on k-means algorithm by applying the model of 

secure multi-party computation on different distributions [4]. 

Data modification techniques for PPDM can be 

classified into two principle groups: perturbation-based 

and anonymization-based techniques according to how 

the protection of privacy. 

Anonymization refers to an approach where identity 

or/and sensitive data about record owners are to be 

hidden. It even assumes that sensitive data should be 

retained for analysis. 
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Perturbation of data is a very easy and effective 

method for protecting the sensitive information of the 

data from unauthorized users or hackers. There are two 

types of data perturbation for protecting data namely: 

 Value-based Perturbation: the purpose is to 

preserve statistical characteristics and columns 

distribution. This approach perturbs data by adding 

noise, or other randomized processes. 

 Multi-Dimensional Perturbation: aims to hold 

Multi-Dimensional information. This approach 

includes random projection or random rotation 

techniques. Comparing to other multi-dimensional 

data perturbation methods, these perturbations 

exhibit unique properties for privacy preserving 

data classification and clustering. [6]  

All of these methods introduce a bit of complexity in 

their algorithms. Our main goal is to introduce a simple 

and optimum solution for privacy preserving data mining 

problem using fuzzy logic. 

In this research we compare our clustering results with 

some other methods such as random projection, random 

rotation and noise addition.  

In this work we have applied the idea of using fuzzy 

logic to preserve the individual's information while 

revealing details in public. In this regard, we used one of 

the fuzzy membership functions described in table (1) to 

transform original data. Then transformed data were 

clustered by EM algorithm to evaluate our method. 

The rest of the paper is organized as follows: in 

section 2 we describe related works in privacy preserving 

data mining. Section 3 presents state of the art works 

which we used them to compare the experimental results. 

Section 4 explains the proposed method based on fuzzy 

logic. Section 5 and 6 is dedicated to experimental results 

and conclusion respectively.  

 

Table 1. Fuzzy membership functions 
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Parameter a, controls the slope at the crossover point b. 

 

2. Related Works 

The term, privacy-preserving data mining, introduced by 

Agrawal and Srikant in 2000 [7]. The initial idea of PPDM is 

extending traditional data mining techniques to work with 

the modified data those mask sensitive information. The key 

issues is how to modify data and how to recover data mining 

results from the modified data. The solutions are often tightly 

coupled with the data mining algorithms.  

One of such techniques is Rotation-Based Transformation 

(RBT) [8]. A novel spatial data transformation method for 

Privacy Preserving Clustering. This method is designed to 

protect the underlying attribute values subjected to 

clustering without jeopardizing the similarity between 

data objects under analysis. Releasing a database 

transformed by RBT, a database owner meets privacy 

requirements and guarantees valid clustering results. The 

data is shared after the transformation to preserve privacy 

without normalization. Researches show that having 

previous knowledge, the random rotation perturbation 

may become involved in privacy violations against 

different attacks including Independent Component 

Analysis (ICA), attack to rotation center and distance-

inference attack. 
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Another work is Random Projection-Based, which is a 

dimension reduction technique, introduced by Kun Liu, 

Hillol Kargupta and Jessica Ryan in 2006 [9]. This work 

uses random projection matrices which is a tool for 

PPDM. It proves that, after perturbation, the distance-

related statistical properties of the original data is well 

maintained without divulging the dimensionality and the 

exact data values. The experimental results demonstrate 

that this technique can be successfully applied to different 

kinds of data mining tasks such as inner product/Euclidean 

distance estimation, correlation matrix computation, 

clustering, outlier Detection and linear classification.  

However, this technique can hardly preserve the 

distance and inner product during the modification in 

comparison with geometric and random rotation 

techniques. It has been also clarified that having previous 

knowledge about Random Projection-Based perturbation 

technique may be caught into privacy breach against the 

attacks. Our purposed technique does not loose data 

which is its benefit versus random projection. 

Another work for privacy preserving clustering is 

double reflecting data perturbation and rotation data 

perturbation which is proposed in [10].  

Kadampur and Somayajulu presented a method of 

privacy preserving clustering by cluster bulging [11]. In 

this method, the original values of individual objects are 

not revealed and the privacy of individual objects is 

preserved; but the perturbed dataset is still relevant for 

cluster analysis. 

Yifeng and Harbin combined the random response 

technology and the geometric data transformation method 

in 2009 which is called random response method of 

geometric transformation [12]. It can protect the privacy 

of numerical data. Theoretical analysis and experimental 

results show that the algorithm improves privacy 

protection than the previous algorithms. 

In [13] a family of geometric data transformation 

methods (GDTMs) which ensure that the mining process 

up to a certain degree of security is introduced. Their 

method is designed to address the privacy preservation in 

clustering analysis, This method distort only confidential 

numerical attributes to meet privacy requirements, while 

preserving general features for clustering analysis. 

Shibnath Mukherjee, Zhiyuan Chen and Aryya 

Gangopadhyay proposed an integrated Dimension 

Reduction-based approach for data reduction and privacy 

for distance-based mining algorithms using Fourier-

related transform [14]. Experimental results demonstrate 

that the proposed approach leads to much better mining 

quality than the existing random perturbation and random 

projection approaches given the same degree of privacy in 

both centralized and distributed cases. 

Shalini Lamba present a potential approach to 

preserve the individual‟s details by transforming the 

original data into fuzzy data [15]. They have used only 

numerical data for their experimentation purpose. The 

main goal of their technique is reducing the run time of 

preserving data privacy while clustering.  

3. State of the Art Methods 

In this section we explain the three famous methods in 

this field which we used them to compare the 

experimental results of proposed method. 

3.1 Expectation Maximization 

Expectation Maximization (EM) is a well-established 

clustering algorithm in statistics community. EM is a 

distance-based algorithm which assumes that the dataset 

can be modeled as a linear combination of multivariate 

normal distributions and the algorithm finds the 

distribution parameters that maximizes a model quality 

measure, called log likelihood. 

EM is linear in database size, robust to noisy data, can 

handle high dimensionality and has a very good quality 

while using huge datasets. 

This algorithm assumes Apriori that tries to fit the 

data into „n‟ Gaussian channel by expecting the classes of 

all data point and finding the maximum likelihood of 

Gaussian centers. Algorithmic steps for EM is as follows: 

Let   {             }  be the set of data points, 

  {             } be the set of means of Gaussian. 

  {             }  is the set of probability of 

occurrence of each Gaussian. 

1. On the it'h iteration initialize: 
 

 (1) 
 

2. Compute the “expected” classes of all data points 

for each class using: 
 

 (2) 
 

3. Compute the maximum likelihood (µ) given our 

data class membership distribution using: 
 

   (3) 

    (4) 
 

Where ‘R’ is the number of data points. Repeat the 

steps 2 and 3 while algorithm converges. 

3.2 Random Projection 

Random projection [9] refers to a technique of 

projecting a set of data points from high-dimensional 

space to a randomly chosen lower-dimensional subspace. 
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matrix such that each entry      of          is independent 

and identically chosen from some unknown distribution with 

mean zero and variance   
 , the Column-wise Projection G(X) 

and Row-wise Projection G(Y) will be defined as below: 
 

  (5) 
 

The key idea of random projection arises from the 

Johnson-Linden Strauss Lemma. According to this lemma, it 

is possible to maintain distance-related statistical properties 

simultaneously with dimension reduction for a dataset. 

Therefore, this perturbation technique can be used for different 

data mining tasks like including inner product/Euclidean 

distance estimation, correlation matrix computation, clustering, 

outlier detection, linear classification, etc. [16]. 

This method reduces the dimensionality of data by 

projecting it onto a lower dimensional subspace using a 

random matrix with columns of unit length [17].  

3.3 Random Rotation 

This category includes all orthonormal perturbations. 

     Represent the rotation matrix. Geometric rotation of 

the data   is as a function             . 

Transformation will not change the label of data tuples. 

     Have the following properties. 

Let    represent the transpose of the matrix       

represent the       element of  , and   be the identity 

matrix. Both the rows and the columns of  , are 

orthonormal i.e., for any column    ∑         
    and for 

any two columns   and    ∑          
   . The similar 

property is held for rows. The definition infers that 

         . It also implies that by changing the order 

of the rows or columns of rotation matrix, the resulting 

matrix is still a rotation matrix. A random rotation matrix 

can be efficiently generated following the “Haar” 

distribution. For example the Eq. (6) is a rotation matrix. 
 

  [
         
        

]    (6) 
 

The goals of rotation based data perturbation are: 

preserving the accuracy of classifiers and preserving the 

privacy of data. 

A key feature of rotation transformation is preserving 

length and the Euclidean distance between any pair of 

points x and y, the inner product is also invariant to rotation. 

3.4 Random Noise Addition Technique 

This technique is described in as follows: Consider

original data           , where    are variables 

following the same independent and identical distribution. 

The distribution function of    is denoted as      random 

variables            are generated to hide the real values 

of    by perturbation. Disturbed data will be generated as: 
 

         Where            (7) 
 

It is also assumed that the added noise variance is 

large enough to let an accurate estimation of main data 

values take place. Then, according to the perturbed 

dataset         known distributional function FY and 

using a reconstruction procedure based on Bayes rule, the 

density function     will be estimated by Equation: 

  (8) 

4. Proposed Method 

In this work we propose a new approach to preserve 

sensitive data in general databases which have both 

numerical and categorical attributes with clustering by 

Expectation Maximization algorithm. First of all, we map 

categorical private data into numerical data and second 

the numerical private data are transformed using fuzzy 

membership functions described in Table (1). Finally, we 

cluster the transformed data using EM algorithm. For 

better clarity we describe our process step by step.  

 Categorical private attributes are mapped to 

numerical values. This can be done by a simple 

method which works on ASCII codes of alphabet 

characters of each field. 

 Private attribute‟s values are transformed using 

fuzzy membership functions and fuzzy data are 

sent back to the user. 

 The received data are grouped into different 

clusters using EM. 

As mentioned above, in second phase we transform 

private attribute‟s values to fuzzy values using a fuzzy 

membership function such as P-shaped, Z-shaped, S-

shaped, Gaussian and Sigmoid, which are described in 

Table (1). Fuzzy logic is an approach to compute based 

on "degrees of truth" rather than usual "true or false" (0 or 

1) Boolean logic. Fuzzy logic has been employed to 

handle the concept of partial truth, where the truth values 

may lie between complete truth or complete false.  

By fuzzifying private data through a fuzzy 

membership function, each point in the input space is 

mapped to a value between 0 and 1. So, no one can find 

the real values of the private data. In the next section we 

show that this data transformation do not considerably 

change the mining results. 

In the following we describe the datasets and data 

mining software which we used.  

For our experimental purpose, we have used the 

Weka software which is a popular software for machine 

learning applications [19]. 

We have clustered the following described datasets by 

Weka software to compare the clustering accuracy of 

fuzzy data with state of the art techniques. We have used 

datasets with private attributes which should be preserved 

in data mining process.  

The datasets are Pima Indians, German Credit, 

Student Evaluation, Census Income and Bank Marketing 

are taken from the UCI repository. These datasets have 

different number of instances and attributes. Also, they 
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have various attribute types and different number of 

private attributes. 

Pima Indians dataset, Includes cost data (donated by 

Peter Turney) from National Institute of Diabetes and 

Digestive and Kidney Diseases. German credit describes 

the German people credit information. Student evaluation 

dataset contains 5820 evaluation scores provided by 

students from Gazi University in Ankara (Turkey). The 

Census Income (ADULT) dataset predicts whether 

income exceeds $50k/y or not. Bank marketing dataset is 

related to direct marketing campaigns of a Portuguese 

banking institution. The above mentioned datasets details 

are described in Table (2). 

Table (3) shows an example of transforming a record 

of Census Income dataset using Gaussian fuzzy 

membership function. The first row shows a part of the 

original record, second row shows the mapped record and 

the third row shows the transformed record using 

Gaussian fuzzy membership function. 

Table 2. Datasets description 

Datasets 
Number of 

Records 

Number of 

Attributes 

Number of 

Private Attributes 

Number of 

Clusters 

Pima Indians 768 8 2 2 

German Credit 1000 20 5 2 

Student 

Evaluation 
5820 33 4 13 

Census Income 11012 14 7 2 

Bank 

Marketing 
41188 20 4 2 

Table 3. An example of transforming private data using Gaussian mf 

 Age 
Work 

class 
Education 

Marital-

status 
Occupation Relationship 

Original data 34 
Local-

gov 

Some-

college 

Never-

married 

Protective-

serve 

Not-in- 

family 

Mapped data 34 1 4 3 10 4 

Transformed 

data with 

Gaussian mf 

0.185 0.167 0.186 0.2 0.609 0.184 

 

  

Fig. 1. Comparing the accuracy of  EM clustering algorithm while transforming  data using different fuzzy memberships  
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5. Experimental Results 

Although, applying different fuzzy membership 

functions may lead to different clustering accuracy; in this 

study we used the average result of applying five 

membership functions described in Table (1) on private 

data for a fair comparison. As presented in Fig.1, we 

found that the accuracy of EM algorithm through fuzzy 

data in all datasets is better than the clustering accuracy of 

random rotated, random projected and noise added data. 

We clustered fuzzified data using EM algorithm. As 

shown in fig. 1, the clustering accuracy is not changing 

considerably in compared with those of the original data. 

This can be due to the fuzzy logic feature which maps 

each input value to a value between 0 and 1. In addition, 

using fuzzy logic, data privacy is preserved and no one 

can guess the original data from the fuzzified data. 

By using other methods such as random rotation, 

random projection and noise addition, clustering accuracy 

decreases and data privacy is not preserved appreciably. 

For noise addition technique we used the average of 

20%, 30%, 50% and 60% random noise addition to 

private data and for random projection method we used 

the average decreasing about 70%, 40%, 20% and 10% of 

the dataset‟s dimension. In Fig. 1 we compared the 

clustering accuracy of fuzzy data with these two 

algorithms and random rotation algorithm as well. 

However we analyzed the results of proposed method 

with different fuzzy membership as described in Table (1). 

Our experimental results show that the shape of fuzzy 

membership function used to transform original data has 

not a meaningful effect on EM clustering accuracy. This 

means that we can use simple fuzzy membership function 

to reduce the computation complexity. 

6. Conclusions 

Releasing data and extracting knowledge without 

violating individual‟s privacy are important and 

complicated problems. Most of the existing methods 

preserve data privacy via complicated processes with 

disadvantages such as making essential changes or losing 

data; so they lose the benefits of mining. In this work we 

focused primarily on privacy issues in data mining, 

notably when data are revealed for clustering with 

Expectation Maximization algorithm. 

We transformed private data by using fuzzy 

membership functions to convert a database into a new 

one in such a way as to preserve the main features of the 

original database for mining with Expectation 

Maximization algorithm. 

Using fuzzy logic, the relationship between data is 

maintained while no losing data is occurred. 

The results show that our method improves more than 

3 percent in clustering accuracy in comparison with other 

conventional models, such as random rotation, random 

projection and noise addition.  

Another important benefit of proposed algorithm is 

that by using fuzzy logic, user can tradeoff between 

privacy preserving and data mining results. This means 

that proposed method has better flexibility in real 

applications which requires different security levels. 

Future works can be focuses on different clustering 

algorithms or using encryption algorithms to improve the 

security requirements. 
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Abstract 
By the mobile banking system and install an application on the mobile phone can be done without visiting the bank 

and at any hour of the day, get some banking operations such as account balance, transfer funds and pay bills did limited. 

The second password bank account card, the only security facility predicted for use mobile banking systems and financial 

transactions. That this alone cannot create reasonable security and the reason for greater protection and prevent the theft 

and misuse of citizens’ bank accounts is provide banking services by the service limits. That by using NFC (Near Field 

Communication) technology can identity and biometric information and Key pair stored on the smart card chip be 

exchanged with mobile phone and mobile banking system. And possibility of identification and authentication and also a 

digital signature created documents. And thus to enhance the security and promote mobile banking services. This research, 

the application and tool library studies and the opinion of seminary experts of information technology and electronic 

banking and analysis method Dematel is examined. And aim to investigate possibility Promote mobile banking services 

by using national smart card capabilities and NFC technology to overcome obstacles and risks that are mentioned above. 

Obtained Results, confirmed the hypothesis of the research and show that by implementing the so-called solutions in the 

banking system of Iran. 

 

Keywords: NFC Technology; National Smart Card; Mobile Banking; Identity; Security. 
 

 

1. Introduction 

Today, by the mobile banking system and install an 

application on the mobile phone can be done without 

visiting the bank and at any hour of the day, get some 

banking operations such as account balance, transfer 

funds and pay bills did limited [1]. The second password 

bank account card, the only security facility predicted for 

use mobile banking systems and financial transactions. 

That this alone cannot create reasonable security and the 

reason for greater protection and prevent the theft and 

misuse of citizens’ bank accounts is provide banking 

services by the service limits. 

With the expanding use of smart phones and add NFC 

technology to this type of phones Applications and new 

capabilities in the tech world has been created That 

Comfort and increase the speed and security of different 

activities, such as Share files, used in opening and closing 

the doors locked, read information NFC tags installed on 

the books in the library, etc. [2].  

The purpose of this research, exploring the possibility 

of promoting mobile banking services by using national 

smart card capabilities and NFC that is a new technology 

[3,4]. That this goal is by inserting the national smart card 

alongside mobile and Creation wireless communicate 

between them by the NFC technology for exchange 

information stored in the national smart card chip (Identity 

information, biometrics and digital signing keys) with the 

mobile banking system, it is possible [5]. And increase the 

level of security and thus enabling the development and 

promoting mobile services offered by banks. 

1.1 History and Research Literature 

In this section an overview of the history and 

technology concepts NFC, national smart card, mobile 

banking as well as the dematel method will have. 

1.1.1 National Smart Card 

National smart identity card (e_ID Card): The New 

Generation card having an electronic chip that can be 

programmed like a computer and have the memory, 

processor, operating system and application installation 

are applets. Issued by the organization for Civil 

registration and containing identity information and 

biometric (fingerprints and facial image) with the 

possibility of issuing identity certificates, digital 

signatures and authentication biometric (MOC) to identify 

and authenticate citizens [6,7]. 
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Smart cards can be either contact or contactless smart 

card. Smart cards may provide strong security authentication 

for single sign-on (SSO) within large organizations. 

Smart card types 

 Contact Memory Card 

 Contact CPU Card 

 Contact-less Memory Card 

 Dual Interface CPU Card 

In national smart ID card project uses of type dual 

Interface CPU card. In the type of cards implement 

contactless and contact interfaces on a single card with 

some shared storage and processing. 

Design 

A smart card may have the following generic characteristics: 

 Similar dimensions to those of a credit card. ID-1 

of the ISO/IEC 7810 standard defines cards as 

nominally 85.60 by 53.98 millimeters (3.370 in × 

2.125 in). Another popular size is ID-000 which is 

nominally 25 by 15 millimeters (0.984 in × 0.591 

in) (commonly used in SIM cards). Both are 0.76 

millimeters (0.030 in) thick. 

 Contains a tamper-resistant security system (for 

example a secure cryptoprocessor and a secure file 

system) and provides security services (e.g., 

protects in-memory information). 

 Managed by an administration system which 

securely interchanges information and 

configuration settings with the card, controlling 

card blacklisting and application-data updates. 

Development of contactless systems 

Contactless smart cards do not require physical 

contact between a card and reader. They are becoming 

more popular for payment and ticketing. Typical uses 

include mass transit and motorway tolls. Visa and 

MasterCard implemented a version deployed in 2004–

2006 in the U.S. Most contactless fare collection systems 

are incompatible, though the MIFARE Standard card 

from NXP Semiconductors has a considerable market 

share in the US and Europe. 

Smart cards are also being introduced for 

identification and entitlement by regional, national, and 

international organizations. These uses include citizen 

cards, drivers’ licenses, and patient cards. 

Smart card applications in finance: 

Smart cards serve as credit or ATM cards, fuel cards, 

mobile phone SIMs, authorization cards for pay television, 

household utility pre-payment cards, high-security 

identification and access-control cards, and public 

transport and public phone payment cards. 

Smart cards may also be used as electronic wallets. The 

smart card chip can be "loaded" with funds to pay parking 

meters, vending machines or merchants. Cryptographic 

protocols protect the exchange of money between the smart 

card and the machine. No connection to a bank is needed. 

The holder of the card may use it even if not the owner. 

Examples are Proton, Geldkarte, Chipknip and Moneo. The 

German Geldkarte is also used to validate customer age at 

vending machines for cigarettes. 

Smart card applications in Identification 

Smart-cards can authenticate identity. Sometimes they 

employ a public key infrastructure (PKI). The card stores 

an encrypted digital certificate issued from the PKI 

provider along with other relevant information. Examples 

include the U.S. Department of Defense (DoD) Common 

Access Card (CAC), and other cards used by other 

governments for their citizens. If they include biometric 

identification data, cards can provide superior two- or 

three-factor authentication. 

Smart cards are not always privacy-enhancing, 

because the subject may carry incriminating information 

on the card. Contactless smart cards that can be read from 

within a wallet or even a garment simplify authentication; 

however, criminals may access data from these cards. 

Cryptographic smart cards 

Cryptographic smart cards are often used for single 

sign-on. Most advanced smart cards include specialized 

cryptographic hardware that uses algorithms such as RSA 

and Digital Signature Algorithm (DSA). Today's 

cryptographic smart cards generate key pairs on board, to 

avoid the risk from having more than one copy of the key 

(since by design there usually isn't a way to extract 

private keys from a smart card). Such smart cards are 

mainly used for digital signatures and secure identification. 

The most common way to access cryptographic smart 

card functions on a computer is to use a vendor-provided 

PKCS#11 library. [citation needed] On Microsoft 

Windows the Cryptographic Service Provider (CSP) API 

is also supported. 

The most widely used cryptographic algorithms in 

smart cards (excluding the GSM so-called "crypto 

algorithm") are Triple DES and RSA. The key set is 

usually loaded (DES) or generated (RSA) on the card at 

the personalization stage. 

Some of these smart cards are also made to support 

the National Institute of Standards and Technology (NIST) 

standard for Personal Identity Verification, FIPS 201. 

Advantages 

The first main advantage of smart cards is their 

flexibility. Smart cards have multiple functions which 

simultaneously can be an ID, a credit card, a stored-value 

cash card, and a repository of personal information such 

as telephone numbers or medical history. The card can be 

easily replaced if lost, and, the requirement for a PIN (or 

other form of security) provides additional security from 

unauthorised access to information by others. At the first 

attempt to use it illegally, the card would be deactivated 

by the card reader itself. 

The second main advantage is security. Smart cards 

can be electronic key rings, giving the bearer ability to 

access information and physical places without need for 

online connections. They are encryption devices, so that 

the user can encrypt and decrypt information without 

relying on unknown, and therefore potentially 

untrustworthy, appliances such as ATMs. Smart cards are 
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very flexible in providing authentication at different level 

of the bearer and the counterpart. Finally, with the 

information about the user that smart cards can provide to 

the other parties, they are useful devices for customizing 

products and services. 

Other general benefits of smart cards are: 

 Portability 

 Increasing data storage capacity 

 Reliability that is virtually unaffected by electrical 

and magnetic fields. 

Smart cards and electronic commerce 

Smart cards can be used in electronic commerce, over 

the Internet, though the business model used in current 

electronic commerce applications still cannot use the full 

potential of the electronic medium. An advantage of smart 

cards for electronic commerce is their use customize 

services. For example, in order for the service supplier to 

deliver the customized service, the user may need to 

provide each supplier with their profile, a boring and 

time-consuming activity. A smart card can contain a non-

encrypted profile of the bearer, so that the user can get 

customized services even without previous contacts with 

the supplier [4,6,7]. 

1.1.2 Mobile Banking: 

Mobile banking is a service provided by a bank or 

other financial institutionthat allows its customers to 

conduct a range of financial transactionsremotely using a 

mobile device such as a mobile phone or tablet, and using 

software, usually called an app, provided by the financial 

institution for the purpose. Mobile banking is usually 

available on a 24-hour basis. Some financial institutions 

have restrictions on which accounts may be accessed 

through mobile banking, as well as a limit on the amount 

that can be transacted. 

The types of financial transactions which a customer 

may transact through mobile banking include obtaining 

account balances and list of latest transactions, electronic 

bill payments, and funds transfers between a customer's or 

another's accounts. Some also enable copies of statements 

to be downloaded and sometimes printed at the customer's 

premises; and some banks charge a fee for mailing 

hardcopies of bank statements. 

From the bank's point of view, mobile banking 

reduces the cost of handling transactions by reducing the 

need for customers to visit a bank branch for non-cash 

withdrawal and deposit transactions. Transactions 

involving cash or documents (such as cheques) are not 

able to be handled using mobile banking, and a customer 

needs to visit an ATM or bank branch for cash 

withdrawals and cash or cheque deposits. 

Mobile banking differs from mobile payments, which 

involves the use of a mobile device to pay for goods or 

services either at the point of sale or remotely, 

analogously to the use of a debit or credit card to effect an 

EFTPOS payment. 

History 

The earliest mobile banking services used SMS, a 

service known as SMS banking. With the introduction of 

smart phoneswith WAP support enabling the use of the 

mobile web in 1999, the first European banks started to 

offer mobile banking on this platform to their customers. 

Mobile banking has until recently (2010) most often been 

performed via SMS or the mobile web. Apple's initial 

success with iPhone and the rapid growth of phones based 

on Google's Android (operating system) have led to 

increasing use of special client programs, called apps, 

downloaded to the mobile device. With that said, 

advancements in web technologies such as HTML5, 

CSS3 and JavaScript have seen more banks launching 

mobile web based services to complement native 

applications. A recent study (May 2012) by Mapa 

Research suggests that over a third of banks have mobile 

device detection upon visiting the banks' main website. A 

number of things can happen on mobile detection such as 

redirecting to an app store, redirection to a mobile 

banking specific website or providing a menu of mobile 

banking options for the user to choose from.  

A mobile banking conceptual 

In one academic model, mobile banking is defined as: 

Mobile Banking refers to provision and availment of 

banking- and financial services with the help of mobile 

telecommunication devices. The scope of offered services 

may include facilities to conduct bank and stock market 

transactions, to administer accounts and to access 

customised information. 

According to this model mobile banking can be said to 

consist of three inter-related concepts: 

- Mobile accounting 

- Mobile brokerage 

- Mobile financial information services 

Most services in the categories designated accounting 

and brokerage are transaction-based. The non-transaction-

based services of an informational nature are however 

essential for conducting transactions - for instance, 

balance inquiries might be needed before committing a 

money remittance. The accounting and brokerage services 

are therefore offered invariably in combination with 

information services. Information services, on the other 

hand, may be offered as an independent module. Mobile 

banking may also be used to help in business situations as 

well as financial. 

Mobile banking services 

Typical mobile banking services may include:  

- Account - information 

- Transaction 

- Investments 

- Support 

- Content services 

A report by the US Federal Reserve found that 21 

percent of mobile phone owners had used mobile banking 

in the past 12 months.[5] Based on a survey conducted by 

Forrester, mobile banking will be attractive mainly to the 
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younger, more "tech-savvy" customer segment. A third of 

mobile phone users say that they may consider 

performing some kind of financial transaction through 

their mobile phone. But most of the users are interested in 

performing basic transactions such as querying for 

account balance and making bill payment. 

Security 

As with most internet- connected devices, as well as 

mobile-telephony devices, cybercrime rates are escalating 

year-on-year. The types of cybercrimes which may affect 

mobile-banking might range from unauthorized use while 

the owner is using the toilet, to remote-hacking, or even 

jamming or interference via the internet or telephone 

network data streams. In the banking world, currency 

rates may change by the millisecond. 

Security of financial transactions, being executed from 

some remote location and transmission of financial 

information over the air, are the most complicated 

challenges that need to be addressed jointly by mobile 

application developers, wireless network service 

providers and the banks' IT departments. 

The following aspects need to be addressed to offer a 

secure infrastructure for financial transaction over 

wireless network: 

1. Physical part of the hand-held device. If the bank 

is offering smart-card based security, the physical 

security of the device is more important. 

2. Security of any thick-client application running 

on the device. In case the device is stolen, the 

hacker should require at least an ID/Password to 

access the application. 

3. Authentication of the device with service provider 

before initiating a transaction. This would ensure 

that unauthorized devices are not connected to 

perform financial transactions. 

4. User ID / Password authentication of bank’s customer. 

5. Encryption of the data being transmitted over the air. 

6. Encryption of the data that will be stored in 

device for later / off-line analysis by the customer. 

One-time password (OTPs) are the latest tool used by 

financial and banking service providers in the fight 

against cyber fraud. [8] Instead of relying on traditional 

memorized passwords, OTPs are requested by consumers 

each time they want to perform transactions using the 

online or mobile banking interface. When the request is 

received the password is sent to the consumer’s phone via 

SMS. The password is expired once it has been used or 

once its scheduled life-cycle has expired. 

Because of the concerns made explicit above, it is 

extremely important that SMS gateway providers can 

provide a decent quality of service for banks and financial 

institutions in regards to SMS services. Therefore, the 

provision of service level agreements (SLAs) is a 

requirement for this industry; it is necessary to give the 

bank customer delivery guarantees of all messages, as 

well as measurements on the speed of delivery, 

throughput, etc. SLAs give the service parameters in 

which a messaging solution is guaranteed to perform. 

Mobile banking in the world 

Mobile banking is used in many parts of the world with 

little or no infrastructure, especially remote and rural areas. 

This aspect of mobile commerce is also popular in countries 

where most of their population is unbanked. In most of these 

places, banks can only be found in big cities, and customers 

have to travel hundreds of miles to the nearest bank. 

In Iran, banks such as Parsian, Tejarat, Pasargad Bank, 

Mellat, Saderat, Sepah, Edbi, and Bank melli offer the 

service [1]. 

1.1.3 NFC Technology 

Near Field Communication or NFC technology is a 

short-range wireless encrypted communication at a 

distance of 4 cm or less that in the frequency band of 

13.56 MHz ability to exchange data with speed 424 KB / 

s (on average). NFC can be with contactless smart cards 

ISO / IEC 1443 available as well as other devices 

equipped with the technology to easily communicate and 

exchange information with them. NFC specifically 

designed to work on mobile devices and has three general 

features’ that make it transparent development process. In 

the first feature, this technology has the potential to be 

used instead of the existing contactless cards so much so 

that you can use exactly like cards available for 

micropayments. In the second feature, you can use this 

technology as a reader and RFID passive tags and use it in 

promotional interactivity. The third feature of this 

technology also this capability gives you that as a reader 

and sender used this feature and in a state person-to-

person exchange of information between two powered 

device NFC to take advantage of it [2]. 

Applications 

NFC allows one- and two-way communication 

between endpoints, suitable for many applications. 

Commerce 

NFC devices can be used in contactless payment 

systems, similar to those used in credit cards and 

electronic ticket smartcards and allow mobile payment to 

replace/supplement these systems. 

In Android 4.4, Google introduced platform support 

for secure NFC-based transactions through Host Card 

Emulation (HCE), for payments, loyalty programs, card 

access, transit passes and other custom services. HCE 

allows any Android 4.4 app to emulate an NFC smart card, 

letting users initiate transactions with their device. Apps 

can use a new Reader Mode to act as readers for HCE 

cards and other NFC-based transactions. 

On September 9, 2014, Apple announced support for 

NFC-powered transactions as part of Apple Pay. Apple 

stated that their approach to NFC payment is more secure 

because Apple Pay tokenizes its data to encrypt and 

protect it from unauthorized use. 

Bootstrapping other connections 

NFC offers a low-speed connection with simple setup 

that can be used to bootstrap more capable wireless 

connections. For example, Android Beam software uses 

NFC to enable pairing and establish a Bluetooth 
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connection when doing a file transfer and then disabling 

Bluetooth on both devices upon completion. Nokia, 

Samsung, BlackBerry and Sony have used NFC 

technology to pair Bluetooth headsets, media players and 

speakers with one tap. [citation needed] The same 

principle can be applied to the configuration of Wi-Fi 

networks. Samsung Galaxy devices have a feature named 

S-Beam—an extension of Android Beam that uses NFC 

(to share MAC Address and IP addresses) and then uses 

Wi-Fi Direct to share files and documents. The advantage 

of using Wi-Fi Direct over Bluetooth is that it permits 

much faster data transfers, running up to 300Mbit/s. 

Social networking 

NFC can be used for social networking, for sharing 

contacts, photos, videos or files and entering multiplayer 

mobile games. 

Identity and access tokens 

NFC-enabled devices can act as electronic identity 

documents and keycards.[53] NFC's short range and 

encryption support make it more suitable than less private 

RFID systems. 

Smartphone automation and NFC tags 

NFC-equipped smartphones can be paired with NFC 

Tags or stickers that can be programmed by NFC apps. 

These programs can allow a change of phone settings, 

texting, app launching, or command execution. 

Such apps do not rely on a company or manufacturer, 

but can be utilized immediately with an NFC-equipped 

smartphone and an NFC tag. 

The NFC Forum published the Signature Record Type 

Definition (RTD) 2.0 in 2015 to add integrity and 

authenticity for NFC Tags. This specification allows an 

NFC device to verify tag data and identify the tag author. 

1.1.4 Dematel Technique 

Dematel technique commonly used to investigate the 

very complex issues and apply for structuring a sequence 

of Supposed information. So that the intensity of 

relationship to be examined scoring, coupled with the 

importance of their Feedback to make search and accepts 

non-transferable relationships [8]. 

Dematel technique has two major functions: 

1. Considering the mutual communication; advantage of 

this method compared to network analysis technique, clarity 

it to reflect mutual communication is among a wide range of 

components. So that specialists are able with greater 

mastery to express their opinions about the effects, the 

direction and severity of affective between the factors them. 

2. Structuring the complex factors in groups of cause 

and effect. This case is one of the most important functions 

and one of the most important reasons for its frequent 

application in problem-solving processes. So that the 

classification of a wide range of complex factors in the form 

of cause-effect, the decision maker in better condition to 

understand the relationships. This results in recognizing the 

crucial status and role in the process of mutual effecting.  

1.1.5 Research History 

To some of the research on mobile banking, NFC and 

their applications and also the use of tools dematel for 

analyzing data in the studies, will be mentioned in table1.  

Table 1. Research history 

Ref. No Work done Researcher Year 

[9] 

They offer a model for 

authentication and admission 

patient  & payment of fees by 

health smart card, NFC and 

mobile payments 

Mohammadi S, 

Barkhordari 

Firouzabadi M 

2015 

[10] 

They assessed application and 

risk, mobile payment transactions 

by NFC technology 

Hosseinpour 

Soleymani A, 

Yousefi M 

2013 

[11] 

Identify and prioritize barriers the 

collected retarded banking debts  

using a combination model 

Dematel network and vikor 

Mohammadzade

h A, Ataei M, 

Salimi H 

2014 

[12] 

Identify and prioritize the criteria 

of quality services MCDM 

approach in the banking industry 

(by dematel technique) 

Tabatabaei M, 

Hosseini S, 

Noori A 

2013 

2. Doing this Study Method and Tools for 

Data Collection and Analysis: 

This research, using library studies and specialists, IT 

& electronic banking and interviews with them, 

possibility promoting mobile banking services using the 

capabilities of the national smart card and NFC 

technology review and after gathering the required 

information the mentioned method and criteria for specify 

and after preparing the appropriate paired comparisons 

questionnaire and complete it by the experts, analyzed the 

results using Dematel process. 

3. Research Methodology 

In figure 1 steps of this research are shown separately:  
 

 

Fig 1. Research steps 
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3.1 Determine the effective criteria 

According to the research literature and expert opinion, 

an effective criterion to achieve the research objectives 

within the framework of six criteria in table 2 was 

determined. 

Table 2. Effective criteria 

P
ro

p
rieta

ry
 

w
o

rd
 

Criteria Definition 

C1 Identification 
Identify the people, by self-expression profile and 

provide identification documents 

C2 Authentication 
Proof of correctness, identity of people 

information that was given in Identification stage 

C3 
Undeniable 

signature 

Acceptance and approval documents, commitments 

and requests in electronic transactions so that there 

is no possibility of denial. 

C4 
Security 

requirements 
Protocols and security guidelines 

C5 
Technical 

Requirements 

Software and equipment, hardware and 

communication Infrastructure 

C6 
Macro banking 

services 

Main banking services such as account opening, 

apply for a loan, transfer too much money and  ...  
 

Applicability and purpose of this study was 

determined as follows: 

A (application): use of national smart card 

capabilities in mobile banking system by NFC technology 

P (main purpose): promoting security and 

development services provided by mobile banking. 

3.2 Analysis of relations among of criteria and 

create a total relation matrix using Dematel 

The structure decision to confirm possibility promote 

mobile banking services by using national smart card 

capabilities and NFC technology were discussed and 

reviewed conforms to the figure 2, According to which 

and based on dematel methodology, domestic relationships 

are managed. 
 

 

Fig. 2. Structure Design 

To determine the relationship between effective 

criteria, dematel technique is used. This technique 

involves four main steps. In the first stage should be 

paired comparison matrix of criteria that were scored by 

experts and its numbers are ranging from 0 to 4, to be 

created. The number zero is showing that they are on each 

other ineffective and number 4 is representing the greatest 

impact. To review criteria, from the standpoint of five 

experts has been used that for the consideration of the 

opinion of all experts, according to formula 1 of them we 

the arithmetic mean. 
 

  
             

 
     (1) 

 

P In this formula, the number of experts and x1, x2... xp, 

respectively, are paired comparison matrix expert 1, 

expert 2 and expert p and for normalizing the matrix 

obtained from the formulas 2 and 3 is used. 
 

    
   

 
      (2) 

 

That r is obtained from the following formula: 
 

          (∑    
 
   )     (3) 

 

Table 3 shows the normalized matrix. 

Table 3. Normalized matrix 

C6 C5 C4 C3 C2 C1  

0.21 0.13 0.19 0.21 0.19 0.00 C1 

0.29 0.21 0.26 0.24 0.00 0.00 C2 

0.29 0.26 0.28 0.00 0.00 0.00 C3 

0.26 0.21 0.00 0.00 0.00 0.00 C4 

0.18 0.00 0.00 0.00 0.00 0.00 C5 

0.00 0.00 0.00 0.00 0.00 0.00 C6 

 

After calculating the above matrix, the total relation 

matrix is obtained according to the formula 4. 
 

         ( 
          )       (   )    (4) 

 

In this formula, I is the unit matrix. 

Table 4 shows the T matrix. 

Table 4. Total relation matrix 

C6 C5 C4 C3 C2 C1  

0.47 0.30 0.31 0.25 0.19 0.00 C1 

0.51 0.34 0.33 0.24 0.00 0.00 C2 

0.42 0.32 0.28 0.00 0.00 0.00 C3 

0.30 0.21 0.00 0.00 0.00 0.00 C4 

0.18 0.00 0.00 0.00 0.00 0.00 C5 

0.00 0.00 0.00 0.00 0.00 0.00 C6 

 

The next step is to obtain the sum of rows and 

columns of the matrix T. The sum of rows and columns 

according to formulas 5 and 6 obtained. 
 

( )    [∑    
 
   ]

   
     (5) 

 

( )    [∑    
 
   ]

   
     (6) 

 

That D and R are respectively matrix n × 1 and 1 × n. 

Next, the importance of (Di + Ri) and the relationship 

between the criteria (Di-Ri) is determined. If Di-Ri>0 is the 
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relevant criteria is effective and if Di-Ri<0 is the relevant 

criteria is receptive effect. Table 5 Di+Ri and Di-Ri shows. 

Table 5. The importance and effectiveness criteria 

            Criteria 

1.53 1.53 Criterion 1 

1.22 1.60 Criterion 2 

0.54 1.51 Criterion 3 

-0.41 1.43 Criterion 4 

-0.99 1.34 Criterion 5 

-1.88 1.88 Criterion 6 
 

Chart 1 shows the importance and effectiveness 

between the criteria. The horizontal axis shows the 

importance of the criteria and the vertical axis shows the 

impact or receptive effect the criteria. 
 

 

Chart 1. The relationships and the importance of criteria 

According to the Chart 1, the criteria C1 (identification), 

C2 (authentication), C3 (signature undeniable), effective 

criteria (cause) and the criteria C4 (security requirements), 

C5 (technical requirements), C6 (macro banking services) 

as criteria affected (disabled), are introduced. 

In the final step, according to negotiate with experts, 

threshold value in this study, average total numbers 

obtained from the matrix table of the total relationships 

(direct and indirect relationships) were considered. 

Therefore, this study is a threshold value equal 0.14. 

On this basis and according to the results of total  

relation  matrix, As shown in Figure 3, criterion C1 to C2, 

C3, C4, C5, C6 and criterion C2 to C3, C4, C5, C6 and 

criterion C3 to C2, C4, C5, C6 and criterion C4 to C5, C6 

and criterion C5 to C6 is affected. And to criterion C6 

(macro banking services) affect all other criteria. In other 

words criteria C1 up to C5 affecting the criterion C6 

(Macro Banking Services) is. 
 

 

Fig. 3. Relationship between criteria 

4. Conclusions 

The aim of this study was to promote mobile banking 

services by using the capabilities of the National Smart 

Card and NFC technology. That's according to the 

research literature and expert opinion and the results of 

data analysis research by providing conditions (criteria C1 

to C6) by inserting the national smart card alongside 

mobile and Creation wireless communicate between 

them by the NFC technology for exchange information 

stored in the national smart card chip (Identity 

information, biometrics and digital signing keys) with the 

mobile banking system, it is possible. And increase the 

level of security and thus enabling the development and 

promoting mobile services offered by banks. 

4.1 Future research 

It is suggested to the researchers that the use of the 

national smart ID card and NFC technology in the field of 

micro-payments, investigate. 
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Abstract 
Wireless sensor networks (WSNs) consist of numerous tiny sensors which can be regarded as a robust tool for 

collecting and aggregating data in different data environments. The energy of these small sensors is supplied by a battery 

with limited power which cannot be recharged. Certain approaches are needed so that the power of the sensors can be 

efficiently and optimally utilized. One of the notable approaches for reducing energy consumption in WSNs is to decrease 

the number of packets to be transmitted in the network. Using data aggregation method, the mass of data which should be 

transmitted can be remarkably reduced. One of the related methods in this approach is the data aggregation tree. However, 

it should be noted that finding the optimization tree for data aggregation in networks with one working-station is an NP-

Hard problem. In this paper, using cuckoo optimization algorithm (COA), a data aggregation tree was proposed which can 

optimize energy consumption in the network. The proposed method in this study was compared with genetic algorithm 

(GA), Power Efficient Data gathering and Aggregation Protocol- Power Aware (PEDAPPA) and energy efficient 

spanning tree (EESR). The results of simulations which were conducted in matlab indicated that the proposed method had 

better performance than GA, PEDAPPA and EESR algorithm in terms of energy consumption. Consequently, the 

proposed method was able to enhance network lifetime. 

 

Keywords: Wireless Sensor Networks (WSNs); Data Aggregation Technique; Data Aggregation Tree; Cuckoo 

Optimization Algorithm (COA); Network Lifetime Enhancement. 
 

 

1. Introduction 

WSNs are resource constrained networks and include 

many limited-energy sensor nodes. In WSN, each sensor 

can sense specific data and transmit it to its neighbors [1]. 

In general, a central node, namely sink is the destination 

of all data packets. For transmitting data to long distances, 

a lot of energy should be consumed. Hence, in many 

cases, nodes communicate with the sink node through 

their neighbors. In this case, each node should know 

which neighbor is more appropriate for packet 

transmission. In WSNs, congestion control mechanisms 

are important techniques for decreasing timeliness and 

increasing packet delivery rate [2]. 

Communication protocols play a significant role in 

enhancing the efficiency and lifetime of WSNs [3,4]. On 

the other hand, energy is one of the most important 

parameter and the key objectives in data gathering in 

WSNs. Hence, designing efficient protocols with regard 

to energy consumption for WSNs is essential since it can 

not only reduce the total energy consumption in the 

network but also distribute energy steadily and uniformly 

to the network nodes. Recently, many algorithms have 

been proposed for data aggregation in WSNs which try to 

find routes towards the sink through which data can be 

aggregated.  

Given a data aggregation tree, sensors receive 

messages from children periodically, merge them with its 

own packet, and send the new packet to its parent. The 

problem of finding an aggregation tree with the maximum 

lifetime has been proved to be NP-hard and can be 

generalized to finding a spanning tree with the minimum 

maximum vertex load, where the load of a vertex is a 

nondecreasing function of its degree in the tree [5]. 

Among the proposed protocols, data aggregation 

technique [6], [7] is an energy conservation scheme which 

tries to decrese the volume of data communicated by 

collecting local data at intermediate nodes and forwarding 

only the result of an aggregation operation, such as min 

and max, towards the sink node [8], [9], [10]. In data 

aggregation technique [11], [12], [13], [14], [15] relevant 

data packets were combined with one another in 

intermediate nodes and form a packet. Hence, the number 

of packets to be transmitted in the network decreases [16], 

[17]. Consequently, less energy will be consumed [16].  

In this paper, an efficient and low-energy data 

aggregation method based on COA [18] is introduced 

which can reduce the total communication energy through 

creating a data aggregation tree. The problem addressed 

in this paper is an important special case of the general 

data aggregation problem in which all the sensor nodes in 

the network are source nodes. Hence, it can efficiently 
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reduce energy consumption and enhance network lifetime. 

The objective in this paper is to simultaneously minimize 

total energy consumption during the entire tree structure. 

The rest of the paper is organized as follows: in 

section 2, a summary of the related studies and works is 

briefly overviewed. Then, the proposed algorithm is 

described in section 3. Then, simulation results are 

reported in section 4. Finally, the conclusion of the study 

is given in section 5.  

2. Related Works 

Regarding related studies on data aggregation, In [19], 

PEDAP (Power Efficient Data Gathering and 

Aggregation Protocol) was proposed. PEDAP computes a 

routing tree with MST (Minimum Spanning Tree) 

algorithm by setting the energy cost delivering a data 

packet between two sensors as the weight of the link 

between them. However, routing trees constructed with 

MST are not optimal energy efficient routing trees and 

cannot obtain long network lifetime. Based on PEDAP, 

another algorithm, PEDAP-PA (Power Efficient Data 

Gathering and Aggregation Protocol-Power Aware) [19], 

was proposed two minimum spanning tree based data 

gathering and aggregation schemes to maximize the 

lifetime of the network, where one is the power aware 

version of the other. The non-power aware version 

(PEDAP) extends the lifetime of the last node by 

minimizing the total energy consumed from the system in 

each data gathering round, while the power aware version 

(PEDAPPA) balances the energy consumption among 

nodes. In PEDAP, edge cost is computed as the sum of 

transmission and receiving energy. In PEDAPPA, 

however, an asymmetric communication cost is considered 

by dividing PEDAP edge cost with transmitter residual 

energy. A nodewith higher edge cost is included later in 

the tree which results few incoming messages. Once the 

edge cost is established, routing information is computed 

using Prim’s minimum spanning tree rooted at base station. 

The routing information is computed periodically after a 

fixed number of rounds. These algorithms assume all 

nodes perform in-network data aggregation and base 

station is aware of the location of the nodes. 

In [20], EESR is proposed that uses energy efficient 

spanning tree based multi-hop to extend network lifetime. 

EESR generates a transmission schedule that contains a 

collection of routing trees. In EESR, the lowest energy 

node is selected to calculate its edge cost. A node 

calculates its outgoing edge cost by taking the lower 

energy level between sender and receiver. Next, the 

highest edge cost link is chosen to forward data towards 

base station. If the selected link creates a cycle, then the 

next highest edge cost link is chosen. This technique 

avoids a node to become overloaded with too many 

incoming messages. The total procedure is repeated for 

the next lowest energy node. As a result, higher energy 

nodes calculate their edge costs later and receive more 

incoming messages, which balances the overall load 

among nodes. The protocol also generates a smaller 

transmission schedule, which reduces receiving energy. 

The base station may broadcast the entire schedule or an 

individual tree to the network.  

Wang et al [21] devised a data aggregation tree based 

on first-fit algorithm for reducing data transmission delay. 

Chaon et al [22] proposed SFEB (structure-free and 

energy-balanced) protocol which is an unstructured data 

aggregation protocol; it results in a balanced energy 

consumption among the nodes. Consequently, network 

lifetime is enhanced. Liu et al [23] proposed an 

approximation algorithm using directional antennas for 

aggregating data which led to the reduction of interface in 

transmitting and receiving data in network. Using ant 

colony algorithm, Liao et al [24] proposed a routing 

protocol which increased network lifetime. Islam et al.,  

[25] produced a balanced data aggregation tree based on 

genetic algorithm which was energy-efficient. The 

authors used GA to create multi-hop spanning trees and it 

was not based on hierarchical clusters. The data 

aggregation trees created by the proposed GA technique 

were more energy efficient than some of the current data 

aggregation tree-based techniques. 

Using lexicographic method, Lai and Ravindran [26] 

investigated accessing maximum network lifetime and 

fairness regarding simultaneous resource allocation in 

data aggregation tree. Kwond et al., [27] allocated a 

dynamic time for data aggregation in a node which was 

characterized with high energy efficiency and little delay 

overhead resistance. Al-Karaki et al [28] proposed a 

design which used optimization and heuristic algorithms 

simultaneously for locating minimum data aggregation 

points and routing data to base station so that network 

lifetime is maximized.  

In [29], Firstly, the authors proposed an adaptive 

spanning tree algorithm (AST), which can adaptively 

build and adjust an aggregation spanning tree. Owing to 

the strategies of random waiting and alternative father 

nodes, AST can achieve a relatively balanced spanning 

tree and flexible tree adjustment. Then, the authors 

presented a redundant aggregation scheme (RAG). In 

RAG, interior nodes help to forward data for their sibling 

nodes and thus provide reliable data transmission for 

WSN. The simulation results demonstrate that AST can 

prolong the lifetime and RAG makes a better trade-off 

between storage and aggregation ratio, comparing to other 

aggregation schemes. 

In [30], the authors proposed a novel Hierarchical 

Data Aggregation method using Compressive Sensing 

(HDACS), which combines a hierarchical network 

configuration with compressive sensing (CS). The authors’ 

main idea is to set multiple compression thresholds 

adaptively based on cluster sizes at different levels of the 

data aggregation tree to optimize the amount of packet 

delivery rate (PDR). The advantages of the proposed 

model in terms of the total amount of PDR and data 

compression ratio are analytically verified. 

In [31], the authors presented the problem of 

scheduling virtual data aggregation trees to maximize the 
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network lifetime when a fixed number of data are allowed 

to be aggregated into one packet, termed the Maximum 

Lifetime Data Aggregation Tree Scheduling (MLDATS) 

problem. The authors showed that the MLDATS problem 

is to be NP-complete. In addition, the authors proposed a 

local-tree-reconstruction-based scheduling algorithm 

(LTRBSA) for the MLDATS problem. 

In [32], the authors applied data aggregation on two 

nodes levels in WSNs. They worked on sending fewer 

data from aggregator to the sink, along with the equation 

that expresses all data. They applied Bayesian belief 

network algorithm to measure the accuracy of the 

proposed scheme. 

In [33], the authors propose a new scheme in the 

network layer, called Weighted Compressive Data 

Aggregation (WCDA), which benefits from the advantage 

of the sparse random measurement matrix to reduce the 

energy consumption. The novelty of the WCDA 

algorithm lies in the power control ability in sensor nodes 

to form energy efficient routing trees with focus on the 

load-balancing issue. In the second part, they present 

another new data aggregation method namely Cluster-

based Weighted Compressive Data Aggregation 

(CWCDA) to make a significant reduction in the energy 

consumption in our WSN model. The main idea behind 

this algorithm is to apply the WCDA algorithm to each 

cluster in order to reduce significantly the number of 

involved sensor nodes during each CS measurement. In 

this case, candidate nodes related to each collector node 

are selected among the nodes inside one cluster. This 

yields in the formation of collection trees with a smaller 

structure than that of the WCDA algorithm 

In this paper, a new method is proposed for WSNs 

which selects data aggregating nodes via COA. Indeed, 

the purpose of the study is to aggregate data with the aid 

of COA. Further, as our proposed method uses data 

aggregation spanning trees, it is only compared with other 

data aggregation spanning tree approaches such as 

PEDAPPA [19] and EESR [20] and GA [25]. In this 

paper, the frequency of usage of data aggregation tree 

phase is fixed and it is not dynamically adjusted. 

3. The Proposed Method 

In this section, we briefly describe our proposed scheme. 

3.1 Preliminary Definitions 

The primary model for WSNs which was presumed in 

this study is as follows:  

 The network has n sensors which have been 

randomly and uniformly distributed in a pre-

specified environment. 

 Sensors and the main database have a fixed and 

certain location. They are not capable of moving.  

 Nodes are distributed uniformly and randomly. 

 The initial energy of the nodes is identical. It is 

equal to 1J.  

 All the sensors can be detected and identified by 

means of their own unique IDs.  

The following system model is used in this paper. The 

network consists of n wireless sensors, each containing a 

transceiver with a maximum transmission range. This 

work adopts the use of multi-hop transmis- 

sions in its communication model. For this purpose, a 

tree is constructed. In-network aggregation at 

intermediate nodes usually results in reducing the size of 

data that is forwarded by an intermediate node to its 

parent [7]. An undirected graph, i.e. G (V, E), was used 

for featuring the sensor network with V nodes which was 

produced based on the distance between nodes and the 

radio range. Random graph was produced in the following 

way: V sensors were randomly placed in a pre-specified 

environment where they were connected to their 

neighbors with the Euclidean distance equal to or less 

than their radio range.  

Definition 1: in a data aggregation cycle, the data 

received from the environment is gathered by the 

intermediate nodes and transmitted to the base station.    

Definition 2: data aggregation tree is a spanning tree 

with the root of base station which includes routing data 

for all the network nodes.  

Definition 3: network lifetime is defined as the 

number of cycles of algorithm execution where all the 

network nodes are active.  

Definition 4: the load of a sensor refers to the required 

energy for receiving and transmitting gathered data to its 

own father.  

3.2 Cuckoo Optimization Algorithm (COA) 

One notable search technique in computer science is 

to find the optimal solution in searching issues. COA is 

considered to be a supplementary algorithm which has 

been inspired from the life of a species of a bird known as 

cuckoo. It was developed in combination with levy flight 

instead of simple isotopic walk.  

Evolution commences with a completely randomized 

set of entities and is repeated in the next generations. In 

each generation, the most appropriate ones but not the 

best ones are selected. A solution for a specific problem is 

illustrated through a list of parameters which are referred 

to as habitats. At the outset, several features are randomly 

produced for creating the first generation. During each 

generation, all the features are evaluated and the fitness 

value is measured by the fitness function. The next step is 

to produce the second generation of the community. For 

each individual, new locations are selected for the egg 

laying and migration stages. These selections are made in 

a way that they have the highest values with regard to the 

fitness function. Consequently, the most appropriate 

habitat with the highest benefit should be selected. The 

next steps are related to finding new locations with the 

maximum optimization benefit.  

Since metaheuristic algorithm has no information 

about the global optimization point and the degree of the 

optimality of the solutions, certain criteria are needed for 
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stopping them. The algorithm proposed in this study was 

designed in a way that it stops after the production of a 

number of generations. That is to say, if the populations 

of cuckoos get close to one another, practically, there will 

be no homogeneity and all the cuckoos reach an optimal 

point. In this case, algorithm will stop.  

3.3 The Proposed Algorithm 

Since the majority of data aggregation trees are 

produced based on remaining energy or the distance 

between sensors, hence, both parameters, namely the 

remaining energy and the distance between sensors were 

taken into consideration. As mentioned before, the 

algorithm proposed in this study for producing data 

aggregation tree is COA.  

A. Habitat structure  

Habitats provide data aggregation trees. Each habitat 

has a specific length which is appropriate for a specific 

number of available nodes in the network. The index of the 

array indicates the ID (identification) and the content of the 

array indicates the identity of its father. Figure 1 shows a 

habitat where the network includes 100 nodes. ID of the 

first node is 1 and the ID of its father is 5. Hence, the last 

node’s father is node 43. The node with the zero value was 

regarded as the workstation or the root of the tree.  
 

1 2 3 4 … 98 99 100 

5 6 21 0 … 2 54 43 

Fig. 1. Habitat structure  

The production of the initial population and the next 

generations from it with regard to the above-mentioned 

structure of the habitat will be based on the following 

conditions:  

 Each habitat should have one zero value (indicating 

workstation).  

 The content of the array should not be the same as 

its ID.  

 The content of the array has a random value between 

zero and N (N refers to the number of nodes).  

Since the features within the habitats are randomly 

produced in creating the initial population, a node will be 

selected as the father where there is no mane between 

them in the graph. Thus, the produced habitat is invalid 

and other random numbers are produced.  

B. Population 

Population refers to a set of habitats. According to 

another definition, population includes valid data 

aggregation trees. For the initial population, parent nodes 

are randomly selected by acknowledging their validities.  

C. Generation  

The new generation is selected by applying egg laying 

operation and migration. The best habitat is selected 

based on the fitness function so that it is transmitted to the 

next generation.  

1. Egg laying  

In COA, the new generation is selected after the egg 

laying operation. Then, in the next stage, cuckoos move 

towards the optimal response with a little change. For 

using the positive characteristics of habitats, the operators 

are used in this way: each cuckoo randomly lays some 

eggs in the nest of the host bird which is located in the 

ELR (egg laying range) distance from it. Then, the profit 

function is determined for all the cuckoos. The best 

cuckoos with appropriate positions are selected according 

to the maximum number of cuckoos and are transmitted 

to the next generation. The remaining cuckoos which 

have less profit are destroyed. ELR (maximum egg laying 

range) is specified via equation (1):  
 

       
                                   

                    
        

              (1) 
 

In this equation,       refers to the maximum number 

of each cuckoo’s eggs,        denotes the minimum 

number of each cuckoo’s eggs and   is a variable which 

adjusts the maximum value of ELR.  

2. Migration 

If only the egg laying operator is used for benefiting 

from the good features of habitats, the problem of 

premature convergence might occur. Hence, for 

preventing this problem and using the entire space for 

search, we use the migration operator. That is, when 

cuckoo chicks grow up and become mature, they live in 

the environment and their own groups for a while. 

However, when the egg laying time is approaching, they 

migrate to better habitats where there is more chance of 

being alive. After cuckoo groups in different areas are 

established, the average profit is measured so that the 

relative optimization of each group is obtained. For 

selecting the target point inside the chosen cluster with 

more average profit, the profit of all the cuckoos inside 

this cluster is measured and the cuckoo with the highest 

profit is selected as the target point. For specifying the 

new position of cuckoos around this point, the current 

position of the cuckoos is multiplied by the movement 

coefficient of the cuckoos and the new position of the 

cuckoos inside the optimal cluster is determined. The new 

position of the cuckoos after the migration operation is 

defined through Equation (2):  
 

                                                  

                      (2) 
 

In Equation 2, F is a parameter which leads to 

deviation.  

3. Correction function  

Since different problems such as father-child, child-

father problems, habitat without workstation and circle 

production might occur in the mentioned habitat, a 

correction function will be used for detecting and solving 

these problems which will prevent the transmission of 

invalid habitats to the next generation.  

Habitat without work station: in habitat, the 

workstation has the value of zero. However, it is likely 

that no habitat has the value of zero for its content since 
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the numbers are selected randomly. The following figure 

illustrates this problem for a network with 5 nodes.  
 

1 2 3 4 5 6 

3 2 4 2 3 5 

Fig. 2. Habitat-related problem without workstation  

Circle problem: this condition occurs when the 

content of array is the same as its index. Figure 3 shows 

this problem which occurs in the habitat. 
 

1 2 3 4 5 6 

3 1 6 4 3 5 

Fig. 3. Circle problem  

Father-child and child father problems: these 

problems occur when child a belongs to father b and 

when child b belongs to father a which is depicted in the 

following figure. 
 

1 2 3 4 5 6 

3 4 3 2 3 5 

Fig. 4. Father-child, child-father problem 

In case the circle problem occurs, one unit is added to 

the content of the array index. For solving the problem of 

residence location without workstation, zero value is 

randomly given to one of the elements of the array.  

For sorting out the father-child, child-father problems, 

we begin with the first index which has a value other than 

zero. That is, we search for the related index in the elements 

of the array; if the obtained value has an index equal to the 

previous value, the problem has occurred; otherwise, we 

continue the procedure so as to navigate all the elements of 

the array. In case this problem occurs, one unit is added to 

the content of the related element. Figure 5 illustrates a 

pseudocode of the correction function which is executed for 

each habitat and it checks that the problems mentioned in 

the previous parts do not occur. If one of these problems 

occurs, the correction function will detect and correct it.  
 

Correction function pseudo code 

1: Procedure Repair function (habitat) 

2: For each habitati  in habitat do 

3: While habitati creates a cycle do 

4:     Replace value of habitati with (value of   

habitati+1) 

5: While habitat have not a sink do 

6:           Randomly insert zero In the habitati 

7: While habitat have a problem Father-Child and 

Child-Father do 

8:    Replace value of habitati with (value of habitati+1) 

9: While habitati is not in range of board do 

10:         Replace value of habitati with other node    ID 

11: End. 

Fig. 5.Correction function pseudo code 

4. Evaluation and fitness  

The algorithm proposed in this study has two purposes. 

Firstly, the tree should be effective with regard to energy 

consumption so that nodes can have more communications 

for long-term frequencies. Secondly, the tree produced 

among the nodes should be balanced. The fitness of the 

habitats is specified through the following parameters:  

Energy expenditure rate: a sensor has different 

expenditures in producing different trees. The tree 

produced by the COA algorithm needs effective energy. It 

is preferred that each node consumes little energy in each 

communication cycle. For each i node, the energy 

consumption rate is measured through equation (3). This 

rate increases for all the sensor nodes.  
 

  
  

   
      (3) 

 

In this equation,    stands for the current energy of 

each node,     denotes the amount of energy 

consumption for receiving data packets from the child. 

    is determined through equation (4).  
 

                (4) 
 

In this equation,       denotes the required energy for 

maintaining movement and traffic within the sensors and 

K stands for the number of available bits in the packet.  

In this paper, the following generic model is used to 

account for the energy consumed during communication: 
 

                            (6) 
 

                               (7) 
 

In Equations (6) and (7), d is Euclidian distance 

between two neighbor nodes i and j,      is he 

amplification energy required to transmit a bit a unit 

distance and             is the total energy consumption 

for transmission and receiving k bits of data from node i 

to node j. For sake of simplicity, we assume that the 

energy consumed in the sleep state is negligible. 

Method of measuring ei: ei refers to the degree of 

current energy. The initial value of ei is considered to be 

1J but this value varies during the execution of the 

algorithm so that after the execution of each cycle, the 

new ei is specified via Equation 8.  
 

       -         (8) 
 

In this equation, ri stands for the remaining energy of 

the ith node after the execution of a cycle. That is, the 

remaining energy of each node at the end of a cycle is 

considered to be the current energy of it in the next cycle. 
Standard deviation of the remaining energy: after 

each cycle, the amount of energy     will be consumed 

by the i sensor (ni). For maintaining the nodes in the 

working condition, it is essential that the energy 

expenditures be distributed in a balanced way based on 

the remaining energy of the sensors. Standard deviation of 

the sensors of the data aggregation tree is regarded as an 

appropriate criterion for expressing energy expenditure 

among nodes. The lower STD (ri), the higher the network 

lifetime. The parameter of standard deviation is measured 

through equation (9): 
 

   √ 
 ⁄ ∑           

      (9) 
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In equation (6),    is determined via equation (10):  
 

   =   ⁄ ∑   
 
        (10) 

 

The distance between the sesonrs: the distance 

between the sensors is one of the parameters which can be 

taken into consideration for producing data aggregation 

tree since the closer is the father node to the children, the 

lower will be the cost of transmitting and receiving data.  
 

                  √        
           

   (11) 
 

In this Euclidean equation, (     ) denote father’s 

location coordinates and (       ) stand for the child’s 

location coordinates.  
Energy on level rate: since data aggregation task in 

the tree is done by the father nodes, hence, the higher is 

the father’s energy compared with child’s energy, the 

better it will be. For examining this issue, E parameter is 

used which is determined through the following 

procedure:   

1. E=0 (the value of this parameter is initially zero)  

2. For the correctness of the Equation
  

   
⁄   , 

one unit is added to E in one element of the array 

(E=E+1).  

Data aggregating nodes are selected based on the 

following parameters: nodes’ energy level, energy 

expenditure rate, distance between father and children 

nodes, and standard deviation of the remaining energy of 

the nodes. Based on these parameters, a degree is 

determined for each node and the node with the highest 

degree of fitness will be selected as the data aggregator. 

This grading is conducted using the following Equation:  
 

              
 

 
             

 

   
   (12) 

 

In this equation,                   denote the weight 

of the parameters and the values are considered in a way 

that they fit the units of the parameters and would be true 

in Equation (13).  
 

                 (13) 
 

Since of the parameters values of the equations were 

simulated for several times, the obtained values for the 

above-mentioned parameters are as follows:  
 

        ,         ,   =0.25,             
 

Each habitat is measured based on target function so 

that the habitat with the highest profit is transmitted to the 

next generation.  

4. Performance Evaluation 

This section shows the effect of the proposed 

algorithm on network lifetime and energy consumption. 

In the following analysis, the sensor nodes are considered 

to be uniformly and randomly placed in a two-

dimensional area. All sensor nodes are homogeneous and 

have equal, omnidirectional transmission patterns of 

range and the sink energy supply is adequate. The 

efficiency of the proposed algorithm was investigated via 

different tests and simulations which were conducted in 

MATLAB R2009a. It should be noted that the 

performance and the efficiency of the proposed algorithm 

was compared with those of GA [25], PEDAPPA [19] and 

EESR [20]. In this paper and in simulation phase, we 

assume that all nodes perform in-network data aggregation 

and all the sensor nodes in the network are static and are 

loosely synchronized to enable TDMA (time division 

multiple access) scheduling. The topology graph 

constructed from the network is connected. Weights 

associated with all the edges are positive and hence, there 

are no negative weight cycles. A node can adjust its power 

level depending on its requirements. The results for 

lifetime are obtained for the 95% confidence interval. 

The comparison of these algorithms were done in 

different dimensions of the network with respect to 

network lifetime. The simulation parameters used in 

different tests and analyses are given in table 1.  

Table 1. Parameters used in the simulation  

Parameters Values 

Initial energy 1J 

Number of sensors 100 

Packet size 1000 Byte 

Radio range 25 m 

Cuckoos’ movement coefficient 2 

Maximum egg laying radius 15 

     100 pJ/bit/   

      50 nJ/bit 

  
 

In the conducted experiments, simulations were 

proceeded until the first node was destroyed. Indeed, the 

simulations were carried out in 10 rounds and each 

experiment was executed for three times and the average 

of the three executions were taken into consideration. The 

location of the base station in all the experiments was 

considered to be at the center of the sensing environment. 

Figures 6, 7 and 8 depict network lifetime for the network 

sizes of 50m*50m, 100m*100m and 200m*200m, 

respectively. The results of the simulations indicated that 

the proposed algorithm had better performance than GA 

[25], PEDAPPA [19] and EESR [20].  

We have compared network lifetimes obtained in 

different networks with different number of sensors. As 

can be seen in the Figures, our proposed COA notably 

increases network lifetime. 
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Fig. 6. Network lifetime in sensing environment with the size of 

50m*50m 

GA [25], PEDAPPA [19] or EESR [20] does not 

consider the maximal load of all sensors, while COA 

does. Therefore, network lifetimes obtained by GA [25], 

PEDAPPA [19] and EESR [20] are shorter than network 

lifetimes obtained by COA which reduces the maximal 

load of all sensors. 
 

 

Fig. 7. Network lifetime in sensing environment with the size of 

100m*100m 

In PEDAP-PA [19], the sink needs to broadcast the 

topology of the network to all nodes in the network 

periodically; hence it consumes most energy. Due to 

fitness function of COA, it improves network lifetime in 

comparing with GA [25], PEDAPPA [19] and EESR [20]. 

 

Fig. 8. Network lifetime in sensing environment with the size of 

200m*200m 

Figure 9 shows the remaining energy of networks after 

100 rounds execution for CoA, PSO [34] (Particle Swarm 

Optimization) and ICA [35] (Imperial Competitive 

Algorithm). As Figure 9 depicts, the reaming energy for 

proposed scheme (COA) is better than PSO [34] and ICA 

[35]. Hence, the proposed scheme is energy efficient and 

improves network lifetime.  

 

Fig. 9. Remaining energy of network after 100 rounds execution 

Figure 10 shows the convergence diagram for 

proposed scheme. 

 

Fig. 10. Convergence diagram for proposed scheme (COA) 

5. Conclusions 

In this paper, a new method based cuckoo algorithm 

was proposed for aggregating data in WSNs. In this 

method, data aggregation tree was produced based on the 

following parameters: energy expenditure rate, standard 

deviation of the sensors’ remaining energy, energy on 

level rate and the distance between the sensors. The 

proposed scheme for data aggregation trees extend the 

network lifetime as compared to EESR, PEDAPPA and 

GA. It was found that the proposed algorithm can reduce 

the energy consumption of the network significantly; 

hence, network lifetime is consequently enhanced. To 

sum it up, it can be concluded that the proposed method 

has desirable performance and efficiency. As a future 

work, we would like to investigate adaptive tree structure 

frequency techniques and we would like to use the 

proposed scheme in WSNs based on software defined 

networks (SDNs) [36] technology. 
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Abstract 
This paper focuses on the problem of ensemble classification for text-independent speaker verification. Ensemble 

classification is an efficient method to improve the performance of the classification system. This method gains the 

advantage of a set of expert classifiers. A speaker verification system gets an input utterance and an identity claim, then 

verifies the claim in terms of a matching score. This score determines the resemblance of the input utterance and pre-

enrolled target speakers. Since there is a variety of information in a speech signal, state-of-the-art speaker verification 

systems use a set of complementary classifiers to provide a reliable decision about the verification. Such a system receives 

some scores as input and takes a binary decision: accept or reject the claimed identity. Most of the recent studies on the 

classifier fusion for speaker verification used a weighted linear combination of the base classifiers. The corresponding 

weights are estimated using logistic regression. Additional researches have been performed on ensemble classification by 

adding different regularization terms to the logistic regression formulae. However, there are missing points in this type of 

ensemble classification, which are the correlation of the base classifiers and the superiority of some base classifiers for 

each test instance. We address both problems, by an instance based classifier ensemble selection and weight determination 

method. Our extensive studies on NIST 2004 speaker recognition evaluation (SRE) corpus in terms of EER, minDCF and 

minCLLR show the effectiveness of the proposed method. 

 

Keywords: Speaker Recognition; Speaker Verification; Ensemble Classification; Classifier Fusion; IBSparse. 
 

 

1. Introduction 

Scientific studies have shown that, there are varieties 

of information in a speech signal which can help speaker 

recognition. Speaker recognition is a process of decision 

making about a speaker’s identity using the person’s 

speech signal. The field of speaker recognition contains 

two main branches; speaker verification and speaker 

identification. In speaker verification, an identity claim is 

first constructed and then the claim is accepted, or 

rejected, based on the information extracted from the 

corresponding speech signal. On the other hand, a speaker 

identification system, at first, registers a set of target 

speakers and then determines the identity of the owner of 

an incoming speech signal. Since a speaker verification 

system can lead to speaker identification and there are 

more sophisticated criteria to evaluate a speaker 

verification system, the majority of speaker recognition 

research is devoted to speaker verification tasks. To gain 

advantage of different information of speech in the 

verification process, an ensemble of base classifiers can 

be used. Classifier fusion is an important subject in 

speaker verification which can be performed on the 

feature, score or decision level [1]. On the feature level 

fusion, different feature vectors are concatenated to 

construct a new feature vector. In speaker verification, 

fusion of scores includes obtaining matching scores for 

each base classifier and obtaining a final score from these 

base scores using a proper role. On the decision level 

fusion, the final decision is a logical fusion of decision 

output of different classifiers or modalities. This logical 

fusion can be "AND", "OR" or a combination of both. In 

this paper, we focus on score level fusion where the final 

score is a weighted summation of base scores. Contrary to 

most of the classifier fusion for speaker verification 

works, which use the weighted sum of scores for all test 

instances [2], or a simple arithmetic mean of scores as the 

final score [3], we use an instance-specific ensemble of 

classifiers whose weights are adopted separately for each 

test instance. Despite that using permanent weights for 

score fusion in a speaker verification task, may be 

effective in some situations, obtaining optimum weights 

which are effective for all test instances is troublesome. In 

these methods a set of unique weights are learned on 

training or held back data. Thereafter, these weights are 

used in the verification process of all trials. This may not 

be generalizable to all test samples, since some base 

classifiers may be effective for some of the test samples 

and not for others. In this paper, we consider this issue 

and exploit the instance-specific behavior speaker 

classifiers. To do this we were inspired by [2], [4] and [5], 

and act in the following procedures: 
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 We determine the weight of each classifier 

according to the test instance. Then, we calculate 

the final score as a weighted sum of scores 

obtained from all base classifiers. 

 We also consider sparse classifier fusion using the 

behavior. Therefore, in this case, the final score is 

a weighted sum of scores from a few base 

classifiers. 

 We introduce a new formula to determine the final 

fusion score. 

Logistic regression with elastic-net regularization is 

also considered as a baseline to show the effectiveness 

and generalization power of the proposed method. 

2. Base Classifiers 

A typical speaker verification system consists of train 

and test phases. In the train phase we introduce target 

speakers to the system. In the test phase incoming 

unlabeled utterances are claimed as belonging to one of 

the enrolled targets and the system verifies validity of this 

claim. Figure 1 shows workflow of such a system. 

Speaker feature extraction methods transform the original 

speech signal to a compact representation. These methods 

aim at holding speaker specific information it the 

resulting representation.  

To create powerful base classifiers, we used four 

widely used speech features in speaker recognition. These 

features are mel-frequency cepstral coefficients (MFCC), 

perceptual linear prediction (PLP), stabilized weighted 

linear prediction (SWLP) [6], and linear predictive 

cepstral coefficient (PLCC) [7]. Conventional linear 

prediction (LP) determines a pth order autoregressive 

model for a speech frame, by minimizing the sum of 

squares of prediction errors. Weighted linear prediction 

(WLP) is obtained by introducing temporal weighting of 

the squared prediction error. The SWLP which is used in 

our research, is a variant of WLP that guarantees the 

stability of WLP filter. A concise description of MFCC 

and PLP feature extraction is provided in [8]. 

In the matching step, the system tries to specify the 

similarity of enrolled target features (templates) and 

incoming speech features, in terms of a verification score. 

In the late steps of the verification, the score is compared 

to a predefined threshold value. This threshold value is 

computed from training data. If the score of the trial is 

more than the threshold, the claim is accepted, otherwise 

it is rejected.  

We used three different powerful modeling methods 

of speakers. These methods are, GMM-SVM-KL [9], 

GMM-SVM-BHAT [10] and ivector-PLAD [11]. SVM 

based methods have been successful in text independent 

speaker verification. In these methods, the SVM is 

combined with the GMM supervector concept. They 

derive a kernel (we used Kullback-Leibler (KL) 

divergence and Bhattacharya (BHAT) distance), then 

apply the Nuisance Attribute Projection (NAP) [12] to the 

kernel. Total variability or ivector systems provide an 

elegant way of dimensionality reduction of speech 

features. This technique converts a sequence of feature 

frames to a fixed length low dimensional vector. This 

vector represents the whole utterance (i.e. the whole 

speaker) and can be an input to a standard pattern 

recognition algorithm. We then use Probabilistic Linear 

Discriminant Analysis (PLDA) for scoring.  

 

 

 

Fig. 1. Block diagram of a typical speaker verification system 

 

3. Score Fusion in Speaker Verification 

There are three main levels on which biometric 

classifier fusion can occur: feature level fusion, score 

level fusion and decision level fusion. Feature level fusion 

(early fusion methods) occurs before the invocation of the 

matching block (Figure 1). In this process a new feature 

vector is created. This new feature vector is a 

combination of previously extracted features. The 

matching step is performed on the new feature vector. In 

score level fusion (late fusion methods), which is our 

main subject, some basis expert classifiers are firstly 

employed to obtain the matching score between each test 

sample, and the previously stored templates. It is shown 

that score level fusion methods provide better results than 

feature level fusion [5]. In decision level fusion 

approaches, accept or reject decision of individual 

classifiers serve as input to the fusing function [13].  
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In the case of score fusion, the final score is obtained 

as,       ∑     
 
   , in which L is number of base 

classifiers,    is added to calibrate the final score and    
and    are weight and score of lth classifier, respectively. 

Regardless of training individual classifiers, there is a 

need to train the fusion process. An intuitive way of 

obtaining a final score from ensemble classifier scores is 

to estimate the fixed weight for each classifier. To do this 

one needs a set of labeled scores, whose labels are either 

0 (    ) if the utterance belongs to the claimed target or 

1 (    ) if the utterance does not belong to the claimed 

target. If the number of training scores is     , a 

development set   *(                )+ is used to 

train this model. Such a system does not need to know 

anything about how individual classifiers are trained or 

the speech features. After selecting proper training scores 

an optimization method is employed to minimize an error 

criterion or maximize an efficiency measure. The 

optimization can be directly performed using a neural 

network [14], heuristic algorithms [15] or the widely used 

logistic regression [2].  

3.1 Logistic Regression Based Fusion 

State-of-the-art speaker verification systems use 

multiple classifiers to make a reliable decision. Linear 

regression is a discriminative model [16] which is 

commonly used to fuse scores in speaker verification. In 

this section we explain why this method is widely used 

and accepted in speaker verification and how it is 

improved in recent years. 

In test phase of an ensemble speaker verification 

system, an identity is firstly claimed for an incoming 

utterance signal. Each classifier in the ensemble, 

measures validity of the claim, in terms of similarity score. 

At this stage the system needs a score fusion method to 

accept or reject the claim. The score fusion method 

should realize a mapping from    space to a binary space 

{0, 1}, where 0 means the identity claim is accepted and 1 

means it is rejected. We can cast the problem as two 

target classification problems with an n dimensional input 

feature vector. Elements of these vectors should be of the 

same type, e.g. probability. One may calculate best 

weights, which minimize classification error for the 

training set, using a brute force approach. But, there is a 

question of generalization. There is considerable variation 

between training and runtime scores. This is why it is 

recommended to use estimates of real probabilities as 

scores [17]. Bayesian framework [16], which minimizes 

classification error probability, can be used to reach those 

probabilities. We will provide a general overview of the 

Bayesian decision rule next here.  

Suppose there are two classes,   and  , representing 

target and non-target (Imposter) classes, respectively. For 

a given random score vector of X, which may belong to 

either of class the cost of classifying a class i score vector 

into a class j event, can be a zero-one loss function 

(Equation (1)): 
 

    {
         
         

 (1) 

 

This assigns zero loss to a correct classification and a 

unit loss to a miss classification. Under this assumption, 

Bayes rule defines the posterior probability of class i as 

Equation (2): 
 

 (    )  
 (    )  (  )

 ( )
 (1) 

 

Where  ( )  is prior probability of X and  (  )  is 

prior probability of   . We need to estimate probability 

distribution correctly, to get reliable scores. In [17] it is 

explained how we can reduce Equation (2) to  (    ) 
using assumptions about prior probabilities. If we suppose 

different base classifiers are independent of one another, 

 (    ) results in equation (3): 
 

 (    )   (          )  ∏ (     )

 

   

 (2) 

 

Where K is the number of base classifiers,    is a label 

for class i and    is the kth element of score vector. Since 

the scores for   class (target) are correlated, the recent 

assumption is not intuitive. This is due to the fact that if a 

trial belongs to a target class, scores of all good classifiers 

are close to unity. It is more reasonable to believe that    

for the imposter and (    )  for the target are not 

correlated. The posterior probability of target class can be 

derived as equation (4) [17]: 
 

 (         )  
 

    {(∑   
 
   )   }

 (3) 

 

Where      
 ( )

 ( )
, and      

 (    )

 (    )
 . 

 

If we suppose that the probabilities are members of 

the exponential family (equations (5) and (6)): 
 

 (    )   (  )  
(         ) (4) 

 

 (    )   (  )  
(         ) (5) 

 

Then equation (4) is reduced to logistic regression 

(LR) model or logistic distribution function (equation (7)): 
 

 (         )  
 

     ( )
   (6) 

 

Where: 
 

 ( )                   (7) 

   ∑(       )

 

   

   
 ( )

 ( )
 (8) 

         (9) 
 

A particular case of the exponential family is a 

Gaussian distribution. If we suppose distribution of the 

classes are Gaussian, equations (9) and (10) become equal 

to equations (11) and (12). 
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   ∑
(  
 )  (  
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 ( )
 (10) 

   
  
    

 

  
  (11) 

 

Where   
  and   

  are the mean of the target and 

imposter distributions, respectively, and   
  is the 

common variance. An interesting result of this method is 

that, the weight of the kth classifier,   , is proportional to 

the difference of the means of, the target and imposter 

distributions and if the classifier has scattered target 

scores it is not reliable and has a lower weight.     

To this point we should find optimal weights (   in 

equation (8)), so that  (         ) , indicated by 

equation (7), is maximized. To solve the problem, 

researchers took many issues in to consideration and 

introduced cost functions. One of the most recent defined 

cost functions is     (   )[2] which is given by: 
 

    ( )  
    
  
∑   (     

              )

  

   

 
      
  

∑   ( 

  

   

   
              ) 

(12) 

 

Where           
  (     (    )       (      

   )), depends on the prior probability of a target speaker 

(    ), the cost of miss classification (     ) and the cost 

of false acceptation (   ). The aim of defining such a cost 

function is to find the optimal weights which minimize 

the cost function. Equation (14) formulates this 

optimization problem: 
 

         
 

    ( ) (13) 
 

This formulation changed to (15) when V. Hautamӓki, 

et.al. showed in [2] that, a regularized version of equation 

(14), which takes a sparse number of classifiers in the 

ensemble, acts better. This optimization problem is 

regularized using a combination of ridge and LASSO 

regressions which is called elastic-net.   
 

         
 

*    ( )

  ( ‖ ‖  (   )‖ ‖ 
 )+ 

(14) 

 

Where coefficient,  , which is a Lagrange multiplier, 

determines the amount of shrinkage of the weights. The 

constraint ‖ ‖  is known as LASSO and ‖ ‖ 
  

corresponds to ridge regression.In elastic-net, the LASSO 

part causes most of the weights to be near zero. This means 

that, it is a sparsity promoting constraint. The other part of 

the elastic-net is ridge constraint, which causes the weights 

not to push as aggressively as LASSO only constraint. 

Coefficient   determines the amount of participation of the 

LASSO and ridge in the equation. This problem can be 

solved using the ProjectL1 algorithm [18]1.  

Although this method tries to increase the 

generalization capability of the classifier fusion, it 

identifies a unique weight for every classifier. These 

weights are obtained from training or held-out data and 

are used on all instances. This method also chooses a 

sparse number of classifiers during the training process 

and omits most of them from the test process. We show 

that a classifier, which is omitted from the ensemble set, 

has better performance for specific test instances. Recent 

studies showed that, taking the instance based behavior of 

classifiers improves generalization of the ensemble 

classifier [4],[5]. In the following section we introduce 

the proposed method to take the instance base behavior of 

speaker verification experts. 

3.2 Instance Based Ensemble and Weight Selection 

Weights which are selected based on a test sample, 

should score the prediction capability of each classifier on 

that sample. If the test sample in a trial is positive (real 

target), and the score of a classifier is high, then its weight 

should be high, and the weight should be low when this 

score is low. If the sample is negative (is not target), and 

the score of a classifier is high its weight should be low 

and if its score is low, it means that the classifier has 

made a reasonable decision, and the weight should be 

high. We call the proposed method instance based sparse 

classifier fusion (IBSparse). 

Discovering individual weights for each trial is a 

challenging task. Since there is no information about the 

real label of the trial, we do not know if the classifier 

decision is correct or not, and as a result, it is not clear 

how to derive a specific weight for the classifier.  

3.2.1 Clarity Index 

Clarity index is an objective that can be used to obtain 

sample specific weights [4]. This objective is based on 

test scores and previously obtained training scores and 

has nothing to do with low level features. Each classifier 

has    positive and    negative training scores, which are 

obtained in the training phase. The positive scores are 

those scores whose related utterance originated from the 

target and negative scores are scores that belong to the 

impostor utterances. The Clarity index depends on two 

factors. The first factor is Relevance Loss (RL) which 

determines the position of a test score vector,    , against 

negative training scores (  
   ). Equation (16) defines RL: 

 

  (     )  
 

  
∑ (    

         )

  

   

 (15) 

 

Where   is the weight vector,     is the test score 

vector,    is the number of negative training scores and U 

is the unit step function. RL is a fraction of the non-target 

                                                           
1 Available online at: 

"http://www.cs.ubc.ca/~schmidtm/Software/code.html" 
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training scores divided by the total number of non-target 

scores. Therefore, this value is in the range of [0,1]. For a 

target trial, the ideal state is that the test score will be 

higher than all negative training scores. As a result, this 

value is desired to be close to 0. For a non-target trial, the 

ideal state is that the test score would be less than all 

negative training scores, consequently, the value is 

desired to be close to one.  

The second factor is irrelevance loss (IL) which 

determines the position of a test score vector against the 

positive training scores (  
   

). Equation (17) defines IL: 
 

  (     )  
 

  
∑ (          

   
)

  

   

 (16) 

 

Where    is the number of positive training scores. IL 

is desired to be close to 1 for a target trial and 0 for a non-

target trial. 

The raw clarity index is then defined as the difference 

between RL and IL (Equation (18)): 
 

   (     )    (     )    (     ) (17) 
 

An absolute value of RCL it called the clarity index 

(Equation (19)): 
 

  (     )     (     )    (     )  (18) 
 

The range of the clarity index is [0,1]. As it is 

mentioned, for a target trial the ideal value of RL is 0 and 

IL is 1, thus the ideal value of CL is 1. For a non-target 

trial, the ideal value of CL is also 1. Thus a higher value 

for the clarity index means that the decision is more 

dependable. Therefore we use it to select a sparse number 

of classifiers and use it in the weight learning process.  

3.2.2 Weight Learning and Ensemble Selection 

By using the clarity index in the classifier selection we 

solve three problems. The first problem is as a result of 

the fact that classifiers have different performance with 

respect to different test samples. This in fact, affects both 

classifier selection and weight determination, which is not 

exploited in previous works. The second problem is in 

choosing an efficient number of classifiers and the third is 

the correlation between the classifiers. There may be a 

different number of efficient classifiers for different test 

samples and they may or may not correlate in different 

situations. In sparse classifier fusion for speaker 

verification, these problems are not efficiently addressed 

either. By using the clarity index and a proper threshold 

value, we can choose an adaptive number of efficient 

classifiers. The proper threshold value is chose from the 

training scores so that the final EER for the training 

scores is minimized. In the case where the clarity index of 

all classifiers falls below the threshold, we use a 

predefined minimum number of classifiers.  

In the ensemble selection process we do not have the 

weight vector to calculate the clarity index for each 

classifier. Thus, we change RL and IL formulation and 

replace     
    and     

   
 with   

    and   
   

 

respectively.    
              are negative scalar scores 

and   
   
           are positive scalar scores related to 

the classifier. 

We use two strategies for sample based classifier 

ensemble selection. In the first scenario, we choose a 

fixed threshold on the clarity index. Classifiers with a 

clarity index higher than the threshold are used in the 

ensemble. With this strategy, different classifiers are used 

for different test samples. In the case where all the indices 

are lower than the threshold, all 12 classifiers participated 

in the ensemble. In the second strategy, the threshold is 

not fixed and varies according to the values of the clarity 

index, related to each test sample. In this scenario, the test 

score of each classifier is first calibrated to log the 

likelihood ratio [19] then we use the threshold to select 

confident classifiers. 

To take the sample specific behavior of classifiers and 

gain the generalization ability of equation (15) we 

propose to use equation (20): 
 

      
 

    ( )    ( 
      ) (19) 

 

Where   is a function of the test sample, current 

weights, and positive and negative training samples. If we 

directly substitute CL into the equation (20), the 

optimization becomes generally intractable, because due 

to the definition of RL and IL it is a discrete measure and 

cannot be differentiated. Thus we approximate the 

discrete relevant and irrelevant losses by differentiable 

sigmoid functions (Equations (21) and (22)):  
 

  (     )  
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 (  

       )
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  (     )  
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    (     

 
   
)

  

   

 (21) 

 

By choosing the correct value for   and   these two 

equations can be close to the original values of RL and 

IL. Setting a high value for   and   results in a closer 

approximation to the true values of RL and IL, but, results 

in several local optima for CL. On the other hand, a low 

value of these two parameters may result in a poor 

approximation of CL. Consequently these parameters 

have considerable effect on the performance of the 

classification. Even with this modification we still do not 

substitute CL into equation (20) because it is an absolute 

value of difference between RL and IL, and is not 

differentiable at zero. To get rid of this we use the ridge 

regression [16] of the raw clarity index (RCL).  

Finally we define the optimization problem as: 
 

      
 

    ( )   ‖   ‖ 
  (22) 

 

Although the optimization process is performed in the 

test phase, it is fairly fast and in less than half a second 

converges to the optimal points. This problem can be 

solved using standard packages [16]. For the case of 

faster optimization, we propose to optimize weights for 
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all possible combinations of classifiers, and use proper 

weights after the ensemble selection using CL. Using this 

method, at first, we determine all combinations of 

classifiers. If we have n classifiers, the number of these 

combinations is ∑
  

(   )   

 
   . There are 4095 combinations 

when we have 12 base classifiers. Then, equation (24) is 

solved for each combination separately to obtain a table 

of weight vectors: 
 

      
 

    ( )   ‖ ‖ 
  (23) 

 

In this equation, ridge regularization keeps weights small.  

In the test process the score of each classifier is first 

calibrated. Then the clarity index is computed for each 

calibrated score, and confident classifiers are selected 

using the clarity index. Finally, confident scores are fused 

using related weights. Figure 2 depicts the block diagram 

of proposed ensemble classification system. 
 

 

Fig. 2. Block diagram of the proposed ensemble classification system. 

Each of the classifiers C1-C12 contain score templates.  

4. Experimental Results 

4.1 Databases 

We used NIST 2004 Speaker Recognition Evaluation 

(SRE), and switchboard II in our experiments. Since we 

use many classifiers and each classifier or feature has an 

ability to detect special characteristics of a speech signal, 

we preferred not to restrict training or test data to 

originating from a male or female, or specific language. 

NIST 2004 contains 6244 training files. The Universal 

background model is trained on these data. This dataset 

also contains 660 male and female speakers, and 4623 test 

utterances. These utterances are from five different 

languages: Arabic, English, Mandarin, Russian and 

Spanish. In the case in which an utterance has more than 

one minute duration we split the utterance to have more 

test data. Switchboard II (2348 conversation sides) is also 

used to train the PLDA dimensionality reduction process, 

 , and nuisance attribute projection (NAP). 

4.2 Experimental Setup 

It is believed that diversity of base classifiers 

improves the performance of ensemble classification [20]. 

In addition, features used and the methods of 

classification should be efficient enough for the 

classification. Therefore, our experiments are conducted 

on three well-known different classifiers and four 

different feature vectors. We used MFCC, PLP, SWLP, 

and PLCC as different speech features.  

 

Table 1. Twelve different base classifiers implemented on NIST04 dataset, using four different features and three methods plus fusion systems. Proposed 

spample based (Instance basced) methos spesified as IBSparse1&2 

 
 

At first energy based voice activity detection is 

performed on each utterance. Then, feature extraction is 

performed using a 25ms hamming window with 50% 

overlap (12.5ms). Voicebox MATLAB toolbox 1  is 

employed to extract MFCC features. To obtain PLP 

                                                           
1 Available online at: 

http://www.ee.ic.ac.uk/hp/staff/dmb/voicebox/voicebox.zip 

http://www.ee.ic.ac.uk/hp/staff/dmb/voicebox/voicebox.zip
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features, we used RASTAMAT MATLAB toolbox which 

is available online1. SWLP features, which we have used, 

are briefly described in [21], and there are MATLAB 

codes available online 2 , to extract these features. To 

extract LPCC features, we used msf_lpcc.m MATLAB 

implementation3. We choose a feature vector dimension 

of 14 for all four features. 

We used a 2048 Gaussian mixture model to create a 

universal background model on the training part of NIST 

2004 speaker recognition evaluation corpus. MSR toolbox 

is used to extract all GMM models, and i-vectors [22]. 

GMM_UBM_KL and ivector_PLDA are implemented 

using MSR toolbox and voicebox. The i-vector 

dimensionality was 400, which is reduced to 200 using 

PLDA. An important matter in score fusion is that, scores 

from different classifiers may vary significantly, as a 

result of using different feature vectors and classification 

methods. Using results of [2] we used z-cal(clipped) as 

pre-calibration method.  

To evaluate base classifiers and fusion method we 

considered EER, minDCF and minCLLR using 

BOSARIS MATLAB toolkit [23]. 

4.3 Results 

In this section we consider three methods to fuse 

individual scores. In the first method we use a weighted 

logistic regression cost,     , regulated by E-net (  
   ) [2]. In the second method we replace the 

regularization term with our proposed sample specific 

term, and perform ensemble selection using the clarity 

index (IBSparse1). In this method optimization is 

performed on each test sample. In the last experiment we 

calculated weight vectors for all possible combinations of 

the ensemble set (IBSparse2). We empirically found that 

best results can be obtained when the size of the ensemble 

is limited between 4 and 8 classifiers. In this situation, 

most suitable classifiers are selected based on the test 

sample and the optimization of weights is not performed 

in the test stage. 

Table 1 shows that different classifiers have instance 

based behaviors. For example ivector-PLDA which uses 

PLP features, has the best EER for the development set, 

while this is not suitable for the evaluation set. The next 

evidence is the whole performance of GMM-SVM-KL in 

comparison to which is good with respect to other 

classification methods and is worse for the evaluation set. 

Comparing the performance of GMM-SVM-KL using 

LPCC features and ivector-PLDA using MFCC features 

supports the same idea.  

As an example of performance improvement, we 

observed, sparse classifier fusion [2] results in the score of 

5.1484 for the verification of the utterance 'xalm.sph' which 

belongs to NIST SRE 2004, and class 1 (the first model in 

the database). Because this is a target score, it is better to be 

higher. The clarity index for this trial is as follows: 

                                                           
1 Available online at: http://labrosa.ee.columbia.edu/matlab/rastamat  
2 Available online at: http://users.spa.aalto.fi/jpohjala/xlp/  
3 Available online at: 

https://github.com/jameslyons/matlab_speech_features/archive/master.zip  

[0.845,0.555,0.825,0.66,0.355,0.64,0.935,0.53,0.72,0.

87,0.98,0.875] 

The proposed method chooses the 6 most confident 

classifiers which are: 1st, 3rd, 7th, 10th, 11th and 12th 

classifiers (of Table 1). The Fusion of scores of these 

classifiers results in a fused score of 7.2706.  

To use the clarity index in ensemble set selection, a 

threshold value should be used. Values higher than the 

threshold are considered as confident classifiers and lower 

values are considered as belonging to unconfident 

classifiers. We obtained the threshold value from the 

development set and used it in the evaluation set for 

classifier ensemble selection. A comparison of three 

speaker verification fusion systems is shown in Figure 3. 

This curve is obtained using MSR MATLAB toolbox. It 

is clearly observed that the proposed method 1 shows the 

best results in almost all parts of the plot, with the cost of 

optimization of weights in the test phase. 
 

 

Fig. 3. DET plot of three speaker verification  fusion systems (plotted 

using MSR MATLAB toolbox) 

4.4 Correlation of Classifiers 

Diversity of classifiers is an important issue in 

ensemble classification. A More diverse set of classifiers 

increases the chance of taking more aspects of the 

classification in to account. Correlation is the opposite 

point of diversity. One can use one of the two highly 

correlated classifiers without significant reduction in 

performance. In the case of our experiment we indirectly 

take the correlation into account. As it is mentioned in 

subsection 3.2.1, if the score of a classifier is less than all 

non-target scores, the classifier confidently tells that test 

sample does not belong to the claimed class and if the 

value is greater than all the target scores the classifier 

confidently tells that test sample does belong to the 

claimed class. In both the situations CL value is 1. 

Therefor higher values of CL belong to confident 

classifiers and lower values belong to unconfident ones. 

By choosing a proper threshold value of for the clarity we 

omit very unconfident classifiers. Therefore the remaining 

classifiers are assumed to be confident enough to 

http://labrosa.ee.columbia.edu/matlab/rastamat
http://users.spa.aalto.fi/jpohjala/xlp/
https://github.com/jameslyons/matlab_speech_features/archive/master.zip
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participate in the ensemble. A question that is raised here 

is what happens if some of the classifiers are highly 

correlated. For example, if seven classifiers are in the 

ensemble and four of them are highly correlated, it means 

they exploit the same speech characteristics and lower the 

effectiveness of other uncorrelated classifiers. If the 

weight of every classifier is fixed for all test samples, this 

effect reduces the performance of the ensemble, due to 

the fact that classifiers have different correlations for 

different samples. This issue remains while weight 

learning is performed in the development phase, including 

our sample specific fusion method 2. But when weights 

are learned in the test phase, even if the mentioned four 

classifiers are in the ensemble set, and exploit the exact 

same characteristics of the utterance, the weight learning 

algorithm gives them the most efficient weights. 

5. Conclusions 

We introduced a sample specific classifier fusion for 

speaker verification, which selects an adaptive number of 

best classifiers and determines sample specific fusion 

weights for each selected classifier. The method 

implements a group of well-known base classifiers for 

speaker verification, and ranks them using information 

obtained from labeled samples and individual unlabeled 

samples. The weight learning process uses logistic 

regression and the optimization problem is constrained 

with a sample specific term.  

Extensive experiments on unconditioned, large variant 

NIST 2004 demonstrated the effectiveness of the 

proposed method. It would be interesting to perform 

experiments about the weight of constraint ( ) and the 

timing of the optimization formula.  
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Abstract 
Users who seek results pertaining to their queries are at the first place. To meet users’ needs, thousands of webpages 

must be ranked. This requires an efficient algorithm to place the relevant webpages at first ranks. Regarding information 

retrieval, it is highly important to design a ranking algorithm to provide the results pertaining to user’s query due to the 

great deal of information on the World Wide Web. In this paper, a ranking method is proposed with a hybrid approach, 

which considers the content and connections of pages. The proposed model is a smart surfer that passes or hops from the 

current page to one of the externally linked pages with respect to their content. A probability, which is obtained using the 

learning automata along with content and links to pages, is used to select a webpage to hop. For a transition to another 

page, the content of pages linked to it are used. As the surfer moves about the pages, the PageRank score of a page is 

recursively calculated. Two standard datasets named TD2003 and TD2004 were used to evaluate and investigate the 

proposed method. They are the subsets of dataset LETOR3. The results indicated the superior performance of the 

proposed approach over other methods introduced in this area. 

 

Keywords: Ranking; Web Pages; Surfer Model; Learning Automata; Information Retrieval. 
 

 

1. Introduction 

The content of the World Wide Web is increasingly 

growing. According to the studies reported in [1],[2], 

there exist more than 1 billion websites on the Web. In 

this regard, search engines are considered efficient tools 

used for recovering and extracting important information 

from this large set of data. Mostly, about 91% of users use 

search engines to find their desired information [3]; 

moreover, users stated that 73% of the information 

provided by search engines was valid [3]. Without 

appropriate ranking, search engines are not able to meet 

users’ needs. Users’ tendency to find the result of query at 

the high ranks of the ranking list indicates the importance 

of ranking algorithms efficiency. Ranking means placing 

relevant pages at the first rank so that users can find the 

answers to their queries in the shortest possible time. 

Ranking methods fall into two general classes, namely, 

content-based and connection-based. Content-based 

methods use the content of webpages. Instances of such 

methods include models which are Boolean, probability 

(like BM25 method [4]) and vector (like TF-IDF method1 

[5]). These methods suffer from rank spamming [6]. Rank 

spamming means that the owners of some webpages 

usually add extra and irrelevant words, which are mostly 

invisible and blended in the background color, to their 

                                                           
1 TF-IDF as the vector-space model is utilized in page ranking and this 

ranking method is named TF-IDF. 

pages to be more selected by search engines. In 

connection-based methods, webpages are evaluated using 

other pages. Links indicate the quality of destination page 

from the perspective of source pages. Instances of 

connection-based methods are PageRank [7], and 

HostRank [8]. The main problem of such methods is 

called Rich-Get-Richer [9]. This problem is caused when 

search engines always place popular pages at the top of 

the list resulting from users’ queries, and users usually 

visit the first ten results. Therefore, the popular pages 

become more popular, and the new relevant pages are less 

likely to be visited. Hybrid approaches have been 

proposed to solve this problem. They are based on 

connection and content. For instance, HITS [10] and 

TSPR [11] use content to improve ranking. The proposed 

method is also a hybrid approach. 

Connection-based algorithms are divided into two 

main categories including query-independent and query-

dependent methods. In query-independent methods such 

as PageRank and HostRank, ranking is done using the 

entire web graph offline. However, in query-based 

methods such as HITS, ranking is done only in a part of 

web graph which includes the query-related pages. In [7], 

out-link uniformly is chosen at random to determine the 

page to visit at the next time step on the graph, but in this 

paper, chosen page with respect to non-uniform 

distribution The proposed method is query-dependent, too. 

Thus, ranking is done among the query-related pages. 
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The intelligent surfer, proposed in this paper, would 

not select pages with respect to uniform distribution. 

However, it selects them with respect to their contents and 

connections. For this issue, the learning automata would 

be used to calculate the probability of selecting pages. A 

page was selected to hop by the learning automata along 

with the contents and connections of pages in each phase. 

Moreover, the surfer could also select a page for transition 

from the current page with respect to the content of the 

connected pages. While the surfer is moving about 

webpages, their ranking is selected recursively. 

The rest of this paper is organized as follows: Part 2 

reviews the research literature, which focuses on the 

studies which deal with only the connection and content 

of webpages. A definition of the learning automata, used 

in the proposed method, is presented and the proposed 

method is introduced in Part 3. Then the evaluation 

criteria are discussed in Part 4, and the results are 

investigated. Finally, the conclusion and suggestions for 

future studies are presented. 

2. Literature Review 

A review of the research works related to ranking 

webpages is presented here. Generally, ranking 

algorithms are trying to study the following problems: 

What criterion can be used to indicate whether the 

webpage is related to users’ query or not? How are the 

results ranked so that they respond to user’s query at any 

time? What algorithm is able to place more relevant 

results at first ranks? Ranking algorithms are classified 

with respect to the use of content and connection. Vector 

space and probabilistic models are among the most 

important content-based methods. 

Salton introduced a method for ranking the documents 

corresponding queries. In this model, document and query 

are considered vectors; their length is equal to the number 

of words existing in the term. Cosine of the angle between 

the two vectors is considered the degree of their similarity 

[12]. Salton et al. [5] proposed a model named TF-IDF in 

1988. This method used the frequency of document and 

query words to calculate the weight. The idea used in this 

method is that the most frequently repeated word 

describes the document better, and the words appearing in 

fewer documents have more information. The advantage 

of this vector model is its simplicity and flexibility; 

however, there was no official framework to find and 

display the degree of proposed relationship. 

The probabilistic model is one of the content-based 

models whose objective is to find the probability of 

dependency of each document on each query. Unlike the 

vector model, it cannot find the similarity degree 

definitely. Robertson [4] proposed BM25, which is one of 

the best probabilistic methods. In BM25, weighting is 

considered to be based on an okapi. This highly accurate 

probability formula indicates the similarity between 

queries [4]. This method suffers from rank spamming. 

PageRank algorithm is a query-independent method, in 

which, ranking value of each page is equal to the 

weighted summation of its input pages’ ranks. In other 

words, a page has a high ranking if many pages refer to it, 

or the referring pages have high rankings [7]. TSPR 

method is the developed version of PageRank, which 

considers N headlines in the entire Web. Using PageRank, 

the pages are ranked with each headline. Content methods 

retrieve the pages containing query words, and PageRank 

score is calculated on different topics [11]. 

Ghodsnia and Yazdani [13] proposed a penalty and 

reward-ranking algorithm named BPRR, which added a new 

dimension to PageRank model through the direct feedback 

from user. The visiting priority of search results was 

considered a vote for this document, and the score values 

were attributed to documents [13]. This method reduces the 

impact of Rich-Get-Richer problem. In PPR (Personalized 

PageRank), data-mining technology is used to extract user’s 

automatic interests [14]. The proposed algorithm moves 

gradually towards user’s interests to personalize ranking. The 

common filter is used when a new query is made in order to 

improve ranking accuracy and validity. 

WordRank method [15] is similar to PageRank 

approach. Their difference is that the user waltzes through 

pages in the same way as the random surfer does in 

PageRank [15]. However, the user does not select the 

external links to a page with equal probabilities in this 

method; rather, he operates as a directed surfer. The user 

selects a page similar to the current page. 

The WeightedPageRank method [16] is similar to 

PageRank. Their difference is that both the internal and 

external links are considered [16]. TrustRank [17] is a 

method to cope with rank spamming. It is a semi-

automatic method to distinguish between good and bad 

pages. Good pages are the trusted ones (in which rank 

spamming did not occur). The idea of TrustRank 

algorithm is that when a page with trust degree of one is 

distributed to other pages, the impact of trust degree is 

reduced as the distance is increased [17]. 

Pandey [18] proposed a method by which a balance 

would be established between new quality pages and the 

available ones [18]. Using this method, new pages have 

the chance to be placed at the top of the ranking list. In 

HostRank method, the pages are first placed in a 

hierarchical structure of host directory, named the 

superior group, to obtain the connections on the graph. 

Then, the degree of each node is distributed among the 

pages containing the node by the hierarchical structure [8]. 

This method solves the problems of excessive distribution 

of webpages and Rich-Get-Richer. 

In [19],[20], a ranking method named RL_Rank was 

proposed with a query-independent approach. In this 

algorithm, the user is a random surfer who moves between 

webpages. Moving between webpages is done by clicking 

on one of the external links of the current page. A reward is 

considered for the selected page, and the value function of 

each page indicates its rank. The results showed the 

superiority of the proposed method over PageRank. 

Zareh et al. [21] introduced an algorithm based on 

reinforcement learning named DistanceRank. In this 
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method, the logarithm distance between pages was used 

as the received reprimand, and the objective is to 

minimize the total received reprimand. This algorithm is 

less sensitive to Rich-Get-Richer phenomenon [21]. In 

query-independent algorithms, all pages are competing, 

and irrelevant pages sometimes rank higher due to their 

popularity. HITS algorithm [10] is executed on a sub 

graph named root. It is then expanded to a bigger graph 

named the base graph. For each vector such as v, two 

variables of a(v) and h(v) named authority and hubness are 

defined. It means that a page of high authority is referred to 

by a number of pages with high hubness, and a page of 

high hubness refers to a number of high authorities [10]. 

SALSA [22] is a connection-based method. The idea of 

this method is to combine PageRank with HITS. It creates 

a repetitive graph between hubs and authority. At first, 

some nodes are haphazardly selected out of authority nodes. 

Then the values of variables are adjusted with repetition 

between previous and next steps [22]. 

Due to the problems existing in the two types of 

algorithms (connection-based and content-based), hybrid 

approaches were proposed to increase the accuracy of such 

algorithms. Shakeri and Zhai [23] introduced a hybrid 

ranking method, in which, a score named hyper-relevance 

was defined for each page. The rank of each page is 

calculated through the linear combination of three 

parameters such as the similarity between page and query, 

weighted functions for internal and external links [23]. The 

most important disadvantage of this model is that it should 

be online, a problem which reduces the response time. 

Zareh et al. [24] used the click data to combine some 

content and connection features of webpages. The simulated 

click data is used to allocate the weight to each feature; 

therefore, the best combination would be found [24]. 

In [25], a method from the combination of two 

methods; Enhanced-RatioRank and Page level keyword, 

is proposed. This method uses the concept of structure 

and keyword search at a page level. The problem which 

can be seen in method [25] is that each page must be 

clicked by the user once. This is possible for personal 

dictionaries or websites, but it will not be possible for 

web pages in a search engine. Method [26] is a developed 

model of PageRank, which forms some tables from the 

keywords of pages, and by considering the similarity 

between the titles and the user's query words, accords 

greater importance to a particular subject. Their aim is to 

personalize the ranking for the user, and they use the 

browser history data. Whereas, the method proposed in 

this paper can be used for the query of any user, and there 

is no need to receive information from the client side 

except the query phrase to rank pages by a search engines. 

PageRank uses a model based on the random surfer 

agent to rank webpages, and selects one of the pages with 

an external link for transition at a uniform probability. 

Otherwise, it jumps to another page in a uniform way. An 

intelligent surfer is proposed in this paper. The selection 

of pages for hopping or transition is not based on the 

uniform distribution. The pages are selected with respect 

to their contents and connections. The learning automata 

were used to calculate the probability of selecting pages 

so that it could hop to other webpages. The contents 

features of referring pages were used for transition to one 

of the pages of the external link. The proposed method is 

query-dependent. 

3. The Proposed Method 

The idea of the proposed method is to create an 

intelligent surfer that moves between the retrieved 

webpages for query. This method considers the 

relationships between pages and their contents. The surfer 

has two approaches to transition from the current page to 

other pages. First, it goes to one of the linked pages. Then, 

it hops on one of the retrieved webpages. Given this 

reasoning, if the linked page is linked to another page, it 

can be stated that the page topic was appealing to the 

creator of the first page. Therefore, the link indicates the 

interest of another page in this page. The surfer hops on 

one of the pages to which it is linked. This page is 

selected with respect to the contents of the referring pages. 

BM25 was particularly used as the best content feature 

in this paper. The reason the contents of referring pages 

were used is to consider the concept that relevant pages 

point to each other, and a relevant page can be relevant in 

terms of content. In the second case, the surfer considers 

the page rank, which is updated during movement in the 

graph with a source of content feature. The connection 

feature of webpage calculates the probability of selecting 

for hopping by using the learning automata. Exploring the 

webpages, the surfer calculates their ranks recursively. 

Put it another way, ranking webpages is converged to 

constant values. In the following statement, ranking score 

of web pages is calculated as section 3-1. Moreover, a 

definition of the learning automata, used in the proposed 

method, is presented in section 3-2. After that a page 

probability is calculated by Learning Automata and 

MB25 for proposed method as section 3-3. At last, section 

3-4 presents proof of proposed method convergence. 

3.1 Calculation Ranking of Web Page 

In the proposed method, if the intelligent surfer is on 

page i, it hops on one of the pages related to external links 

or it hops on other pages with respect to their probabilities. 

The likelihood of selecting external links will not be the 

same. The surfer selects a link, which is more relevant in 

terms of content. The probability of a transition from the 

referring page to the referred page is equal to BM25 of 

the referred page divided by the summation of BM25’s of 

all of the external links (Unlike reality, since it is possible 

that all of the external links are irrelevant in terms of the 

content feature of BM25, a very slight amount of ε was 

added to all BM25's to prevent the denominators from 

being zero.) Therefore, the score which page j receives 

due to a transition from page i to page j (with respect to 
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its external link) is equal to 
   ( ) (        )

∑ (        )   ( )
, which is 

calculated recursively. 

If the external links are not selected, the surfer hops 

on another page that will be selected with respect to 

probability. The page rank is calculated through the 

following equation: 
 

   (   )  (   )     (   )   

 ∑
   ( )  (        )

∑ (        )   ( )
   ( )

 (1) 

 

In which    (   ) and    (   ) indicate the rank 

and probability of page j for the query q in the (k+1)th 

step, respectively.  ( )  is equal to a set of pages of 

external links pertaining to page i.  ( ) indicates a set of 

pages referring to page j. d represents the damping factor. 

Parameter d is used to guarantee the convergence of the 

proposed method and to delete the impact of sink pages 

(the ones with no external links).        indicate 

content feature of BM25 of page z for query q. ε is the 

constant value of 0.05. All of the pages compete with 

each other with the same topic, and increase accuracy. 

This method would decrease the Rich-Get-Richer 

problem. The learning automata would be used to 

calculate the page probability. Description of the learning 

automata is used as follows: 

3.2 Background of the Learning Automata (LA) 

The idea of the learning automata was stated by 

Testlin in the early 1960. A learning automaton [27],[28] 

operates in a random environment. It is a comparative 

decision-making unit, which selects the optimal action out 

of a set of finitely authorized operations through repeated 

interactions with learning. It improves the efficiency, and 

the action is selected haphazardly. The selected action is 

the input of the random environment at each moment. The 

environment responds to the action with a reinforcement 

signal. The probability vector is updated through the 

reinforcement feedback from the environment. The aim of 

learning automata is to minimize the average penalty 

received from the environment. A learning automaton is 

useful for an environment with insufficient information 

[29]. A learning automaton is also well appropriate for an 

environment, which is complicated, dynamic and random 

with uncertainty. The reason for that is the use of learning 

automata in a wide range of issues such as optimization 

problems [30], computer network [31], grid computing 

[32], signal processing [33], information retrieval [34], 

and Web engineering [35]. 

The environment can be defined with {α,β,c} in which 

α≡{α1,α2,..,αr} indicates a finite set of inputs, while 

β≡{β1, β2,.., βm} refers to a set of variables which can be 

selected, and c≡{c1,c2,…, cr} represents a set of penalty 

probabilities in which ci depends on the given action αi. If 

the penalty probability is constant, the previously 

mentioned random environment turns to a constant 

random environment, and if it changes with time, the 

environment is named an inconstant one. Depending on 

the nature of reinforcing signal β, the environments can 

be categorized as p-model, S-model and Q-model. In P-

model environments, the reinforcing signal can only be 

two binary values (0 or 1). In Q-model, a finite number of 

values ranging in [0, 1] can be selected for the reinforcing 

signal. In s-model, the reinforcing signal is in [a, b]. 

The learning automata can be divided into two main 

classes [27]: the learning automata with a constant 

structure and that with a changing structure. The first one 

is indicated with <β, α, L> in which β is the set of inputs 

while α is the set of actions, and L is the learning 

automata. The learning algorithm is used to change the 

probability vector. It allows αi(k)ϵα and p(k) actions to be 

selected by the learning automata. The probability vector 

is defined for this set of actions at the moment of k. The 

parameters of reward and penalty are indicated with a and 

b. The number of actions that the learning automata can 

select is indicated with r. At each constant of k, the 

probability vector of p(k) is updated through the linear 

algorithm resulting from Eq. (2). If the selected activity of 

αi(k) is the reward given by the random environment, the 

updated penalty results from Eq. (3): 
 

  (   )  {
  ( )   [    ( )]   

(   )  ( )    
 (2) 

  (   )  {

(   )  ( )   

(
 

   
)  (   )  ( )    

 (3) 

 

If a=b, Equations (2) and (3) are named the reward of 

linear penalty (LR-p). If a>>b, the above equations are 

named the reward of linear penalty (LR-ϵP). However, if 

b=0, they are named the reward of linear inactivity (LR-I). 

In the last case, if the action is fined by the environment, 

the probability vectors of the remaining action do not 

change [36]. 

The World Wide Web includes thousands of web 

pages, there is not sufficient information about which 

pages are relevant to the user query, and such information 

can only be obtained by surveying the environment. In 

this paper, learning automata is used as a tool that easily 

explores an environment about which there is no 

knowledge, and that acquires the required knowledge by 

interacting with the environment. This interaction is done 

by surveying the web graph, and the knowledge is 

obtained by updating the probability vector.  

At each step, it selects one of the actions based on the 

action probability vector. This way of selection is based 

on the knowledge obtained from the environment, and it 

is better than selecting one of them randomly. The 

required knowledge is obtained from the web graph 

(environment). 

3.3 Calculation Page Probability using LA 

While calculating the page probability, it was assumed 

that the retrieved pages formed the state space of the 

learning automata, and the number of learning automata 

actions was equal to the number of the retrieved pages, 
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which are more than the threshold, except for the current 

page. Threshold is equal average double of HostRank and 

average double of pages rank in pervious step. In each cycle, 

only the pages with higher ranks from the previous step and 

with respect to HostRank are selected. The condition which 

should be met to select the page is as follows: 
 

                               
           

(4) 

 

In which    and           indicate the rank of page 

i which was calculated with the proposed method and 

HostRank [8], respectively.             and      

indicate the average values of HostRank for the retrieved 

pages for user’s query and the average rank of the 

retrieved pages for user’s query in the previous step, 

respectively.   is the constant value of 2. With coefficient 

2, a top quarter of the ranked list is considered to be 

relevant. In this state, better results have been provided. 

The probability is calculated according to Eq. (3). The 

probability of the selected page increases (it is rewarded), 

and those of other pages decrease. In Eq. (1),   (   ) 

represents the probability of page j in cycle k+1 while a 

indicates the reward according to the following relation. 
 

    
 (   )

  (5) 
 

In which,   is the constant value of 4.4 known as the 

step size. T indicates the entire number of execution 

cycles for convergence. It is assumed that the set of 

possible actions in each step is equal to the number of 

retrieved pages pertaining to user’s query. In each step, if 

the page rank in the previous step is greater than twice of 

the average page ranks pertaining to the query, and the 

HostRank of the page is greater than twice of average 

HostRank of pages pertaining to the query, a reward will 

be received. The page ranks are calculated recursively. 

Finally, the pages are arranged in a descending order with 

respect to their ranks. The pseudo code and Module 

pertaining to the proposed algorithm are indicated in Figs. 

1 and 2, respectively. Table 1 shows the parameters used 

in Fig. 1. Moreover, the convergence of the proposed 

method is empirically proved in the next part. 

Table 1. Parameters used in the pseudo-code of Proposed Method 

Parameter name Represent 

N The total number of pages retrieved for query 

t The number repeats or time 

T 
The total number of execution cycles for 

convergence. 

Beta It is the constant value of 4.4 known as the step size. 

D It is the damping factor. 

Riq rank of page i for the query q 

Piq probability of selected page i for the query q 

avg_hostrank 
The average values of HostRank for the retrieved 

pages for user’s query. 

avg_R The average rank of the retrieved pages for user’s query. 

ParentCounti 
The number of members in the set of pages pointed 

to page i. 

Sum_val_links The sum of BM25 of out-links. 

LinkCount p out-degree of the page p 

 

Algorithm 

Input  

1:  graph_link  

2:  n: number of pages retrieved for query qth  

3:  list of document-query pair for query qth  

Output 

4:  R: Ranking list  

Initialize 

5:  t=0, T=50, beta=4.4, d=0.15; 

6:  For i=0 to n  

7:   Riq=1/n;  //R used for Rank of pages 

8:   Piq=1/n;// P used for probability of pages 

9:  end 

10: avg_hostrank =         *      +          

Begin 

11: For t=0 to T 

Phase1: 

//Calculate probability of pages 

12:  a=exp(-beta*(T-t)/T); 

13: avg_R=         *      +     

14:  For i=0 to n 

15:    if(                                         ) then 

16:              Piq=Piq + a*(1-Piq) 

17:    else 

18:              Piq=(1-a)*Piq 

19:     end 

20:   end 

Phase2: 

//Calculate Ranking of pages 

21:    For i=0 to n 

22:      Value=0 

23:    For p=0 to parentCounti 

24:         Sum_val_links=0 

25:      For j=0 to linkCountp    

26:     Sum_val_links = Sum_val_links+BM25jq+  
27:         end 

28:            Value=Value+ Rpq/ Sum_val_links 

29           end 

30:            Riq= (1-d)*Piq + d*(BM25iq+   )*Value 

31:     end 

32: end 

Fig. 1. The Proposed Method Pseudo Code 

 

Fig. 2. Module of the proposed algorithm 
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3.4 Proof of Convergence 

The convergence of the proposed method is 

empirically proven in this part. 

A similarity test was conducted to prove the 

convergence of the proposed method empirically. The 

aim of ranking was to sort the pages out with respect to 

their scores [37]. Therefore, the results of different 

iterations are compared with each other to display the 

convergence. For this purpose, the similarity resulting 

from the 20th repetition was compared with a sorted list 

including 5th, 8th, 10th, 11th, 15th, 16th, 17th, and 19th 

repetitions. The similarity of two lists is calculated 

according to the following equation: 
 

           
|   |

|   |
 (6) 

 

In which A and B contain the N first pages on the 

sorted list resulting from two different repetitions. |   | 
indicates the total number of pages which appeared on the 

N first pages of the two lists (list union), and |   | 
indicates the number of pages which appeared on the N 

first pages of both lists (list intersection). Fig. 3 shows the 

similarity among different repetitions in comparison to 

the 20th repetition for 2 to 47200 pages. This test was 

conducted on the dataset TD2003. If the similarity of two 

lists resulting from two repetitions gets close to 1, it 

means that the list of pages proposed in two repetitions 

was almost the same and the order of pages were constant 

after these repetitions. In other words, the ranking order 

has converged. 
 

 

Fig. 3. The Convergence of the Proposed Method during the Successive 

Repetitions of Execution 

4. Assessment of Empirical Results 

In this part, the empirical results of evaluating the 

efficiency of the proposed algorithm on TD2003 and 

TD2004 datasets, taken from the standard set of ranking 

algorithms test LETOR [38], is presented. 

Evaluation was made between the proposed method 

and the previous ones, using standard criteria such as 

MAP, P@n, and NDCG@n [39]. 

4.1 Assessment Criteria 

In this evaluation, precision at the position of n (P@n), 

Mean Average Precision (MAP) and Normal Discount 

Cumulative Gain (NDCG) were used to evaluate the 

efficiency because they are comprehensively used in 

information recovery. They are defined as follows: 

 P@n 

Precision at n calculates the relevance of n webpages at 

the top of the list of ranking results with respect to a query. 

For instance, if the first ten retrieved documents by the 

query are as {relevant, irrelevant, irrelevant, relevant, 

relevant, relevant, irrelevant, irrelevant, relevant, 

irrelevant}, P@1 to P@10 are as {1, 1.2, 1.3, 2.4, 3.5, 4.6, 

4.7, 4.8, 5.9, 6.10}, respectively. 

Precision at n and the relevance of n documents at the 

top of ranking list are calculated with respect to user’s 

query [38]. 
 

    
                                    

 
 (7) 

 MAP 

For an average query, precision is defined as the 

average P@n values for all relevant documents. The 

average precision (AP) [38] is calculated through the 

following equation. It is equal to the average value of 

P@n for all relevant documents. 
 

   
∑ (       ( )) 
   

                                     
 (8) 

 

In which N indicates the number of retrieved documents, 

and rel(n) shows the binary function. If the nth document is 

relevant, it is 1; otherwise, it is zero. Finally, MAP is equal 

to the average precision (AP) for all queries [38]. 

 NDCG@n 

It is the evaluation criteria of the cumulative gain 

which have been normalized. It represents the judgment 

on the multi-level relevance. The value of NDCG of 

ranking list at position n is calculated through the 

following relation for a query: 
 

    ( )    ∑
   

    (   )

 

   

 (10) 

 

In which rj is the degree of relevance for document j 

on the ranking list. Zn is the normalization constant, which 

is determined in a way that the highest value of NDCG 

would be one. For LETOR3, there are two degrees for 

relevance, {0 and 1}, from user’s perspective. They 

indicate irrelevance and relevance, respectively [38]. 

 NWN 

Another point states the most accuracy of the ranking 

methods on different datasets [38]. They propose a metric 

called Winning Number to evaluate the performance of 

ranking methods over the datasets included in the LETOR 

3.0 collection. Winning Number is defined as the number 

of other algorithms which is better than they are. The 

Winning Number [40] is calculated according to Eq. (11). 
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   ( )  ∑∑ *  ( )   ( )+

 

   

 

   

 (11) 

 

In which, n and m are the number of datasets and 

algorithms in the comparison, respectively. j indicates the 

index of a dataset, i and k are indices of an algorithm, M 

is an assessment criterion (such as MAP or NDCG), 

  ( ) represents the performance of the ith algorithm on 

the jth dataset, and  *  ( )   ( )+  indicates an indicator 

function such that 
 

 *  ( )   ( )+  {
      ( )    ( )

          
 (12) 

 

The Winning Number evaluation metric depends on the 

denseness of the evaluation results. This means that there 

were evaluation results for all rank algorithms on all 

datasets under comparison [41]. Therefore, the normalized 

Winning Number metric is proposed to enable comparison 

of a sparse set of evaluation results. This Normalized 

Winning Number takes each dataset into account, and an 

algorithm is evaluated on and divides this by the ideal 

Winning Number [41]. The indicator function I is defined 

in order to only take into account datasets on which it has 

been evaluated. If   ( )  and   ( )  are both defined and 

  ( )    ( ) is true, it is 1; otherwise, it is zero.  

The Normalized Winning Number is calculated 

according to the following equation: 
 

    ( )  
   ( )

    ( )
 (13) 

 

In which,      is the Ideal Winning Number and, i is 

index of ith algorithm.     theoretically is equal to the 

highest Winning Number. 

4.2 Benchmark Datasets 

Similar settings and conditions were required to evaluate 

the efficiency of the proposed method and to compare it 

with other approaches. Standard benchmark datasets of 

TD2003 and TD2004 were used in this paper. They were 

published at LETOR website [39] for the same purpose. 

In addition, tests were carried out on a computer with 

an Intel i7 core 2.10 GHz CPU and 6 GB memory. 

4.3 Empirical Results 

Benchmark datasets of TD2003 and TD2004 were 

used to evaluate the proposed method. The results were 

stated with respect to the evaluation criteria of P@n, 

MAP, and NDCG@n. The proposed algorithm was 

compared with algorithms such as BM25, HostRank, 

PageRank, and HITS. In the figures, HITS_a and HITS_h 

meant HITS based on authority and hub, respectively. 

The proposed method has been called alg_automata in the 

figures. According to Figs. 4 to 5, the proposed algorithm 

showed a better performance on two benchmark datasets 

of TD2003 and TD2004 with respect to the evaluation 

criteria of P@n, MAP, and NDCG@n. It is noteworthy 

that Table (1) indicates the improvement percentage of 

the proposed algorithm in comparison to HostRank, 

BM25, HITS_h, HITS_a, and PageRank algorithms with 

respect to P@n, MAP, and NDCG@n. The highest 

improvement percentage was observed in three criteria on 

TD2003 compared to PageRank and on TD2004 

compared to HITS_h. 

The evaluation of empirical results of the proposed 

method can be seen in Figs. 4 to 5. They indicate the 

efficiency of the proposed method on two datasets of 

TD2004 and TD2003. They also showed the superiority 

of the proposed method over other algorithms. The 

proposed method worked better than PageRank because 

PageRank is in favor of the old pages, and new pages do 

not have many links, even if they are really good. 

Table 2. The Improvement Percentage of the Proposed Method 

Compared to Other Algorithms 

TD2004 TD2003 Dataset 

 
NDCG@n MAP P@n NDCG@n MAP P@n 

Evaluation 

Criteria 

%267.81 %161.71 %267.63 %165.84 %124.18 %124.82 HITS_h 
A

lg
o

ri
th

m
 43.53% %42.96 %47.21 %69.41 %55.13 %69.07 HITS_a 

%17.42 %18.92 %14.30 %56.89 %61.52 %48.71 HostRank 

%60.48 %34.50 %66.46 %51. %31.48 %54.49 BM25_title 

%78.57 62.33% %80.57 172.37% %148.38 %163.82 PageRank 

 

Considering the contents of pages, the proposed 

method does not have this problem. It reduced Rich-Get-

Richer problem. In PageRank, popular pages tend towards 

general popularity; however, the popularity of website is 

not guaranteed by taking enough information. 

Considering the content in the proposed method, this 

problem is solved; therefore, a better ranking is provided. 

The proposed method was better than HITS because of 

the following two reasons. First, HITS suffers from topic 

drift. It means that if irrelevant pages exist in the root set 

with strong connections, these irrelevant pages are 

reflected on the pages in the basic set. Moreover, the web 

graph is made up of the webpages of the basic set which 

will not have more relevant nodes, and the results of 

algorithm will not be able to find pages with high hubs 

and authorities for the query. The second reason is that 

HITS considers the same value for links although it may 

not provide user’s query with the relevant topic. The 

proposed method considers a value for each link with 

respect to the content of pages, and this will result in its 

superiority. Compared to BM25, the proposed method 

also pays attention to the link between pages. This would 

also result in its superiority. It has been considerably 

improved over HostRank because of paying attention to 

the contents of pages. 
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Fig. 4. Comparing the Proposed Method with Other Algorithms on TD2004 

 

Fig. 5. Comparing the Proposed Method with Other Algorithms on TD2003 

 

P@n, NDCG@n and MAP are the used evaluation 

metrics in the used datasets combined (for   *     +). 
Fig. 6 shows NWN as function of IWN for the considered 

methods in this paper. The proposed method scores very 

high NWN scores on two datasets on MAP, P@n and 

NDCG@n (for   *     + ). HITS_a performed the 

NWN, around 0.8, on two datasets and also, performed 

well in both certainty and accuracy. BM25 is one of the 

best performers in the MAP comparison with a reasonable 

number of benchmark evaluations. There is a slight 

certainty on the accuracy of HITS_h and PageRank as 

both methods are evaluated on the two datasets included 

in the comparison for the NWN metric.  

Fig. 7 shows the WN of methods based on results of 

MAP, P@n, and NDCG. The proposed method scores an 

IWN of 10 on two datasets, which is achieved by 

obtaining the highest score on the LETOR 3.0 TD2003 

and TD2004 in this paper. HITS_a has a low WN value. 

The WN score of HITS_h is about zero. The WN and 

NWN scores for HITS_h and PageRank are lower than 

those for the other ranking methods, the certainty of their 

ranking performance is considered to be lower. 

 

Fig. 6. Comparing the Proposed Method with Other Algorithms by 

Respect to Evaluation Criteria of NWN on TD2003 and TD2004 
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Fig 7. Comparing the Proposed Method with Other Algorithms by 

Respect to Evaluation Criteria of WN on TD2003 and TD2004 

5. Conclusion and Future Suggestions 

The proposed ranking method introduced an 

intelligent surfer that selects the pages with respect to 

their probability values. To calculate the probabilities, it 

was assumed that the retrieved pages were in the form of 

learning automata, and each page indicated a status. The 

number of actions of each learning automata was equal to 

the number of pages retrieved, except for the current page. 

Therefore, each page will have the chance of selection. 

Put it another way, the random surfer can hop to each 

page. Pages were selected for transition with respect to 

their scores, which were. This score was allocated to the 

page based on its content and connect. LETOR3 

benchmark datasets, two standard datasets of TD2003 and 

TD2004 in particular, were used for evaluation. The 

empirical results indicated that the proposed method had 

better efficiency in comparison to content-based, 

connection-based, and hybrid methods such as BM25, 

HITS, PageRank and HostRank on TD2003 and TD2004 

with respect to the evaluation criteria of P@n, MAP, and 

NDCG. The proposed method provided the users with the 

results of their queries due to being query-dependent. This 

method is based on content and connection; therefore, the 

proposed method could decrease the impact of problems 

such as rank spamming and Rich-Get-Richer. The 

proposed method has no other method superior to them in 

both IWN and NWN. 

Using the methods of calculating probability of 

uniform distribution as the probability of hopping to 

webpages was postponed to the future along with the use 

of reinforcement learning methods. 
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