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Abstract 
Lately, one of the biggest challenges in enterprise is the strategic alignment of information technology with business. 

Enterprises use various methods to achieve this strategic alignment. Enterprise architecture is an effective approach that 

allows optimal management of Enterprise’s information technology and strategic alignment of IT functionalities and 

business requirements. These days, considering dynamic environments, there is the possibility of any kind of change in 

enterprise’s conditions, especially after implementation of Enterprise architecture. This change of conditions demonstrates 

itself in a variety of forms. In these cases, decision making should be done as an appropriate response to these changes 

which should be predictable. Otherwise it would lead to lack of proper response and consequently, readjustment of 

Enterprise architecture document, which imposes many human and financial costs on the enterprise. In addition, the 

enterprise’s progress toward competitive advantages will be stopped. The appropriate response and adaptability to these 

changes is a concept represented under the title of adaptive maintenance of Enterprise architecture. In the following article 

with the help of a software maintenance method and examining the possibility of extending into the Enterprise architecture 

maintenance, through a case study on Power Distribution Company of Golestan province, it is shown how the improvement 

of adaptive maintenance of Enterprise architecture can be assisted and the possibility of implementation of various types of 

changes in business and information technology without disturbing the Enterprise is provided. 

Keywords: Enterprise architecture; strategic alignment; Enterprise architecture maintenance; Adaptability 
 

 

1- Introduction 

Enterprise architecture has three main phases as follows: 

[10]  

Strategic planning of information technology 

Planning of Enterprise architectural  

Implementation of Enterprise architecture 

Given that implementation of Enterprise architecture is 

not the last phase of Enterprise architecture, then, after 

implementation of Enterprise architecture, how can we 

respond to different types of changes and updates 

existing in Enterprise architecture, such that the 

Enterprise will always be up to date? that Answering this 

question and similar questions requires familiarization 

with a concept called adaptive maintenance which should 

be implemented in the Enterprise in order for it to have 

the capability of responding to different types of existing 

changes. However, the main problem is how this concept 

can be represented in Enterprise architecture. One of the 

best strategies to represent adaptive maintenance in 

Enterprise architecture is using the help of this concept in 

similar areas.[16] Given the age and diversity of software 

maintenance methods, this area can be selected as the 

closest area to Enterprise architecture maintenance. The 

difference between software architecture and Enterprise 

architecture is only in the scale and life span of their life 

cycle.[4] We are looking for a method that, while 

covering the concept of adaptability in the Enterprise, 

has the ability to be generalized to Enterprise 

architecture maintenance. Therefore, in the first step, the 

problem is whether software maintenance methods can 

be generalized to Enterprise architecture maintenance? If 

yes, how much is it? And, in the case of generalizability, 

how these methods can be used in order to satisfy 

maintenance capability in Enterprise architecture in the 

post-implementation phase? 

One of the research gaps in this study and similar 

researches is the lack of attention to the impact of 

changes from higher layers on lower layers and only 

emphasize the impact of changes from lower layers on 

upper layers. In this paper, the main aim is providing a 

solution for the Adaptive maintenance of enterprise 

architecture. So far, studies have done this, but none of 

these studies have examined the    adaptability of 

mailto:f_shams@sbu.ac.ir
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enterprise architecture and the level of satisfaction with 

any changes and the impact of various changes in the 

enterprise And how adaptability and success rate or 

failure of the project by applying changes has not been 

addressed in a small way that we Let’s solve all these 

challenges by generalizing the maintenance methods in 

software architecture. 

  In this study, we looking for answers to  this question  

that How to generalize a software architecture 

maintenance method to organizational architecture so 

that we respond to different types of changes and updates 

existing in Enterprise architecture, such that the 

Enterprise will always be up to date? first, the studies 

conducted in the field of software architecture evaluation 

will be reviewed to select the appropriate method for 

generalization to enterprise architecture Finally, the 

proposed method will be proposed to solve the 

challenges in previous studies and then a case study will 

be examined in this paper to evaluate the proposed 

method The research data are examined by a tool called 

jucemnav in terms of the In terms of quantitative criteria 

of time and speed and qualitative criteria of accuracy, 

time, Error control, cognitive complexity with the help of 

the proposed method of this research and without the 

help of the proposed. Also, finally to review the results 

of this research and suggestions We will do future 

research in this area.. 

 

2- Review of literature and Research 

Method 

2-1- Concept of Adaptive Maintenance in 

Enterprise Architecture 

 

In Enterprise architecture, there is no resource that 

studies classification of different types of maintenance in 

detail. Most of the studies in the area of maintenance 

have looked at this feature generally, and refrained from 

addressing details and types of maintenance. For this 

reason, in Enterprise architecture, no special definition 

for adaptive maintenance was found. Therefore, 

considering the similarities between software 

architecture and Enterprise architecture which were 

mentioned before, redefinition of types of software 

maintenance in the area of Enterprise architecture will be 

as follows: With regard to the above, Enterprise 

architecture maintenance can be classified into three 

categories: corrective, adaptive, and perfective, which we 

will be redefined below in the area of Enterprise 

architecture: Corrective maintenance involves an 

operation that eliminates defective components of 

Enterprise architecture (replacing new business 

information systems instead of old systems).Adaptive 

maintenance operation involves the operations required 

to adapt the changes in each of different views of 

Enterprise architecture (the operation required to adapt to 

the increase of information systems in 

Enterprise).Perfective maintenance involves changes that 

are organized by user requests and lead to perfection of 

part or parts of the Enterprise (increasing and restoration 

of infrastructure layer of the Enterprise) .[2] 
What is clear from the above definitions is the 

importance of adaptive maintenance, as in all three types 

of maintenance, directly and indirectly, the issue of 

adaptive maintenance has been addressed. In corrective 

maintenance also after elimination of defective 

components of Enterprise architecture, in case that there 

will be no appropriate adaptability to other components 

in order to find the proper alternative, then the 

Enterprise’s architecture will face problems. In 

perfective maintenance also after the request by the user, 

in case that this request causes disorder in other 

processes or related components, this request will not be 

done and it requires adaptability of each request with 

other processes and components of Enterprise 

architecture, which itself, implies adaptive maintenance. 

For this reason, addressing adaptive maintenance is the 

basis for addressing other maintenance types that will be 

addressed in future researches. Therefore, in this study, 

focusing on adaptive maintenance, the basis will be 

provided for implementation of other maintenances in 

the Enterprise. [8] 

The above definitions were redefinitions of types of 

software maintenance in the area of Enterprise 

architecture; but in order to make the concept of adaptive 

maintenance clearer, the definition of this type of 

maintenance according to software adaptive maintenance 

in the general scenario can be used which is as described 

below:[14] 

Stimulation: adding, eliminating and changing 

implementation priority of each component existing in 

each view of Enterprise Architecture .[12] 

 Stimulator: end-user, developer of Enterprise 

architecture, architect, CIO 

 Environment: architecture maintenance and 

support phase 

 View: business view, data architecture view, 

application architecture view, technology 

architecture view 

 Product: Each of the different views of 

Enterprise architecture 

 Possible responses: identification of any part 

affected by the changes; appropriate 

adaptability of the sectors engaged in each view 

of Enterprise architecture with the occurred 

change; level of satisfaction of Enterprise’s 

ultimate goal from the extent of changes; 



 

Journal of Information Systems and Telecommunication, Vol. 8, No. 1, January-March 2020 

  
3 

identification of the amount of effort needed to 

make the changes and the adaptability 

appropriate to them. 

 Response criterion: importance, participation, 

and satisfactoriness of each view 

2-2- Works Related to Software Maintenance 

Among the software analysis methods, scenario-based 

methods are methods that through statement of 

functional states of system and examination of reactions 

specified in the architecture, try to analyze 

appropriateness of the architecture and the related 

qualitative features, including software maintenance 

.[15] There are several methods for scenario-based 

evaluation, each of which refers to different qualitative 

features. Table 1shows these methods and their 

applications better. 

The three ALMA1, SAAM and ATAM2 methods are 

methods that address modifiability feature that, 

according to the proposed qualitative models below, is 

considered a criterion of maintenance capability; but 

among these methods, the ALPSM3 method, focusing on 

the qualitative feature of maintenance capability, is most 

consistent with the purposes of this research. So, through 

getting more familiar with this method, we try to 

generalize this method in Given Enterprise architecture. 

that these methods are specific to evaluation of software 

architecture, therefore, the techniques used in these 

methods are mostly unique to the software systems layer, 

and there is need for more studies beyond the scope of 

this study in order to determine whether they can be used 

in the Enterprise too. 

2-2-1- ALPSM Method 

ALPSM, due to its successful results, estimation of the 

effort required for repair and maintenance in the system 

in accordance with the built architecture, and estimation 

of the system’s compatibility with scenarios based on 

prediction of maintenance capability, is considered a 

separate evaluation method and has several stages.This 

method takes the quadruple information including 1) 

features of requirements, 2) architectural design, 3) 

software engineers’ expertise, and 4) historical data, as 

the inputs and provides a prediction of the average effort 

to maintain and repair the system. Through this method 

the scenarios for identification of maintenance 

requirements are aggregated and it helps architectural 

analysis for prediction of maintenance [2].This method is 

consisted of a series of change scenarios which are in 

fact a set of probable changes that are highly likely to 

                                                           
1 Architecture-level analysis of modifiability 
2 Architecture tradeoff analysis method 
3 Architecture Level Prediction of Software Maintenance 

occur and cause change in hardware or software. This 

method includes six essential steps as below: 

  1. Identification of the examined branch for 

Maintenance 

  2. Selection of scenarios 

  3. Evaluation of the weight of each scenario 

  4. Estimation of the size of the elements 

  5. Scripting scenarios 

 6. Calculation of the predicted effort for repairing and 

maintenance. 

What was discussed above is in fact a comprehensive 

method for expressing software architecture 

maintenance. Although this method has merely been 

implemented for software architecture, however, given 

the proximity of its concepts to Enterprise architecture, it 

can be generalized to that too. In the proposed solution, 

ALPSM method will only be used for introduction and 

advancement of the research purposes so that in this way, 

while calculating the effort required for maintenance in 

Enterprise architecture, our main objective which is to 

improve adaptive maintenance in Enterprise architecture 

will also be obtained. 

 

 
Table 1: Software scenario-based evaluation methods 
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2-3-  Previous research 

2.3.1 Analysis of Variability of Enterprise    

Architecture: 

Since variability is considered an obvious feature of 

adaptive maintenance, its analysis can play a very 

important role in guiding the method toward adaptive 

maintenance. In this study, software architecture 

evaluation methods have been used and it shows how 

these methods can help to analyze variability feature of 

Enterprise architecture. This method is a generalization 

of software architecture analysis method (SAAM). In 

this method [3], according to SAAM, firstly, a set of 

probable scenarios that the Enterprise may face in future 

are shared and then these scenarios are analyzed and 

prioritized. At this point, it uses BPMN in order to 

express and display business scenarios [9]. Then, in 

order to analyze the data, through ArchiMate language 

and other languages such as UML, it models other 

components such as data layers, information systems, 

and infrastructure. The purpose of this phase is to design 

the architecture such that it will be understandable for all 

stakeholders. Then it prioritizes direct and indirect 

scenarios and ultimately, all types of existing changes in 

these scenarios and the involved interactions are 

identified.  

Given the involved components, the amount of required 

cost for variability per person per day is calculated based 

on the opinions of Enterprise experts.In this method; 

different modeling languages  have been used to model 

the components of different layers. In addition, SAAM 

method used to generalize this method has not been used 

only for variability, but also has addressed other features 

too. This method shows that software architecture 

evaluation methods can be generalized to Enterprise 

architecture and therefore, it has an important role in 

proving the proposed method. An example of this 

modeling has been shown in Figure 1. This modeling 

does not specify the extent of the influence of change on 

other components of other layers. Moreover, adaptability 

method has not been shown in this method and only the 

type of scenario and the affected components have been 

specified. 

 

    Fig..1 Modeling variability using ArchiMate language and specifying 

the components involved in each change scenario. [3] 

2.3.2 A New Method Based on Genetic 

Algorithm and ATAM to Prioritize Enterprise 

Architecture Scenarios (Case Study: Enterprise 

Architecture Maintenance) 

This method is one of the few methods that have used 

software evaluation methods in Enterprise architecture. 

In this study, ATAM has been used in order to analyze 

Enterprise architecture. This method uses different 

qualitative scenarios so that in this way, while 

identifying different decisions and compromising 

between them, will determine whether or not these 

decisions, given the architectural structure, are consistent 

with other qualitative features? [7] After prioritizing 

scenarios by ATAM, an appropriate scenario is found 

among the prioritized scenarios through genetic 

algorithm. This method examines maintenance and 

interactivity with the help of ATAM method and genetic 

algorithm. In this method, firstly, the indicators of 

maintenance are prioritized by the stakeholders; then the 

change scenarios for maintenance and interactivity are 

specified and prioritized by the stakeholders. After this 

stage, the degree of influence of each scenario on the 

qualitative feature is determined through quantitative 

values,[13] and finally, these prioritized values are 

injected as inputs into genetic algorithm, and after 

implementation of genetic algorithm in MATLAB 

software, the scenarios with the highest priority and the 

most appropriate scenario are selected as the desired 

change scenario, so that in this way, the cost and time of 

Enterprise maintenance will be reduced. 
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Fig  2  Display and selection of the scenario appropriate for change in 

MATLAB tool with the help of genetic algorithm.[7] 

This method, despite being a very new idea in Enterprise 

architecture and reducing complexity of implementation 

time, has not proposed anything about the affected 

components and how to deal with these change 

scenarios. 

2-4- Challenges 

 All of the methods mentioned in the previous section 

examine Enterprise architecture maintenance. In most of 

these methods, change scenarios have been considered as 

the input of the proposed method, which is itself the 

main incentive of the present research in order to use 

scenario-based methods. But the problem which can be 

seen in most of these methods, despite very high 

importance of business layer, is very little attention to 

this layer, since these researches have mostly focused on 

information systems layer rather than business layer. In 

addition, in these methods special attention has been 

made to selecting appropriate scenario for Enterprise 

architecture maintenance, but little attention has been 

paid to how to apply this scenario, identification of 

involved components, the amount of influence on other 

components, and adaptability method.  In this study we 

are seeking a strategy through which, while selecting the 

appropriate scenario for maintenance, the other existing 

challenges can also be removed. 

3- The Proposed Method  

The proposed method, in addition to providing a solution 

to improve adaptive maintenance, calculates the effort 

required for adaptive maintenance in Enterprise 

architecture. It should be noted that given the wide range 

of Enterprise architecture and impossibility of examining 

all its layers in this study, only two important and 

challenging layers of business and information systems 

are examined. Also, the data layer which is located 

between these two important layers will be examined as 

Enterprise decisions, and examination of other layers 

will be part of the proposed works. This method has been 

expressed by generalization of software maintenance and 

ALPSM method. The proposed method has largely been 

generalized from ALPSM method and is consisted of 

four stages that the first three ones address improvement 

of adaptive maintenance of Enterprise architecture and 

the last stage estimates the effort required to maintain 

Enterprise architecture. Figure 3 shows the stages of the 

proposed method, along with its inputs and outputs. 

Inputs: 

 Developed Enterprise architecture 

 Change scenarios 

Method: 

1. Description and modeling of the desired 

architecture 

2. Prioritization of change scenarios 

3. Examination and adaptability of change 

scenarios 

4. Estimation of the effort needed for adaptive 

maintenance 

Outputs: 

 Modeling of Enterprise architecture 

 Identification of changes in Enterprise 

architecture layers 

 Responsiveness and adaptability 

 Calculation of the effort needed for maintenance 
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        Fig. 3: Proposed method for improving adaptive maintenance in Enterprise architecture 

  Since the methods proposed in the area of Enterprise 

architecture maintenance in fact predict this qualitative 

feature, according to previous researches, four criteria of 

accuracy, cost of using the model, cognitive complexity 

and error control can be considered for evaluation of 

prediction models.  

The models built for other qualitative features have been 

examined in terms of these four criteria. In this source, 

the following  seven characteristics  have been described 

in order to meet these four criteria: 

1. Formal prediction theory 

2. Automatic prediction 

3. The rules set for the considered qualitative 

feature 

4. Clarity and fluency of the formal method used 

5. The reusable prediction theory 

6. Prediction based on probabilities 

7. Model abstraction 

3-1- Description and Modeling of the Desired 

Enterprise Architecture 

3.1.1 Description of the Desired Enterprise 

Architecture 

 At this stage, we will select and determine the layers of 

Enterprise architecture in which improvement of 

adaptive maintenance is going to be done. 

3.1.2 Modeling of the Described Enterprise 

Architecture 

 In the second part of the first stage, the Enterprise 

architecture described in the previous part is modeled. 

The modeling language of URN and JUCMNAV tool are 

used for modeling [1].This modeling has been 

implemented down to top. The changes occur in lower 

layers, and then the impact of changes is transferred to 

higher layers of Enterprise architecture. 

The advantage of using this modeling is using three very 

important parameters of contribution level, importance 

level, and satisfaction level of the elements used in the 

model, which is considered the strength of the proposed 

method. According to Enterprise experts, these three 

parameters are in fact considered three key parameters 

for  

adaptability; and after any change and the adaptability 

appropriate to that, these three are among the most used 

parameters that must be examined. The contribution 

level parameter is based on collaborative links between 

the internal modeled elements and shows the amount of 

contribution of the elements in the lower layer to the 

elements in the higher layer in order to achieve main 

objective of the Enterprise. The importance level 

parameter is located inside each element and expresses 

the importance of each element among other elements 

involved in the same layer. The satisfaction level 

parameter shows level of satisfaction of the high level 

layer element in the face of changes applied to low level 

layer elements. In order to calculate the first two 
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parameters, namely, the contribution level and the 

importance level of each element, AHP method is used, 

whose inputs (prioritization of elements of each layer) 

are obtained through Enterprise experts. In order to 

calculate the third parameter, namely satisfaction level, 

Bottom up propagation algorithm is used which has been 

written by Amyot et al. If the element X is located in the 

layer higher than A, B, C elements with the contribution 

level of a, b, c and satisfaction level of d, e, f, then, 

satisfaction level of the element X(sle(X)) is obtained 

using Formula 1: 

     sle(X)=(a*d)+(b*e)+(c*f)   (1)                                                               

In general, in this section, firstly each layer of Enterprise 

architecture described in the first section is modeled 

separately according to the above points. Then, the layers 

are linked to each other through cooperative links, and 

finally, correctness of this relationship is examined with 

the help of adaptation rules. After automatically 

examining the rules, the desired algorithm is executed so 

that satisfaction level of the elements in the higher 

layers, and ultimately, the Enterprise’s goal, in the 

conducted modeling, will be determined. 

 

3.1.3 Prioritization of Change Scenarios 

 At this stage, various types of changes that may occur in 

the Enterprise architecture layers are examined in the 

form of change scenarios. These changes are categorized 

into three categories of simple, incremental and 

decreasing changes: 

 Simple changes are the changes that affect 

implementation priority of Enterprise 

architecture elements, goals, functions, and 

information systems. 

 Incremental changes are changes that lead to 

addition of an Enterprise element, goals, 

functions, and information systems in the 

desired layers. 

 The decreasing changes are changes that are 

done as the result of elimination and reduction 

of Enterprise architecture elements, goals, 

functions, and information systems in the 

desired layers 

At this stage, different change scenarios in the desired 

layers are examined and, similar to ALPSM method, 

they are prioritized based on the opinions of Enterprise 

experts. Determining these scenarios is the responsibility 

of the Enterprise’s architect. 

3.1.4 Examination and Adaptability of Change 

Scenarios 

At this stage, which is considered the most basic stage in 

this method, we will examine how the model reacts and 

adapts to the applied changes? As previously stated, this 

adaptability will be done in the face of simple, 

incremental, and decreasing changes in the desired layers 

which are business layer and information systems in this 

research. 

3.1.5 Estimation of the Effort Required for 

Adaptive Maintenance 

 At this stage, with the help of the models built before 

and after the changes, the amount of effort required for 

adaptive maintenance can be obtained. In order to 

achieve this very important formula, the total number of 

people involved in the Enterprise must be determined. In 

the model implemented in this research in the case study 

of section 5, individuals or actors are in fact parts of the 

three layers of information systems, business, and 

decision-making that contribute to achieving Enterprise 

goal. In this research, the parameters determined for each 

actor (part) and indicated in the desired modeling include 

the level of satisfaction from each actor based on 

satisfaction from internal elements of each actor; 

however, in order to obtain the effort required for 

adaptive maintenance based on person/day, the very 

important parameter based on which the individuals’ 

allocation is made is importance level parameter. 

According to a survey conducted on the Enterprise 

experts, the importance level parameter with 49% was 

selected as the highest factor in allocation of forces to 

each sector, and the parameters of contribution level and 

satisfaction level with 30% and 21% were placed in the 

second and third ranks, respectively. 

According to the opinion of Enterprise experts and the 

Enterprise’s architect, in order to allocate people to each 

unit, the importance level of each unit plays a very 

significant role in allocation of individuals, because the 

more important each unit is, the more employees it 

requires; while, according to its importance, it has more 

contribution, directly or indirectly, in achieving 

Enterprise goal, while the level of satisfaction from the 

unit has a lower relation to the employees allocated to 

that unit. For this reason, in this section we need to know 

the importance level of each actor (part), which this is 

also obtained through binary AHP comparison. 

Firstly, the number of people required for each actor 

(part) is determined through the following formula: 

N (actor) = p (actor) * Ntotal                      (2) 

P (actor): Importance level of each actor  (3) 

Each actor has a number of internal elements that are 

shown in the form of goal, information system, or 

decision (tasks). In order to obtain the individuals 

involved in each internal element, the following formula 

is used: 

N (initial element) = N (actor) * p (initial element) (4) 

These formulas help us obtain the number of people 

involved in each unit and each goal or information 
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system or each decision making. After the changes are 

made, these formulas are re-calculated and the number of 

people based on each change is obtained; Finally, the 

following formula is used in order to obtain the effort 

required for adaptive maintenance: 

 

E(EAAM)=N(ChangeElement) 

+∑                                            
       (5) 

 

 E (EAAM): The effort required for adaptive 

maintenance of Enterprise architecture per 

person per day 

 N (ChangeElement): The number of people 

involved in changing the desired element 

 N (The effectedElements): The number of 

people involved in the elements affected by 

the created change 

4- Evaluation of the Proposed Method 

 The proposed method was presented with the subject of 

providing a method for improving adaptive maintenance 

of Enterprise architecture. There are several methods for 

evaluation, and each of these methods is used for a 

specific application. Among these methods, the most 

appropriate evaluation solution for the proposed method 

is using of a real sample. One of the most effective ways 

in order to indicate improvement in adaptive 

maintenance of Enterprise architecture is to compare the 

real sample with the sample implemented with the help 

of the proposed method; and case study allows for access 

to this method. This case study, as Enterprise 

architecture has been fully developed and implemented 

in that, is considered a very good case for this research. 

This company due to having a dynamic environment is 

very suitable for examination of adaptive maintenance. 

Enterprise architecture documentations for Power 

Distribution Company of Golestan province have been 

provided by Golestan Software Management Group and 

it includes the architecture of the existing situation and 

the architecture of the favorable situation. In the 

following, the steps of the proposed method will be 

evaluated: 

  

 Fig. 4   Examination of correctness of the levels implemented by Power Distribution Company of Golestan province 
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4-1-  Description and Modeling of the Desired 

Architecture 

 Power Distribution Company of Golestan province: 

Maximum efficiency and using of electricity 

Consumption management section: Consumption 

management 

Waste Reduction section: 

Examination of system error/ Apparent waste/ Actual 

waste 

Identification of system error/ Report of system error/ 

Identification of worn out network. 

The implemented model is a bottom-up  model and 

satisfaction levels of the modeled  structure .have been 

developed with the help of  bottom-up algorithm. The 

initial valuation of  information system indicators is 

obtained by  specifying the 4 values of goal, the mean, 

the  worst, and the assessment mode that has been  valued 

by the experts of Power Company. For  example, 

indicators of PM system have been  examined and 

evaluated as a sample (Table 2).  Then, these indicators, 

based on the evaluated  value, are implemented by the 

developed  algorithm in order to obtain satisfaction levels 

of  the desired indicator. These indicators, with the  help 

of the formula proposed in the desired  algorithm, transfer 

satisfaction levels to the level  of information systems and 

then to higher levels   (Figures 5). 

4-2-   Prioritization of Change Scenarios 

Change scenarios include three types of deletions, 

additions, and simple changes to the implementation 

priorities of internal elements and links. In order to select 

scenarios, we need to implement scenarios that have 

actually been implemented in this company so that when 

calculating adaptive maintenance of Enterprise 

architecture of this company, we can make an acceptable 

comparison between the actual amount of maintenance 

and the maintenance value obtained by the proposed 

method. One of the scenarios that had occurred in this 

company and had failed due to lack of sufficient 

understanding of adaptability issue was removing GIS 

information system and integrating it with System 121. 

Despite the fact that this scenario could have had positive 

impacts on the Enterprise, it has failed due to lack of 

appropriate adaptability and lack of adequate 

understanding of the positive effects of this change on 

other levels. 

 

4-3- Examination and Adaptability of Change 

Scenarios 

 Removing GIS information system: GIS 

system is one of the most important 

systems used in Power Distribution 

Company. With a brief looking at GIS 

capabilities, it is seen that one of the mostly 

used GIS capabilities is identifying worn-

out networks, fixing network defects, and 

easier decision making about network 

which plays a significant role in preventing 

power losses. After removing GIS 

information system, with the help of AHP 

paired comparison, the model will be 

adapted and the effect of this change is 

applied to the higher levels. 

By removing this information system and integrating it 

with System 121, we will have the amount of satisfaction 

level increased on other levels which can be seen in the 

Figure. 
 

                 Table 2: Valuation of PM information system indicators 

 

  
 

 

 
 

 

 
Goal Mean 

The 

wor

st 

Evaluatio

n 

Relation 
with other 

units 
90 70 50 72.5 

Informatio
n quality 90 70 50 80 

Service 
quality 90 70 50 90 

Encapsulat
ion level 90 70 50 65 

Satisfactio
n of the 

user from 
the system 

90 70 50 80 

Cost 90 70 50 75 
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                   Fig.5  Implementation of the algorithm on business level in order to obtain satisfaction levels 

 
 

 

 
 

 

Fig.6   How to fix the errors occurred due to change 

 

 

 

Fig. 7  Showing the elements of other levels before and after 

removal of the GIS information system 
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                                                   Fig. 8: The impact of removal of GIS information system on business level 

 

 Calculation of adaptive maintenance of change 

scenarios: In order to calculate adaptive 

maintenance, firstly the number of people 

involved in each section must be identified. The 

total staff involved in this target are 145 people 

who must be distributed among various actors 

(units or sectors including goals, tasks, or 

information systems), and each actor, based on 

higher importance level, allocates more people to 

itself. Actors who are involved in this goal 

include project consultants, waste reduction 

section, subscribers and branch section, utilities 

section, consumption management section, 

information systems section and technical 

engineering section. Using AHP method, the 

importance level of each actor is determined, and 

then the number of people allocated to that is 

specified. With the help of the obtained figures, 

given that the total number of actors is 145 

people, the number of individuals related to each 

actor is determined. Now, using the number of 

people obtained for each actor, the number of 

people involved in each target, sub-target, task, 

and information system are determined. 

Now, having detailed information about the number of 

actors in each target, activity and task, the amount of 

adaptive maintenance is calculated per person per day. 

 

E(EAAM)=N(ChangeElement) 

+∑                                            
            (6) 

  

According to this formula, firstly the number of people 

involved in the considered change which is removal of 

GIS information system must be identified, that the 

number of these individuals is limited to 6 people. The 

number of people involved in sectors affected by this 

change is obtained. According to the mentioned 

interpretations and Formula One, adaptive  maintenance of 

Power Distribution Company of Golestan province in case 

of removal of GIS information system per person per day 

is: 74 + 6 = 80 person per day .While according to the 

information obtained from Power Distribution Company, 

before implementation of the proposed method, due to this 

change in the company, the amount of adaptive 

maintenance of this company had reached 113 person per 

day, that due to lack of sufficient knowledge about the 

affected elements and lack of appropriate adaptability, 

about 33 people had been used inappropriately and 

extremely compared to actual maintenance of the 

Enterprise; that this is a significant amount. 

4-4-  Qualitative Evaluation of the Proposed 

Method 

Since the methods proposed in the area of Enterprise 

architecture maintenance in fact predict this qualitative 

feature, according to previous researches, four criteria of 

accuracy, cost of using the model, cognitive complexity 

and error control can be considered for evaluation of 

prediction models. The models built for other qualitative 

features have been examined in terms of these four 

criteria. In this source, the following seven characteristics 

have been described in order to meet these four criteria: 

1. Formal prediction theory 

2. Automatic prediction 

3. The rules set for the considered qualitative feature 

4. Clarity and fluency of the formal method used 

5. The reusable prediction theory 

6. Prediction based on probabilities 

7. Model abstraction 
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The first feature results in higher accuracy of the model. 

Since our model rules are normalized as OCL, there is no 

possibility of misinterpretation, and this helps higher 

accuracy of the model. On the other hand, these formal 

rules can be used for implementing the method through 

tools, that this reduces the cost of using the method and 

human error and results in higher accuracy in prediction. 

In addition, the model has been implemented completely 

separate and leveled. This leads to easy use of the model 

and reduction of its learning curve, which will ultimately 

lead to positive impact on cognitive complexity of the 

model. In order to increase accuracy, the formal rules used 

in this model are needed to be sufficiently clear and fluent 

and can describe the problem space clearly. For example, 

in the area of maintenance, there are many concerns about 

examination of adaptability. For this purpose, the used 

formal method must allow description of adaptive 

architectural structure. 

Using of OCL language, by expressing the rules, allows 

for query about the model and use of logical calculations 

and operators which provide the analyst with sufficient 

power. It also reduces the cost of using the model due to 

not needing a specialist in the field and reduced its 

cognitive complexity, because the analyst only needs to 

focus on modeling and does not need to define 

relationships in each scenario, and the formal rules have 

this responsibility. Generally, the following four criteria 

are shown in this method as follows: 

 Accuracy: Accuracy of the proposed method 

depends on data collection method. If the analyst 

determines the relationships between the levels of 

Enterprise architecture and model elements based 

on his own judgment, this accuracy will be low, 

and if data collection methods based on literature 

review, data mining, or expert surveys are used, 

more accurate results can be expected. So, in this 

method, due to the use of research literature, views 

of Enterprise experts and the use of OCL 

adaptable rules, we have a higher accuracy. 

 Cost: The use of the proposed method, due to its 

lack of complexity, does not require a very high 

cost; in addition, this method, after one time of 

implementation, provides the analysts with the 

reusable results. 

 Cognitive complexity: The use of the proposed 

method, due to determining clear and specified 

steps, is estimated to be relatively simple. Since 

this method has been generally presented, it can 

also be used for adaptability of other qualitative 

features and the learning chart can be expected to 

be short.  

 Error control: In the compromise between 

accuracy and cost, in the information collection 

phase the researcher can use available resources, 

such as personal opinion, subject literature, data 

mining, and expert survey methods. It is clear that 

accuracy of the model will be higher based on the 

amount of effort spent on collection of basic 

information (cost). 

5- Discussion and Conclusion 

 In this research, the main question of the research is How 

to generalize a software architecture maintenance method 

to Enterprise architecture so that we respond to different 

types of changes and updates existing in Enterprise 

architecture, such that the Enterprise will always be up to 

date? answered as follows, and finally, the identification of 

different types of changes in the enterprise. The effect of  

lower layer changes on top of how to deal with these 

changes and adaptability to each change was successfully 

done by examining a sample. The actual reduction in work 

time and cost was significantly reduced with the proposed 

method. 

The first step in ALPSM method selects the maintenance 

branch, that in Enterprise architecture maintenance 

method, adaptive maintenance branch was selected. In the 

second and third stages, the scenarios are selected and 

weighed in order for prioritization, that in the proposed 

method, through survey of the Enterprise experts, in the 

second stage, the scenarios are prioritized and scenarios 

with the highest priority are selected. In the fourth stage, 

the amount of the component which is in fact the amount 

of effort for changing the desired component is estimated, 

that in the proposed method, using importance level 

parameter and determining the people specific to each 

Enterprise component at the scenario examination and 

adaptability stage, this amount will be obtained. Also, in 

the fifth stage, ALPSM scripts the proposed scenarios so 

that in this way the involved components and the impact of 

the change on other components can be determined, that in 

the proposed method, using the parameters of contribution 

level, importance level, satisfaction level, and developed 

algorithm and adaptation rules, the components affected in 

the related layers and the amount this effect are easily 

determined, and finally, in ALPSM method, the effort 

required for maintenance is estimated, that given the size 

of Enterprise architecture compared to software 

architecture and differences in some calculations, the 

effort required for Enterprise architecture maintenance is 

obtained given the specified parameters. 
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Table3 :Comparison of the proposed method with previous studies 

 

 

 

 

 

 

 

6- Recommendations for Future Research 

As was noted in this study, this research despite the 

possibility of covering all layers only examines the two 

layers of information systems and business systems that 

future studies can investigate other layers. 

1. Adaptability rules in this study are specific to the 

two layers of business and information systems that 

one of the other things that can be done in future is 

to write general adaptable rules that can be applied 

to all Enterprise architecture layers. 

2. This method only shows the impact of bottom-up 

changes. In future studies, using an algorithm that 

can show the impact of changes in both bottom-up 

and up-bottom sides can play a significant role in 

advancement and development of this research. 
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Abstract  
Word Sense Induction (WSI) aims at inducing word senses from data without using a prior knowledge. Utilizing no labeled 

data motivated researchers to use clustering techniques for this task. There exist two types of clustering algorithm: 

parametric or non-parametric. Although non-parametric clustering algorithms are more suitable for inducing word senses, 

their shortcomings make them useless. Meanwhile, parametric clustering algorithms show competitive results, but they 

suffer from a major problem that is requiring to set a predefined fixed number of clusters in advance. 

The main contribution of this paper is to show that utilizing the silhouette score normally used as an internal evaluation 

metric to measure the clusters‟ density in a parametric clustering algorithm, such as K-means, in the WSI task captures 

words‟ senses better than the state-of-the-art models. To this end, word embedding approach is utilized to represent words‟ 

contextual information as vectors. To capture the context in the vectors, we propose two modes of experiments: either using 

the whole sentence, or limited number of surrounding words in the local context of the target word to build the vectors. The 

experimental results based on V-measure evaluation metric show that the two modes of our proposed model beat the state-

of-the-art models by 4.48% and 5.39% improvement. Moreover, the average number of clusters and the maximum number 

of clusters in the outputs of our proposed models are relatively equal to the gold data. 

 

Keywords: Word Sense Induction; Word Embedding; Clustering; Silhouette Score; Unsupervised Machine Learning; 

Distributional Semantic; Density. 
 

1- Introduction 

Language is a means of communication to transfer a 

concept from a producer (speaker) to a recipient (listener). 

de Saussure [1] believes that language is composed of 

„form‟ and „meaning‟. „Form‟ which is tangible and 

recordable can be represented by a phonological or 

orthographic system; and „meaning‟ which is abstract is 

very difficult to capture. The general learning process of 

humanbeings is that they use inductive methods to cluster 

the information in the brain by finding similarities and 

dissimilarities of instances. Through this clustering 

approach, concepts are discovered and words‟ meanings 

(senses) are found out. For instance, the inductive process 

of human‟s brain puts the word „bank‟ in two clusters due 

to having two different meanings, which are „the financial 

place‟ and „near the river‟. Artificial intelligence and 

natural language processing aim at simulating this ability 

of human on a machine to learn a natural language. Word 

Sense Induction (WSI) is a task that causes a machine to 

induce word senses automatically from a raw data without 

using a prior knowledge or annotated data.  

Providing knowledge sources of words‟ senses for 

machines, such as the WordNet [2] and OntoNotes [3], is 

normally done manually. There are drawbacks for this 

approach. Providing such data is expensive in terms of 

both time and cost and due to the language change over 

time, updating the lexical resource and revising it require 

additional cost and time. The number of senses of an 

existing word is not consistent; therefore, a new sense may 

be added to an existing word, or the senses of an existing 

word may become outdated. Moreover, senses may change 

with respect to the domain. To overcome the drawbacks, 

WSI can be a solution to provide helpful information for 

different tasks, such as machine translation and 

information retrieval. 

Context clustering is one of the well-known 

successful approaches for WSI [4, 5, 6]. One challenge of 

this approach is choosing the appropriate clustering 

algorithm. The proposed models in the literature have 

benefited two important clustering approaches, namely 

parametric and non-parametric. Parametric clustering 

algorithms, such as partitioning K-means algorithm, 

require a predefined fixed number of clusters as an input 

parameter; while non-parametric clustering algorithms, 

such as Chinese Restaurant Process (CRP) [7] and 

Density-Based Spatial Clustering of Applications with 
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Noise [8], make decision to define new clusters. Although 

non-parametric clustering algorithms are more suitable for 

inducing word senses, the reported results in the literature 

show the superiority of parametric clustering in the field. It 

has to bear in mind that parametric clustering suffers from 

the problem of requiring a predefined number of clusters. 

In this research, we aim at addressing this problem by 

capturing the optimum number of clusters using a density 

measure. To reach the goal, we use the parametric 

clustering approach for the WSI task and try to solve its 

major problem by utilizing the internal evaluation score 

defined for measuring the density of clusters. 

Another challenge of the context clustering approach 

is the method to be used to capture the contextual 

information of words to be able to decide about their 

senses and to achieve accurate results. Distributional 

semantic representation of words, such as Word2Vec [9], 

has achieved promising results in the area of natural 

language processing, such as syntactic parsing [10, 11], 

named entity recognition [12], sentiment analysis [13], and 

WSI [5, 6, 14]. Following the successful history of 

distributional semantic representation in the tasks, we also 

benefit from this approach to capture the information of 

the surrounding words in a context to induce word senses.  

The structure of this paper is as follows: in Section 2, the 

distributional semantic representation of words and 

contexts is described. In Section 3, the previous studies on 

context clustering for WSI and the clustering algorithms 

used for this task are discussed. Section 4 explains our 

proposed models. The experimental results are reported 

and discussed in Section 5. Finally, Section 6 concludes 

the paper. 

2- Distributional Semantic Representation 

Distributional semantics is based upon the “distributional 

hypothesis”. The distributional hypothesis roots at the idea 

of Harris [15] such that the words that occur in the same 

context tend to have similar meanings. Harris believes that 

the meaning of a word is reflected from the context that 

the word is used. This idea resembles the idea proposed by 

Wittgenstein [16] who says, “the meaning of words lies in 

their use”. Firth [17] adds that “[y]ou shall know a word 

by the company it keeps”. These ideas indicate that using 

the contextual information plays a very important role in 

determining the meaning of a word. As a result, Miller and 

Charles [16] have proposed a strong contextual hypothesis 

that expresses “two words are semantically similar to the 

extent that their contextual representations are similar”. 

Based on their idea, Examples (1) to (3) nicely show that 

the words „car‟, „automobile‟, and „auto‟ are (relatively) 

semantically similar due to have (relatively) similar 

contexts. 

 

(1) He parked his new car in the parking lot. 

(2) He parked his new automobile in the parking lot. 

(3) He parked his new auto in the parking lot. 

 

To represent the contextual information of the 

distributional semantics, two general approaches are used 

[14]: (a) Bayesian methods using topic modeling 

approaches; and (b) feature-based methods using the 

vector representation of the contextual information. While 

topic modeling approaches, such as Latent Dirichlet 

Allocation [19] and Hierarchical Dirichlet Process [20], 

represented successful results in WSI, the flexibility of 

vector space models has received researchers‟ attention to 

capture multiple senses of words in the WSI framework. 

The vector space model exploited in information 

retrieval [21] has a crucial contribution to distributional 

semantics to represent information of a word and its 

context. In other words, compressing the information 

about the words and their contexts in vectors explores the 

semantic distribution of the words. In the literature, this 

way of encoding and representing word information is 

known as „word embedding‟ [9]. Computing the geometric 

distance between the vectors results in the similarity 

between the words. In Examples (1) to (3), the distance 

between the vectors of the words „car‟, „automobile‟, and 

„auto‟ is measured low; therefore, these words are 

assumed to have a similar meaning. There are several 

similarity measures to compute the vector distance, such as 

the Euclidean distance, the Cosine similarity, the Jaccard 

measure, and the Dice measure  [22]. 

Precise coding of the word‟s contextual information 

has a direct impact on the quality of finding the most 

similar words. Since the context plays a very import role, 

Peirsman and Geeraerts [23] introduced three types of 

linguistic contexts: (a) document-based model: the words 

which are used in the same paragraph or in the same 

documents are similar [24, 25]; (b) syntax-based model: 

words are compared according to their syntactic relations, 

more precisely using the dependency relations [26, 27, 28, 

10], or the combinatory categorial grammar [29]; and 

(c) word-based model: words are modeled based on their 

word-word co-occurrence within a window size. These 

word co-occurrences resemble the „bag-of-words‟ model 

[25]. 

In recent studies, the word embedding approach has 

been taken into the consideration to build the words‟ 

vectors. The promising results that this approach obtained 

caused researchers to propose different techniques to 

achieve high quality vectors. As a result, two different 

approaches have been widely studied recently to model the 

contextual information: (a) using the matrix decomposition 

techniques, and (b) using the neural network-based 

techniques. GLObal VEctor representation (GloVe) [30] is 

an unsupervised learning method that follows the former 

approach to provide the distributional representation of 
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words. Continuous Skip gram (Skip-gram) and Continuous 

Bag Of Words (CBOW) models [9] use the latter approach 

to represent the contextual information of a word in a 

vector. Various toolkits are developed based on these 

approaches, such as the Word2Vec toolkit developed by 

Mikolov et al. [9]. In this paper, we use the Gensim library 

in Python
1
 to create words‟ vectors in our model. To 

capture the context of each word for clustering, we 

propose two modes within our model. We use the whole 

sentence and extract the required information of the target 

word from the sentence, thereafter called the SentContext 

mode. Additionally, we limit the local context of the target 

word to the surrounding words and extract the contextual 

information of the target word with respect to the 

neighboring words, thereafter called the WinContext 

mode. 

3- Studies on Context Clustering for WSI 

The main focus of this paper is on the WSI task that is 

performed by context clustering to distinguish senses of 

the target polysemous word. In this approach, each cluster 

determines a sense of the target word. 

Huang et al. [4] calculated TF-IDF
2
 of each word and 

used it as a weighting value in the vectors of each word. 

The K-means algorithm was used to cluster the weighted 

words‟ contexts. 

Neelakantan et al. [5] predicted each sense of a word as 

a context cluster assignment. To this end, they used the K-

means algorithm in their model, such that a fixed number 

of clusters, namely 3 clusters, was defined to run the 

clustering algorithm. 

Li and Jurafsky [6], however, proposed using CRP [7] 

as a non-parametric model to capture the senses 

dynamically. In their approach, the model decides either to 

generate a new sense for each context or to assign the 

context to an already generated sense. 

Wang et al. [31] proposed a model to use weighted 

topic modeling for sense induction. 

Amrami and Goldberg [32] extended a bidirectional 

recurrent neural network model proposed by Peters et al. 

[33] and used predicted word probabilities in the language 

model of their induction model. 

Alagic et al. [34] proposed the idea that words 

belonging to a cluster should be able to be substituted in an 

appropriate context. Based on this idea, they implemented 

a model to induce word senses. 

Correa and Amancio [35] used the complex network 

proposed by Contucci et al. [36] for context embedding 

and proposed a model to capture the structural relationship 

among contexts. 

                                                           
1
 https://radimrehurek.com/gensim/models/word2vec.html 

2
 Term Frequency-Inverse Document Frequency 

A large number of researches in this field use context 

clustering to address the problem. Both parametric and 

non-parametric methods have been studied in this field. 

The proposed models by Huang et al. [4], Neelakantan et 

al. [5], and Amrami and Goldberg [32] are the examples of 

parametric clustering; while the proposed model by Li and 

Jurafsky [6] is an example of non-parametric clustering. 

The main advantage of parametric clustering is that they 

can work with high data dimensionality; but its main 

disadvantage, as discussed in Section 1, is requiring a 

fixed number of clusters, which does not seem to meet the 

requirements of the WSI task. The advantage of non-

parametric methods is that they do not require a fixed 

number of clusters; but the disadvantage of these methods 

is their poor performance to make a decision in order to 

assign a word to a new cluster.  

As reported by Song et al. [14], a comparative study on 

parametric and non-parametric models on the 

SemEval2010 WSI task [37] shows that the K-means 

parametric model outperforms the CRP algorithm 

proposed by Li and Jurafsky [6]. As stated in Song et al. 

[14], the main reason for obtaining such results is the poor 

performance of CRP in making a decision to assign a word 

to a new cluster. While the best average number of clusters 

in the SemEval2010 gold data for the WSI task for both 

noun and verb categories is 5.04 clusters (senses), in the 

study of Neelakantan et al. [5] the K-means algorithm used 

3 clusters as the fixed number of clusters and CRP ended 

to a lesser number of clusters on average. This result 

indicates that relaxing the pre-defined number of clusters 

in K-means can further improve the performance of the 

task. 

4- Density Measure as a Clustering Criteria 

The K-means algorithm [38] is one of the most popular 

unsupervised learning algorithms to be used in various 

tasks. This clustering algorithm works based on the 

similarity within the objects of a cluster, and the 

dissimilarities between the objects of different clusters. To 

make the decision about the similarities, the distance 

between the objects is approximated. To find the best 

number of clusters, we need to evaluate the results of the 

clustering algorithm. The clustering result can be 

measured externally or internally. In the former validation, 

gold data is required; while in the latter validation no gold 

data is required and it is done in an unsupervised fashion. 

In our case, since we have no access to gold data in the 

real application runtime, the latter validation has to be 

used. 

Liu et al. [39] introduced five aspects that have impact 

on selecting appropriate internal validation measures of 

clustering: (a) the monotonicity of different internal 

validation indices, (b) the impact of noise, (c) the density 
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of clusters, (d) the clusters that are closed to each other 

(sub-clusters), and (e) the skewed distribution of data in 

clusters. In the WSI task, the most important aspect that 

should be taken into the consideration for capturing the 

number of clusters is the „density‟. The noise and the 

skewed distribution are also relevant aspects for this task, 

but we do not study them in this paper and leave them for 

further studies. 

The silhouette coefficient score [40], also called 

silhouette index, is one of the well-known metrics that 

scales the validity of the clustering result and makes a 

distinction between the clearly defined clusters and the 

vague ones. Equation (1) computes the silhouette 

coefficient score of the instance i (s(i)): 

 

(1) 

 

 

 

where a(i) is the average distance between instance i and 

all instances that are in the same cluster as i, and b(i) is the 

minimum average distance between instance i and all 

instances in clusters of which i is not a member. The value 

of the silhouette score is between 1 and -1. If the score is 

closer to 1, it determines that there is high density within 

the objects of a cluster, and the objects are well clustered. 

If the score is closer to -1, this indicates that the objects in 

the cluster are not classified well. 

Instead of computing the silhouette score for each 

individual object of a cluster, the average silhouette score 

is computed; therefore, the higher this average score, the 

higher density of the objects in a cluster and well-

clustering of the data. 

The silhouette coefficient score can provide a way to 

assess parameters to choose the optimum number of 

clusters. This property of the score is very relevant and 

useful for WSI. Using the average silhouette score makes 

it possible to have a better approximation on the number of 

clusters; i.e., for each number of clusters, we calculate 

silhouette and select the cluster number which results the 

highest value of silhouette. In our research, we use the 

silhouette coefficient score to measure the density of 

clusters for the WSI task. 

Algorithm (1) shows the pseudo-code of our proposed 

model. As can be seen in the code, four data sources as the 

input are required: (a) list of target words to induce their 

senses; (b) a raw corpus; (c) a collection of unlabeled data 

containing the target words; and (d) a set of annotated data 

where the target word is labeled in terms of its sense in the 

local context. In the first step of our algorithm, Word2Vec 

is used for representing words in the vector space model. 

In the next step, the local context of the target words 

(either at the sentence level or limited to the surrounding 

words) are extracted. Then, the context vectors of the 

target words are built from the unlabeled and labeled data 

 

Algorithm (1): Density-based our proposed WSI model 

 

Input: Target word TW 

Raw text corpus C for embedding 

Set of unannotated data UD containing TW 

Set of annotated data AD containing TW for 

evaluation 

Step1: Create words‟ vectors V of concatenated data (C 

+ UD + AD)  

Step2: Extract context (either sentence or window) of 

TW from UD and AD  

Step3: Compute TF-IDF of context words to be used as 

weights  

Step4: Create context vector for each instances of UD 

and AD based on weighted average word vector  

for i = 2 to i = t do 

Step5: Run K-means clustering algorithm on 

the created context vectors of TW  

Step6: Calculate average silhouette score Si  

if i > 2 and Si < Si-1 then 

Step7: Stop and select i − 1 as the 

optimum cluster number  

end if 

end for 

if no optimum cluster number is selected then 

Step8: select t as the optimum cluster number 

end if 
 

based on weighted average word vector. 

In the next step, the K-means algorithm is run on the 

created context vectors of a target word. K-means requires 

a predefined number of clusters. This number varies 2 to 

20 and in each experiment the average silhouette score is 

calculated. As far as the silhouette score is increasing, the 

number of clusters increases as well. The algorithm is 

stopped as soon as the silhouette score decreases. In the 

case of finding no optimum number of clusters, it halts by 

reaching the upper bound of the loop. 

This process results in the time complexity of O(nkit), 

where n is the number of instances containing the target 

word, k is the number of clusters, i is the number of 

iterations, and t is the number of trials to find the optimum 

number of clusters which starts from 2 and continues to 20 

in the worst case. It should be mentioned that the state-of-

the-art models, namely CRP and Kmeans-3, have the time 

complexity of O(n
2
) and O(nki), respectively. 

5- Experimental Result 

5-1- Data Set 

To run our experiments, we require three data sets: the 

labeled data to be used for evaluating the clustering 
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performance of each target word, the unlabeled data set to 

be used for clustering each target word, and the data pool 

for creating the vector representation of the words. To 

evaluate the clustering results and to create the clusters 

containing the target words in their contexts, we use the 

SemEval2010 data set for the WSI task [37] that is mostly 

from the news domain. In total, 100 words (50 verbs and 

50 nouns) are the target words in this data set. This data set 

contains 8,915 instances as test data with sense annotation 

and 888,722 unannotated sentences as training data. In the 

evaluation, two evaluation metrics, namely V-measure and 

F-measure, are used. These two metrics are explained in 

Section 5.3. 

The data that we use for creating word vectors is The 

Westbury Lab Wikipedia Corpus developed by Shaoul and 

Westbury [41]. This corpus that is freely available is 

collected from the dump of English Wikipedia articles in 

April 2010. The corpus contains almost 990 million word 

tokens of the general domain and it has been used for 

similar tasks as reported in the literature [4, 5]. It should be 

mentioned that the documents with less than 2000 

characters long are excluded from the corpus. 

5-2- Baselines 

In SemEval2010 [37] three baselines are introduced: 

(a) the Most Frequent Sense (MFS): in this baseline, all 

instances are assigned to a single cluster which contains 

the most frequent sense; (b) one instance per cluster, 

thereafter named 1S1C: in this baseline, each instance is 

assigned to a separate cluster; therefore the number of 

clusters is equal to the number of instances; and 

(c) random baseline where an instance is randomly 

assigned to a cluster. The randomization can be done more 

than once, so that the average result is considered as the 

final result. In experiments, randomization has been done 

five times and the average result of the experiments is 

reported. 

Moreover, we use three state-of-the-art models, namely 

the CRP model proposed by Li and Jurafsky [6], the K-

means-3 cluster which assumes 3 senses for each word 

proposed by Neelakantan et al. [5], and the SemEval2010 

Average Participants that is the average system 

performance of the 26 groups participated in the 

SemEval2010 WSI task. Furthermore, the state-of-the-art 

models are considered as additional baselines to compare 

with the clustering performance of our proposed model. 

5-3- Evaluation Metrics 

To evaluate the accuracy of the clustering performance, 

various metrics are proposed. VanRijsbergen [42] 

proposed F-measure as a metric for evaluating external 

clustering. Dom [43] and Meila [44] proposed using an 

entropy-based approach to evaluate how good the 

clustering result is. Additionally, Rosenberg and 

Hirschberg [45] proposed V-measure as another entropy-

based approach. This metric is a harmonic mean of 

evaluating both internal and external clustering. Among 

the metrics in the literature, F-measure and V-measure are 

frequently used which are explained in more detail. 

F-measure proposed by VanRijsbergen [42] is the 

metric for computing the accuracy of information retrieval 

as in Equation (2): 

 

(2) 

 

 

 

where P is precision, R is recall, and β is a weighting 

parameter. If β > 1, more weight is assigned to recall, and 

in case β < 1, more weight is assigned to precision. If  

β = 1, precision and recall are considered equally. 

Equations (3) and (4) compute precision and recall, 

respectively. In all equations, K is the CLUSTER set, 

which is the hypothesized clusters from the clustering 

output and C is the CLASS set, which is the correct 

partitioning of the data; i.e., for a target dataset with N 

elements, we have two partitions: the guess partition K, 

and the gold partition C. 

 

(3) 

 
(4) 

 

  

 

 

where nij is the number of members of class ci  C that is 

the element of cluster kj  K. 

V-measure computes the harmonic mean of 

homogeneity, h, and completeness, c, of clustering to 

capture the clustering success as computed in Equation (5): 

 

(5) 

 

 

Homogeneity means that in each CLUSTER, there are 

a few numbers of CLASSes. The best mode of 

homogeneity is when a cluster consists of only samples of 

one class. Completeness, which is the reverse of 

homogeneity, means that each CLASS is appeared in a 

few numbers of CLUSTERs. The best mode of 

completeness is when all samples of the same class are 

within a single cluster.  

As Rosenberg and Hirschberg [45] explain, 

homogeneity and completeness are formally defined as: 
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(6) 
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where 

 

 

 

 

 

 

 

C={ci | i = 1, …, n} is the set of CLASS, K = {ki | 1, …, m} 

is the set of CLUSTER, and N is the number of data points 

in the data set, and ack is the number of elements of class c 

in cluster k.  

The advantage of V-measure over F-measure is that in 

the evaluation, both homogeneity and completeness are 

taken into the consideration, while in F-measure, only the 

distribution of classes in clusters, i.e., homogeneity, is 

considered and it does not care about whether in each 

cluster the number of classes are minimized. This 

difference indicates that V-measure is more reliable than 

F-measure and it accurately evaluates the performance of 

the clustering result. 

5-4- Setup of Experiments 

As mentioned, we use the K-means clustering algorithm 

for our experiments. This clustering algorithm requires 

vector representation of the data; consequently, we use the 

Gensim Python library to create the vectors of the words. 

The setup of creating the words‟ vectors and to make the 

vectors as distinct as possible are as follows: (a) the Skip-

gram model is employed for building vectors to better 

capture the context; (b) to use the Skip-gram model, 

similar to Huang et al. [4], the information of the local 

context containing 8 words, 4 words before and 4 words 

after the target word, is extracted; (c) similar to 

Neelakantan et al. [5], the dimension of each vector is set 

to 300; and (d) words with frequency 5 and above are kept 

to build the vectors. The vector of the rest words is 

considered zero. In the next step, the context vectors are 

created as weighted average of words‟ vectors. Based on 

the idea proposed by Huang et al. [4], we calculate TF-IDF 

of each word and use it as a weighting value for each 

vector to compute the context vector. 

In our proposed models, two modes of input data are 

provided for the K-means algorithm. In the first mode, the 

„SentContext‟ mode, the weighted vectors of the words 

contained in the sentence are summed up to build the 

sentence vector of the target word, and then the score is 

normalized based on the sentence length. In the second 

mode, the „WinContext‟ mode, we use the limited context 

of the target word, 4 words before and 4 words after the 

target word, to build the sentence vector. The reason to 

limit the context in this mode to the 8 words is to be 

similar to the number of context words used for building 

the words‟ vector. 

The sketch of our proposed model was described in 

the pseudo-code of Algorithm (1). In our experiments, the 

data is clustered with different fixed cluster numbers in the 

K-means algorithm such that the clusters‟ number vary 

from 2 to 20 for both noun and verb categories. We 

perform clustering for each cluster number, starting from 2. 

Then for each cluster number, we compute the silhouette 

coefficient score to measure the density of clusters. As 

long as the silhouette coefficient score increases, the 

algorithm adds up to the number of clusters, and the 

clustering task is reperformed. This task is repeated, and as 

soon as the silhouette coefficient score is decreased, the 

clustering process stops, and the optimum cluster number 

with the highest silhouette score is selected as the best 

number of clusters. 

5-5- Results and Discussion 

The performance of our model is evaluated based on the 

external and internal evaluation methods. In Table (1), the 

summary of the obtained results of the external evaluation 

method including the baseline models, the state-of-the-art 

models, and the two modes of our proposed model are 

reported.  

According to the results, the 1S1C baseline 

outperformed all of the models according to V-measure 

and neither modes of our model nor the state-of-the-art 

models were able to beat this baseline. In contrast, this 

baseline obtained the lowest score according to F-measure. 

Moreover, the MFS baseline performed the worst 

according to V-measure and the best according to F-
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measure. These two baselines can be considered as a 

spectrum such that the MFS baseline (homogeneity) is the 

worst point and the 1S1C baseline (completeness) is the 

best point. This indicates that there is a trade-off between 

the two metrics, and the ultimate goal is to achieve a result 

that moves towards the reasonable value in both metrics.  

 
Table (1): Results of the baselines, the state-of-the-art models, and our 

proposed model  

 

The random baseline that is closer to the real 

application has obtained better results than the MFS 

baseline based on V-measure, and better than the 1S1C 

baseline based on F-measure. As can be seen in the table, 

our proposed model and three of the state-of-the-art 

models have beaten this baseline according to the V- and 

F-measure for both noun and verb categories. 

Based on the reported results, the Kmeans-3 model 

performed the best among the state-of-the-art models 

according to V-measure for both categories. 

Comparing our proposed model with the baselines for 

both categories, the two modes of our model outperformed 

the random sampling model based on both V- and F-

measure metrics. We further compared the two modes of 

our model with themselves. In general, for both categories, 

the WinContext mode obtained a better performance than 

the SentContext mode according to V-measure. The 

performance of the WinContext mode for the verb 

category is 2.1% better than the SentContext mode; while 

for the noun category, the performance of the two modes 

are relatively similar. This achievement determines that 

considering the local context of verbs can identify the 

meaning of the word; while for the nouns a wider context 

might be required which varies from one word to another. 

Comparing the two modes of our proposed model with 

the state-of-the-art models, we observed that our proposed 

model outperformed the state-of-the-art models according 

to V-measure for both noun and verb categories, while the 

F-measure is kept in a reasonable range. Our model has 

beaten the SemEval2010 Average Participants baseline 

according to F-measure as well as V-measure for both 

categories. According to the results, we can conclude that 

the density within the objects of a cluster has a direct 

impact on homogeneity and completeness in the V-

measure metric; consequently it causes to increase the 

accuracy of the clustering result. The clustering density 

property has no impact on the F-measure evaluation metric 

as seen in the results of the state-of-the-art models that 

achieved a higher F-measure score than our proposed 

model. 

Additionally, the internal evaluation of the clustering 

algorithm is performed and the average silhouette score of 

the selected clusters of the target words is computed. The 

detailed results of each target word in the gold data for 

both categories are reported in Table (2). 

We further compared the output of our proposed model 

with the SemEval2010 gold standard data in terms of 

number of identified senses, reported in Table (3). The 

average number of clusters and the maximum number of 

clusters in our proposed model have relatively obtained the 

expected results in the gold data for both categories and 

our model captures the number of senses relatively 

accurate, while in the proposed model by Neelakantan et al. 

[5] the number of senses is set to 3 which is not accurate 

compared to the gold data. As seen in this table, the 

density of clusters in both noun and verb categories of the 

SentContext mode is higher than the WinContext mode. In 

addition, the density of the clusters for the verb category in 

both modes is higher than the density in the noun category. 

One reason for this is that verbs have smaller number of 

senses; therefore the clusters are denser than nouns that 

have larger number of senses. 

6- Conclusion 

In this paper, we used the K-means clustering algorithm, 

as a parametric clustering algorithm, for the WSI task. Due 

to the nature of the parametric clustering algorithm, the 

number of clusters should be predefined that is not 

possible for the WSI task. To tackle the problem, we 

proposed a model that uses the density of the clustering 

algorithm to identify words‟ senses. To build the model, 

word embedding with Skip-gram is utilized for this task. 

In our experiments, we used the silhouette coefficient 

score to measure density of clusters and estimate the best 

number of clusters. The experimental results of the 

external evaluation metric showed that our proposed 

model has beaten the state-of-the-art models. The obtained 

results determined that the high density within the objects 

of a cluster has a direct impact on well-clustering of 

objects. Moreover, the average number of clusters and the 

maximum number of clusters in the output of our proposed 

model are relatively close to the gold data. 

 

 

 

 

 

 
Model 

V-Measure(%) F-measure(%) 

all noun verb all noun verb 

BASELINE 

Random 

Sampling 
4.4 4.2 4.6 31.9 30.4 34.1 

1S1C 31.70 35.8 25.6 0.09 0.11 0.08 

MFS 0 0 0 63.40 57 72.7 

STATE-OF-

THE-ART 

CRP 5.7 7.4 3.2 55.3 49.4 63.8 

Kmeans-3 9.8 13.5 4.3 55.1 50.7 61.6 

SemEval2010 

Average 
Participants 

6.63 7.08 5.95 8.85 9.44 10.83 

PROPOSED

MODEL 

SentContext 14.28 16.6 10.9 44.59 42.45 47.7 

WinContext 15.19 16.7 13 39.57 36.76 43.66 
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Table 2: Number of clusters of the `NOUN' and `VERB' categories in the Gold Data (GD), the output of the SentContext (SC) and WinContext (WC) 

modes along with their corresponding Silhouette score (S) 

 

NOUN  VERB 

Word GD SC SSC WC SWC Word GD SC SSC WC SWC 

access 8 5 0.044 5 0.032 accommodate 3 6 0.067 7 0.033 

accounting 5 9 0.062 5 0.037 analyze 2 3 0.074 4 0.047 

address 5 6 0.071 7 0.054 appeal 4 7 0.062 7 0.027 

air 11 5 0.073 4 0.052 apply 4 6 0.077 6 0.044 

body 14 4 0.084 6 0.029 assemble 2 5 0.066 6 0.03 

camp 7 6 0.056 8 0.024 assert 3 5 0.071 6 0.04 

campaign 4 4 0.064 5 0.039 bow 5 5 0.063 5 0.067 

cell 6 3 0.157 5 0.06 cheat 2 4 0.077 3 0.078 

challenge 10 3 0.076 3 0.053 commit 3 4 0.091 3 0.089 

chip 5 4 0.108 4 0.082 conclude 4 4 0.083 7 0.038 

class 6 5 0.041 6 0.024 cultivate 4 6 0.069 4 0.064 

commission 8 5 0.063 4 0.039 defend 2 3 0.139 3 0.074 

community 7 10 0.041 7 0.025 deny 3 4 0.081 9 0.04 

dealer 7 4 0.093 5 0.051 deploy 2 8 0.07 8 0.049 

display 5 4 0.075 11 0.022 divide 5 4 0.064 5 0.033 

edge 10 3 0.082 6 0.028 expose 2 4 0.072 6 0.049 

entry 8 4 0.073 5 0.03 figure 5 6 0.041 7 0.033 

failure 7 13 0.077 5 0.056 frame 4 3 0.132 7 0.059 

field 6 6 0.071 6 0.048 happen 4 9 0.026 4 0.024 

flight 7 4 0.068 9 0.019 haunt 2 9 0.034 5 0.049 

foundation 3 8 0.064 7 0.037 insist 2 5 0.062 6 0.02 

function 6 3 0.136 6 0.037 introduce 3 5 0.082 6 0.033 

gap 7 8 0.057 4 0.05 lay 6 7 0.087 9 0.042 

gas 6 6 0.064 5 0.042 level 4 5 0.059 3 0.104 

guarantee 10 9 0.052 10 0.032 lie 4 3 0.083 4 0.063 

house 13 7 0.051 5 0.038 mount 5 5 0.097 4 0.066 

idea 6 7 0.033 10 -0.002 observe 4 4 0.091 7 0.055 

innovation 5 12 0.019 4 0.044 operate 2 5 0.05 6 0.032 

legislation 4 4 0.04 5 0.024 owe 3 5 0.086 5 0.054 

margin 7 7 0.054 7 0.048 pour 4 4 0.156 6 0.066 

mark 5 7 0.094 4 0.031 presume 2 7 0.071 4 0.102 

market 4 7 0.028 9 0.009 pursue 2 6 0.067 5 0.043 

mind 8 5 0.062 6 0.035 question 2 6 0.056 8 0.036 

moment 9 6 0.076 7 0.047 reap 2 6 0.095 10 0.129 

movement 7 3 0.122 3 0.045 regain 2 4 0.093 4 0.049 

note 6 4 0.083 3 0.1 relax 3 3 0.115 4 0.064 

office 6 5 0.072 4 0.046 reveal 2 3 0.083 4 0.04 

officer 8 3 0.092 10 0.013 root 4 6 0.072 4 0.077 

origin 5 4 0.1 6 0.023 separate 2 7 0.086 3 0.072 

park 9 6 0.059 7 0.024 shave 2 7 0.055 6 0.059 

promotion 5 4 0.084 5 0.057 signal 2 5 0.076 3 0.086 

rally 7 6 0.061 5 0.024 slow 2 4 0.106 6 0.019 

reputation 11 5 0.089 5 0.047 sniff 3 7 0.063 4 0.089 

road 5 4 0.092 4 0.042 stick 4 7 0.042 5 0.056 

screen 9 5 0.065 5 0.035 straighten 3 7 0.096 5 0.076 

shape 7 4 0.089 6 0.044 swear 5 6 0.054 4 0.067 

speed 4 6 0.072 4 0.056 swim 2 5 0.065 3 0.09 

television 4 8 0.05 10 0.038 violate 2 4 0.095 4 0.077 

threat 8 6 0.027 7 0.026 wait 2 3 0.097 4 0.061 

tour 8 6 0.035 8 0.022 weigh 6 5 0.089 5 0.077 
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Table 3: Comparing the Average Number of Clusters (ANC) and 

Maximum Number of Clusters (MNC) along with the Average Silhouette 
Score (ASS) in gold data and our proposed model for both noun and verb 

categories 

 

Model 
ANC MNC ASS 

Noun Verb Noun Verb Noun Verb 

SemEval2010 

gold-data 
6.96 3.12 14 6 - - 

SentContext 5.64 5.22 13 6 0.07 0.078 

WinContext 6.03 5.26 11 6 0.038 0.057 
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Abstract  
In massive Multiple Input Multiple Output (MIMO) or large scale MIMO systems, uplink detection at the Base Station 

(BS) is a challenging problem due to significant increase of the dimensions in comparison to ordinary MIMO systems. In 

this letter, a novel iterative method is proposed for detection of the transmitted symbols in uplink multiuser massive MIMO 

systems. Linear detection algorithms such as minimum-mean-square-error (MMSE) and zero-forcing (ZF), are able to 

achieve the performance of the near optimal detector, when the number of base station (BS) antennas is enough high. But 

the complexity of linear detectors in Massive MIMO systems is high due to the necessity of the calculation of  the inverse 

of a large dimension  matrix. In this paper, we address the problem of reducing the complexity of the MMSE detector for 

massive MIMO systems. The proposed method is based on Gram Schmidt algorithm, which improves the convergence 

speed and also provides better error rate than the alternative methods. It will be shown that the complexity order is reduced 

from     
   to     

  , where    is the number of users. The proposed method avoids the direct computation of matrix 

inversion. Simulation results show that the proposed method improves the convergence speed and also it achieves the 

performance of MMSE detector with considerable lower computational complexity. 

 

Keywords: Massive MIMO; Iterative Method; Matrix Inversion; Maximum Likelihood; MMSE Detection. 
 

 

1- Introduction 

In the recent years massive multiuser multiple-input and 

multiple-output (MIMO) or large scale MIMO technology 

has been suggested for next generation wireless 

communication systems. In massive MIMO systems, a 

large number of antennas are used at the base station (BS). 

This structure makes it possible to detect the transmitted 

symbols of several users that they are transmitting their 

symbols at the same time and frequency. Massive MIMO 

is one of the promising solutions in future wireless 

communication systems (such as 5G systems) that 

increases spectral efficiency and it reduces interference [1-

6]. In spite of the benefits of massive MIMO systems, 

there exist several challenges in these systems such as 

hardware implementation complexity, detection 

complexity, channel estimation and antenna correlation [7, 

8].  

The maximum likelihood (ML) detector is the optimal 

detector which practically is not feasible for a massive 

MIMO system, due to the exponential increase in 

computational complexity with increasing number of 

antennas [9, 10]. Therefore, suboptimal detectors with 

lower complexities are suggested. To achieve near-optimal 

performance, the sphere decoding and K-best methods 

have been suggested for ordinary MIMO systems. But, 

these methods are not practical for Massive MIMO 

systems [8, 11, 12]. 

Linear detection algorithms such as zero-forcing (ZF) and 

minimum-mean-square-error (MMSE) receivers can 

achieve a close performance to that of optimal detector in 

massive MIMO systems, due to the asymptotic orthogonal 

channel property [2, 13, 14]. Therefore, linear detection 

algorithms can be employed in massive MIMO systems 

with a large number of antennas at the BS. Unfortunately, 

these methods are involved the inversion of  a matrix with 

the size of the number users, which it imposes a 

considerable computational cost at the receiver side, due to 

the large number of users [15]. 

Recently, different algorithms have been proposed to 

avoid calculating high-dimensional matrix inversion, for 

example: Gauss-Seidel (GS) [16], Joint Steepest Descent 

and Jacobi method (JSDJD) [17], Parallelizable 

Chebyshev Iteration (PCI) [18], Hybrid Iteration Method 

(HIM) [19], Neumann series (NS) [20-22]. But 
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performance of these methods is far away from the optimal 

detector performance [23, 24].  

 In this paper, a low complexity method has been 

proposed based on Gram Schmidt method. The proposed 

method avoids the direct computation of matrix inversion 

in MMSE detector. The numerical results verify that the 

proposed detector achieves the near-optimal performance 

of the MMSE detector with a significantly reduced 

computational complexity. Performance of the proposed 

method has been compared with GS, JSDJD, PCI and 

HIM methods. 

The rest of the paper is organized as follows. Section 2 

describes the system model of uplink multiuser massive 

MIMO system. In section 3 the proposed detector and 

convergence analysis are presented. Complexity analysis is 

shown in Section 4. In Section 5, the simulation results 

and discussions about the performance of the proposed 

algorithm are presented and finally the paper is concluded 

in Section 6. 

    Notation: Boldface capital letters and lowercase letters 

represent matrices and vectors, respectively.    denotes the 

    identity matrix;     ,       ,       and ‖ ‖denotes 

conjugate transposition, inversion, transposition and the 

Euclidean norm of a vector, respectively.      denote the 

set of all     complex matrices. 

2- System Model 

We consider uplink multiuser massive MIMO system 

with    single antenna users transmitting data to a base 

station with    antennas. The transmitted vector   

[           
]
 
 includes    data symbols that the elements 

of   come from the M-QAM constellation with average 

power   
  per symbol i.e.  {   }    

    
. The received 

vector at the BS can be represented by 

 

                        = +y Hx n                                              (1) 
 

Where          is the channel matrix between the BS 

and the    users, whose entries are modeled as 

independent and identically distributed (iid) complex 

Gaussian random variables with zero mean and unit 

variance, and   is a white Gaussian noise vector with zero 

mean and correlation matrix of      {   }       
 , where 

   is the variance of the noise. It is assumed that channel 

matrix is known perfectly at the BS, but it is unknown at 

the transmitter. 

The BS detects the transmitted symbols,  , knowing the 

received vector,    and the channel matrix,  . Since in 

massive MIMO systems the number of users,   , and the 

number of BS antennas ,   , may be in order of hundreds, 

detection methods which are conventionally used in 

typical (low scale) MIMO systems are not applicable in 

massive MIMO scenario.  

2-1- MMSE Detection 

The MMSE detector is a linear detector which minimizes 

the mean square error between the transmitted vector and 

its estimation. The MMSE estimation of the vector   can 

be denoted by [16] 

 

                   ̂  (    
  

  
    

)
  

                   (2) 

 

Where         is the output of matched filter and     

      
  

  
    

 is the MMSE filtering matrix. It is 

noteworthy that, the MMSE detection generally is not 

optimum, but it has been shown that its performance in 

massive MIMO systems, with a large number of antennas, 

is very close to optimum Maximum Likelihood (ML) 

detector [17]. 

 Since in massive MIMO systems, the dimension of 

matrix       
 is very large, the inversion of this matrix in 

(2) is very complex.  To avoid calculating the inversion of 

matrix  , which has the complexity of     
  , the 

solution of the following linear equation is found using 

iterative methods [25].  
 

                                                                               (3) 
  

When     ,   becomes diagonal dominant, which 

means |   |  ∑ |   |
  
        , where     is the element of 

the  th raw and the  th column of the matrix when the 

matrix   is diagonal dominant, some iterative methods can 

be used to solve (3) instead of using the direct matrix 

inversion. 

3- Proposed Detection Algorithm 

In this section, an iterative detector based on the Gram 

Schmidt method is proposed for detection of the 

transmitted symbols in massive MIMO systems. This 

method iteratively achieves the near-optimal performance 

of the MMSE detector without calculation the matrix 

inversion. 

The main advantage of this method is that it converges 

faster than the previously proposed methods such as NS 

[20], HIM [19],GS [16] and JSDJD [17]. In [26, 27] the 

well-known conjugate Gram Schmidt method has been 

used to solve an approximated solution of linear equations. 

We have used this method to solve (3) and to achieve 

estimation of transmitted symbols in massive MIMO 

systems.  The pseudo-code of the proposed algorithm has 

been shown in Algorithm 1. 

 

Algorithm 1: Proposed Detector 
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Input:  ,  ,    and    
  

 parameters:    ‘number of iterations’ 

Output: The final estimation of transmit symbols:  ̂    

 

initialization:  

1:       
  

  
 
   

  and   = diag( ) 

2:  ̂          ‘Initial Estimation’ 

3:        ̂   and       

Iteration: 

4:        

5:    
  
   

  
   

 

6:  ̂     ̂       

7:               

8:            ∑
    
   

  
   

 
       

9: if       break else go back to step 4 

10: return  ̂    

 

 

The proposed algorithm is initialized using steps 1, 2 

and 3. In these steps, the MMSE filtering matrix ,  , is 

calculated. Then in step 2 an estimation of vector   is 

calculated using the inversion of   instead of inversion of 

 : 
 

 ̂                                                (4) 
 

  is defined as a diagonal matrix which its diagonal 

elements is equal to the diagonal elements of the matrix  . 

Sine   is diagonal the calculation of its inversion in (4) is 

not complex. 

 As mentioned before in massive MIMO systems the 

matrix   is diagonal dominant, thus  ̂  is a good 

estimation for initialization of the algorithm. 

In the       th iteration, the estimated vector  ̂    is 

calculated by adding a vector in direction of    to the 

previous estimation  ̂ .  

 

                          ̂     ̂                                            (5) 

 

where  ̂  is the estimated vector after the  th iteration 

and    is search direction vector. The search directions    

is chosen such that the residual error      is minimized. To 

find the value of    , we use the fact that error in the       

th iteration should be orthogonal to    (  
       ) [27]. 

Since the error vector is unknown, in [27], the Gram 

Schmidt orthogonalization process is used to find the  -
orthogonal search direction vector   , where  -orthogonal 

is defined as follows: 

 

                           
                                                  (6) 

 

The interpretation of (6) is that each direction, after the 

multiplication by the matrix   is orthogonal to the 

direction vectors of the previous iterations.  

In [27] it has been shown that the search direction 

vector    is calculated by 

 

                                ∑    
   
                                    (7) 

 

which means that     is generated by  the subtraction of the 

previous directions    ,         from the residual vector   . 

In equation (7), the coefficients     (for    ) is defined by 

[27] 
 

                                
  
    

  
    

                                            (8) 

 

The coefficient    in (5) is calculated as [27] 
 

                            
  
   

  
    

                                                (9) 

 

3-1- Convergence analysis 

The convergence of the proposed Gram-Schmit based 

method depends on the condition number of matrix   [27]. 

The matrix   is Hermitian Positive Definite (HPD), and its 

condition number is defined as follows: 

 

                           
       

        
                                            (10) 

 

Where         and          are the largest and smallest 

eigenvalues of the matrix  , respectively. Suppose that the 

exact solution of the linear equation (3) is  ̂        , 

then it has been shown in [27] that 
 

                         ‖ ̂   ̂   ‖   (
√   

√   
)
 

‖ ̂   ̂ ‖         (11) 

 

Fig. 1 Comparison between the simulation and analytical estimation error 

versus the number of iterations with        and      . 
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Fig. 2 Comparison between the simulation and analytical estimation error 

versus   
  

  
 with     (3 iterations). 

 

Where  ̂  is the initial estimation obtained by (4). 

Therefore, after   iterations, the error,      satisfies the 

following inequality 
 

                         ‖    ‖   (
√   

√   
)
 

‖  ‖                      (12) 

 

If  (
√   

√   
)    then based on (12), the error is decreased 

after each iteration and the algorithm converges.  

In massive MIMO systems the largest and smallest 

eigenvalues of  matrix   can be approximated by [8] 
 

 

                                   (  
 

√ 
)
 

                      (13) 

and  

                                   (  
 

√ 
)
 

                       (14) 

Where   
  

  
.  

Using (13) and (14), the estimation error can be obtained 

as shown in Lemma 1. 

Lemma 1. In large-Scale MIMO systems, the estimation 

error generated by a detector based on Gram Schmidt 

method at the  -th iteration can be obtained by  

 

                         ‖    ‖   (
  

  
)
   

‖  ‖                       (15) 

 

Proof: Substituting the equation (13) and (14) into the 

equation (10) can be rewritten as follows: 

 

                           
(  √ )

 

(  √ )
                                            (16) 

 

By applying (16) in the equation (12), the inequality (15) 

is simply derived. 

As can be seen from (15), the error is exponentially 

decreased when   is increased if      . The rate of the 

convergence depends on  . The convergence rate depends 

on the ratio between the number of users and number of 

BS antennas.  

Fig. 1. shows comparison between the simulation result 

and analysis of the estimation error versus the number of 

iterations for        and      . From this figure, it 

can be seen that the analytical error is very close to 

simulation error especially when the number of iterations 

increases. In Fig. 2, the comparison between the 

simulation and analysis of the estimation error versus   

has been repeated, while the number of iterations is 

assumed to be 3. As can be seen, the distance between the 

simulation and analytical results is negligible especially 

when   increases. 

4- Complexity Analysis 

The computational complexity of this method can be 

analyzed with respect to the number of multiplications. It 

has been assumed that the complexity of division 

operation is the same as the multiplication. In this section, 

the order of complexity is calculated for proposed method 

and alternative methods. In the proposed method, we first 

calculate  ,    and  ̂  in steps 1 , 2 and 3 of Algorithm 1 

which has the order of complexity of      
   

multiplications. The number of required multiplications for 

  iterations of the Gram Schmidt method is     
  

                 [27]. Therefore, the total  

complexity for the proposed algorithm is      
   . The 

proposed method requires a similar number of 

multiplications compared to the JSDJD  and GS methods  

in the same number iterations [16, 17], while the 

complexity of MMSE method is      
  . Thus the 

proposed algorithm has lower complexity than the MMSE 

algorithm. Since    is usually large for large-scale MIMO 

systems, it can be observed that the proposed algorithm 

can evidently reduce the complexity, which it means that 

the proposed algorithm is suitable for large-scale MIMO 

systems. As mentioned before, the complexity order of the 

proposed method and other methods is      
  , but as it 

will be shown in simulations the proposed method 

converges in lower number of iterations than that of other 

methods. 

5- Simulation Result 

In this section, performance of the proposed detector in 

massive MIMO system with 64-QAM and 16-QAM 

modulations have been evaluated. It is also assumed in all 

detection methods that the receiver knows the channel 

matrix completely. 
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Fig. 3 Normalized estimation error versus the number of iterations for 
different algorithms at SNR = 15 dB with 64-QAM modulation for 

       and      . 
 
 

Fig.3. shows error of different detection methods versus 

number of iterations for 64-QAM modulation, when SNR 

is 15dB with        and      . The normalized error 

has been defined by 

 

                            
‖    ‖

‖ ‖
                                         (17) 

 

Where ‖  ‖  is the output of each method and   is the 

exact vector of transmitted symbols. 

As can be seen, since the number of  BS antennas is 

more than the number of users, all methods converge to 

the estimation error of the original MMSE detector in a 

few number of iterations. 

In Fig. 4. simulations have been repeated for        
and      . As it can be seen form this figure, when the  

 
 

Fig. 4 Normalized estimation error versus the number of iterations for 

different algorithms at SNR = 15 dB with 64-QAM modulation for 

       and      . 

 
Fig. 5 Normalized estimation error versus the number of iterations for 
different algorithms at SNR = 15 dB with 64-QAM modulation for 

       and       . 
 

 

number of users increases, the JSDJD algorithm can not 

converge and performances of PCI method and HIM 

method are degraded. The PCI and HIM converge to the 

original MMSE detector after 10 and 18 iterations, 

respectively while our proposed and GS converge faster 

than PCI and HIM methods. 

Fig. 5. Shows error of different detection methods 

versus number of iterations with        and       . 

In this case, the JSDJD and PCI algorithms do not 

converge and performance of Gauss-Seidel and HIM 

methods are not enough close to that of MMSE detector 

after even 20 iterations, while performance of proposed 

method is very close to the MMSE detector after only 10 

iterations. 

 

 

 
 
Fig. 6 BER performance comparison between the proposed and other 

methods in the uplink massive MMO for 64-QAM modulation for 

       and        with      (15 iterations). 
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In summary, performance of the Gauss-Seidel, JSDJD, 

HIM and PCI methods are degraded when the number of 

users becomes comparable with the number of BS 

antennas. Even JSDJD and PCI methods do not converge, 

when the number of users is close to the number of BS 

antennas. Unlike these methods, the normalized error of 

the proposed algorithm converges to that of MMSE 

detector after a few number of  iterations, even when the 

number of users is close to the number of  BS antennas. 

Fig. 6 shows BER of different detection methods versus 

SNR for 64-QAM modulation. In this figure, the number 

of base station antennas and the number of single-antenna 

users are considered to be        and       . As it 

can be seen form this figure, the proposed method has a 

very close BER to that of original MMSE detector while 

the  performances of Gauss-Seidel, HIM and PCI methods  

are not enough close to that of MMSE detector. It should 

be noted that, the JSDJD method does not converge at all 

and its BER is 1/2. As can be seen, the proposed method 

has about 5dB and 6dB performance improvement 

compared with HIM and Gauss–Seidel algorithms, 

respectively. In the following, all simulations have been 

repeated for 16-QAM modulation. 

Fig.7. shows normalized error of different detection 

methods versus number of iterations for 16-QAM 

modulation when SNR is 15dB with        and 

     . As it can be seen form this figure, the JSDJD 

algorithm can not converge to the estimation error of the 

original MMSE detector. 

The HIM and Gauss-Seidel methods converge to the 

original MMSE detector after 17 and 11 iterations, 

respectively. Also, performance of PCI method is not 

enough close to that of MMSE detector after 20 iterations, 

while performance of proposed method is very close to the 

MMSE detector after only 9 iterations. 

 
 

Fig. 7 Normalized estimation error versus the number of iterations for 

different algorithms at SNR = 15 dB with 16-QAM modulation for 

       and      . 

 
 

Fig. 8 Normalized estimation error versus the number of iterations for 
different algorithms at SNR = 15 dB with 16-QAM modulation for 

       and       . 

 

In Fig. 8 simulations have been repeated for        

and       . In this case, the JSDJD and PCI algorithms 

do not converge to the normalized error of the original 

MMSE detector and performance of Gauss-Seidel method 

is not enough close to that of MMSE detector after 20 

iterations, while performance of proposed method is very 

close to the MMSE detector after only 10 iterations. Also, 

performance of HIM method is not enough close to that of 

MMSE detector even after 20 iterations. 

As it can be seen form this figure, when the number of 

users increases, the JSDJD algorithm can not converge to 

the estimation error of the original MMSE detector and 

performance of PCI method and HIM method are 

degraded. The PCI and HIM converge to the original 

MMSE detector after 10 and 18 iterations, respectively. 

 

 
 

Fig. 9 BER performance comparison between the proposed and other 

methods in the uplink massive MMO for 16-QAM modulation for 

       and        with      (15 iterations). 
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Fig. 9 shows BER of different detection methods versus 

SNR for 16-QAM modulation. In this figure, the number 

of base station antennas and the number of single-antenna 

users are considered to be        and       . As it 

can be seen form this figure, the proposed method is able 

to converge to the performance of the original MMSE 

detector, while the performances of Gauss-Seidel, HIM 

and PCI methods are not enough close to that of MMSE 

detector. It should be noted that, the JSDJD method does 

not converge and its BER is 1/2. As can be seen, the 

proposed method has about 5dB and 6dB performance 

improvement compared with HIM and Gauss–Seidel 

algorithms, respectively. 

It was demonstrated that the proposed method always 

converges to the original MMSE detector even when the 

number of users is very close to the number of BS 

antennas. But the propose method has a disadvantage. The 

main disadvantage is that when the number of users is 

close to the number of BS antennas (it is sometimes called 

loaded scenario), the proposed algorithm needs a high 

number of iterations to converge. This leads to the increase 

of the complexity. In future works, we try to modify the 

proposed method to accelerate its convergence in loaded 

scenario.  

6- Conclusions 

In this paper, a novel low complexity iterative detection 

algorithm for multiuser massive MIMO uplink detection 

without complicated matrix inversion was proposed. It was 

shown that the proposed method always converges to the 

original MMSE detector even when the number of users is 

very close to the number of BS antennas and its 

performance is very close to the original near optimum 

MMSE detector. 
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Abstract  
Query recommendation is now an inseparable part of web search engines. The goal of query recommendation is to help 

users find their intended information by suggesting similar queries that better reflect their information needs. The existing 

approaches often consider the similarity between queries from one aspect (e.g., similarity with respect to query text or 

search result) and do not take into account different lexical, syntactic and semantic templates exist in relevant queries. In 

this paper, we propose a novel query recommendation method that uses a comprehensive set of features to find similar 

queries. We combine query text and search result features with bipartite graph modeling of user clicks to measure the 

similarity between queries. Our method is composed of two separate offline (training) and online (test) phases. In the 

offline phase, it employs an efficient k-medoids algorithm to cluster queries with a tolerable processing and memory 

overhead. In the online phase, we devise a randomized nearest neighbor algorithm for identifying most similar queries with 

a low response-time. Our evaluation results on two separate datasets from AOL and Parsijoo search engines show the 

superiority of the proposed method in improving the precision of query recommendation, e.g., by more than 20% in terms 

of p@10, compared with some well-known algorithms. 

 

Keywords: Recommendation Systems; Search Engine; Clustering; Query; Click. 
 

1- Introduction 

Nowadays, search engines play a critical role in giving 

users access to their needed information over the Internet. 

The user starts the search process via submitting a query to 

the search engine. The search engine processes the query 

and returns a result page containing an ordered list of 

URLs. The user reviews the excerpt of each URL and 

chooses some of them for further examination. If the user 

is satisfied with the returned information, the search 

process will be finished; otherwise, he/she submits another 

query. This process may include several cycles from 

submitting query to browsing results to be finished [1]. 

One of the most important challenges of search engines is 

to reduce the response time of queries, while returning the 

most relevant results. Both issues have a straight impact on 

users’ satisfaction and also the efficiency of search engines. 

Most of the time, it is hard for users to precisely and 

clearly express their needs through submitted queries [2]. 

Therefore, search engines should smartly recommend 

queries that could lead users faster to the information they 

want, while keeping the semantic relevant to the original, 

submitted query [3, 4, 5]. In such cases, it is helpful to use 

the historical data collected from interactions of users with 

the search engine (e.g., past queries and clicks) [6]. 

There are several factors that make the problem of 

identifying users’ intention from search challenging for 

information retrieval systems. One factor is the existence 

of polysemous words in queries [7]. For example, the term 

“jaguar” could refer either to a feline from the same genus 

as cheetahs, or to the vehicle brand of Jaguar car. There 

are hundreds of similar examples in other languages as 

well. For example, the term “ یرش ” in Persian means milk, 

lion, and faucet. On the other hand, there are many words 

that are synonym (e.g., crash, accident, and collision) and 

different users may use different queries for the exactly 

same topic. 

In the past 15 years, three major approaches have been 

proposed for query recommendation. In the most popular 

approach, queries are clustered based on their similarity 

(e.g., with respect to content or result) and then most 

similar queries are recommended from closest clusters. 

There is also another approach that constructs a profile for 

each user via storing his/her past interactions with the 

search engine and then recommends queries according to 

the constructed profile. The final approach employs graph 

modeling in which a graph structure is built between 
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queries using either subsequent queries in a session or 

common URL clicks made after queries. This graph is then 

used to find most similar queries. 

The current approaches usually define the notion of 

similarity between queries from one aspect (e.g., text, 

result or click similarity), while neglecting other important 

features shared between similar queries. This can 

negatively affect the precision of query recommendation. 

In addition, the high processing and memory overhead of 

running recommendation algorithms is prohibitive in many 

cases. The aim of this research is to overcome the 

shortcoming of existing algorithms while taking their 

advantages, such that a high precision is attained while 

preserving the system efficiency in terms of CPU and 

RAM usages. 

In this paper, we propose a new query recommendation 

method that combines the benefits of two well-known 

approaches, i.e., query clustering and graph modeling, 

together. Our method is composed of two separate offline 

and online phases. In the offline phase, we cluster our 

training queries based on three kinds of features, i.e., query 

n-grams, bipartite query-click graph and search results. 

The combination of these features can accurately identify 

relevant queries. Then, we use an efficient version of k-

medoids algorithm to cluster queries. In the online phase, a 

fast randomized algorithm is proposed to approximate the 

most similar queries from the closest cluster. Our 

evaluations on the search log of two real search engines, 

Parsijoo (the first Persian web search engine) and AOL [8], 

show that the proposed method can achieve at least 7% 

better precision and 23% higher p@10 in comparison with 

three well-known query recommendation algorithms. 

Moreover, it incurs a low response time with an affordable 

memory overhead. 

The rest of the paper is organized as follows: In the next 

section, we review the related works. Section 3 is devoted 

to the explanation of the proposed method. The results of 

our evaluations are presented in Section 4. Finally, we 

conclude the paper in Section 5. 

2- Related Works 

Query recommendation can be done in different forms, 

from spelling correction to query auto-completion and 

query expansion. As an early attempt, Zhang et al. propose 

to model users’ sequential search behavior for 

recommending queries [9]. Since then, different 

techniques have been suggested for query recommendation 

which can be generally divided into query clustering [10, 

11, 12, 13], constructing user profile [14, 15, 16] and 

graph modeling [17-22] categories.  

In clustering-based techniques, queries are clustered and 

then recommended according to their similarity with 

respect to various factors. For example, Baeza-Yates et al., 

represent each query with a term-weight vector [11]. Their 

idea is that queries that have the same meaning may not 

have common terms, but they may have similar terms in 

documents selected by users. The term-weight vector of 

each query is calculated by aggregating the term-weight 

vectors of documents clicked as a result of query. Each 

term is weighted based on the number of its occurrences in 

the clicked documents as well as the number of clicks on 

documents containing that term. After that, clustering 

methods are used to find out similar queries. Chaudhary et 

al., propose to cluster queries based on query content and 

also the history of users’ clicks [13]. In their paper, two 

principles are used: 1) if two submitted queries contain the 

same or similar terms, they probably convey the same 

information needs and therefore they can be located in the 

same cluster; 2) if two submitted queries lead to clicks on 

the same URLs, they are similar. 

Some other works on query recommendation construct a 

profile for each user which includes all important 

interactions of user with the search engine (e.g., submitted 

queries and clicked URLs). The main idea is to use the 

users’ search history to better understand their intention of 

search and resolve ambiguities for recommending queries 

[15]. In early works, there were three ways to construct 

user profiles: (1) utilizing user relevance feedback: the 

user is asked to specify whether the visited documents are 

relevant to his/her needs or not. If the document is relevant, 

it will be used to identify user’s real needs [14]; (2) 

utilizing user preference: at the time of signing up, the user 

is asked to submit his preferences and personal 

information, such as interests, age and education 

background; (3) utilizing user ranking: the user is asked to 

rank each of the specified documents from 5 (very bad) to 

1 (very good), based on its relevance to his information 

needs. 

The above methods are costly from the viewpoint of users; 

they often prefer easier and faster methods. In [15], the 

user profile is constructed using the frequency of each 

term in user’s visited documents. In other words, a user 

profile consists of a set of vectors where each vector 

represents a user session in which keywords of the 

documents clicked during the session along with their 

frequencies in these documents are stored. The 

aggregation of these vectors is then used for query 

recommendation. Since the current session denotes users’ 

recent preferences, the weight of current session is set to a 

larger value than past sessions. Recently, in [16], the 

authors propose to construct user profiles for re-ranking 

search results. They first classify user’s clicked URLs into 

hierarchical categories and then constructs user’s profile 

with respect to these categories. 

The third approach for query recommendation is based on 

graph modeling. Zhang et al. introduce a graph structure 

where vertices indicate queries and edges between vertices 

represent the textual similarity between corresponding 
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queries [9]. An edge is weighted by a damping factor, 

which denotes the similarity of two consecutive queries in 

the same session. The similarity of two queries that are not 

neighbors is obtained by multiplying the weight of edges 

over the path joining them. In [17], the “Query-URL” 

bipartite graph is used for query recommendation. In this 

graph, vertices are queries and URLs, and each edge 

          exists in the graph, if and only if, URL    is 

clicked by a user as a result of query   . The weight of 

edge   denotes the number of times users have access to 

URL    via query   . After constructing the graph, the 

similarity between queries is computed using a random 

walk technique. 

Another graph modeling method is to use query-flow 

graph within sessions [18]. The idea is to utilize the 

sequence of queries and the modifications that users make 

to their queries until they reach their intended results. The 

query-flow graph is constructed based on queries that 

users submit in different sessions. Here, vertices are 

distinct queries and each edge          indicates that at 

least in one session query    has been submitted right after 

query   . The weight of edge         is assigned based on 

two factors: 1) the probability that two queries    and    

belong to the same search mission and 2) the relative 

frequency of         pair and query   . The drawback of 

this method is that almost half of query pairs occur only 

once in users’ searches, and therefore this graph is sparse. 

On the other hand, the query-flow graph is asymmetric, 

because more than 90% of the edges are not reciprocal. 

Hence, it is not certain that two neighbor queries are 

equivalent [18]. 

In order to improve the query-flow graph, a framework is 

proposed in [19], in which users’ querying behaviors are 

modeled as a Markov-chain process. Furthermore, Bai et 

al. propose a new approach using an intent-biased random 

walk algorithm to reduce the sparsity problem in query-

flow graphs [20]. The main disadvantage of two latter 

works is that their accuracy is fairly low, since they do not 

use click information during graph construction. 

Some recent works have adopted different approaches for 

query recommendation. In [23], the authors propose a 

context-aware query recommendation which uses a 

sequence of sequence models (seq2seq) along with a 

version of Hierarchical Neural Networks for encoding 

submitted queries in a session and producing the best 

possible sequence of terms as the next query. This 

approach considers each query merely as a sequence of 

terms and hence, it takes into account neither click nor 

result level information. 

In [24], a Knowledge Base (KB) technique is introduced to 

generate query recommendations based on named entities 

existing in queries. In order to improve the precision for 

short queries or queries that their entities are not 

identifiable, two hybrid methods (named as KB-QREC 

and D-QREC) are suggested in [25] where KBs and click 

information are used to retrieve entity relationship 

information.  

To devise a practical recommendation method, we should 

make a trade-off between the precision and the 

computational performance of recommendation algorithm. 

In this paper, we suggest to use a complete set of features 

along with efficient clustering and nearest neighbor 

algorithms to improve both parameters at the same time. 

3- The Proposed Method 

The general workflow of our method is illustrated in Fig. 1. 

Our method comprises two separate offline and online 

phases (or equivalently, train and test phases). In the 

offline phase, we preprocess our training data, obtained 

from data logs of search engines, via performing spell 

checking, writing unification, stemming, synonym labeling 

and stop word removal tasks. Then, we cluster training 

queries using three kinds of extracted features: “N-grams 

feature”, “Bipartite graph feature” and “Top-k search 

results and their ranks feature”. We employ a simple and 

fast k-medoids algorithm for query clustering. In the online 

phase, upon the arrival of a test query, we first preprocess 

the query (just as the offline phase) and then find similar 

queries through identifying the closest cluster to that query 

and finally approximating the most similar queries inside 

that cluster.  

3-1- Data Preprocessing Step 

In the preprocessing step (which is common in both offline 

and online phases), the writing structure of queries is 

unified as much as possible. This step involves the 

following tasks:  

 

Spell checking: the spelling errors in queries are 

corrected. For example, the query “TOFL exam” is 

modified to “TOEFL exam” or the Persian query “Tarneh 

Alidoosi” [as an Iranian actress] is modified to “Taraneh 

Alidoosti”. 

 

Writing unification: the punctuation marks (? : ! . - ,) are 

removed, since these marks result in different forms of 

writing a word. On the other hand, some of the letters in 

Persian and Arabic alphabets have different shapes, but are 

used interchangeably (for example, ی and ئ). Therefore, 

such letters are normalized and replaced with the same 

Unicode. Furthermore, plural signs are removed. For 

example, the query “programs” is modified to “program”. 

Also, all English letters are converted to lower case. For 

instance, both queries “JAVA” and “Java” are converted to 

“java”. 
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Stemming: All words are replaced with their stems. In this 

way, the diversity of words in queries is reduced which 

increases the chance of detecting similar queries. For 

example, if a user submits a query containing the word 

“analyze”, then queries containing the words “analysis”, 

“analyzing”, “analyzer”, “analyzes” and “analyzed” could 

also be related to the user’s search needs. Previous studies 

have shown that stemming reduces the size of bag-of-

words by about 50% [26]. 

 

Synonym labeling: All words with the same meaning are 

labeled with the same label such that the distance between 

similar queries are reduced. As a result of this task, each 

word is replaced with its most frequently used synonym. 

For example, the words “battle”, “clash”, “attack” and 

“fight” are synonyms and therefore the word “fight” is 

used as their label. 

 

Stop word removal: The stop words are identified and 

removed from the submitted queries by using a fixed list 

of stop words. The stop words are words that appear 

frequently in queries and documents, but do not imply any 

particular meaning. Such words consist of articles, 

prepositions, conjunctions, pronouns and some specific 

nouns and verbs. As an example, terms like “however” are 

removed from queries. This task improves both the 

precision and the computational performance of 

recommendation system. 

 

These tasks are all performed, using open-source tools 

available for Persian and English languages, i.e., Hunspell 

package [27] and PersianStemmer [28]. 

3-2- Query Clustering Step 

Due to its simplicity and performance gains, query 

clustering has attracted the attention of many researchers 

in the past years [12, 13]. After accomplishing the data 

preprocessing step, we cluster our training queries. We 

argued earlier that terms cannot solely represent the 

purpose of a query and as a result, it is not precise to just 

consider the terms of queries to measure their similarity. In 

this paper, we use various lexical and semantic features to 

find out similar queries. After the data preprocessing phase, 

training queries are clustered. In order to compute the 

similarity between queries, the following three features are 

extracted:  

• N-grams feature 

• Bipartite graph (bigraph) feature 

• Top-k search results feature 

3-2-1- N-grams Feature 

If two queries have the same words, they are supposed to 

indicate similar information needs. To obtain the lexical 

similarity between queries, we extract the N-grams (up to 

trigram) of each query. For example, for the sample query 

“find research council site”, we have:  

 Unigrams: “find”, “research”, “council”, “site”; 

 Bigrams: “find research”, “research council”, 

“council site”; 

 Trigrams: “find research council”, “research 

council site”. 

We construct an N-gram vector for each query. Our 

vocabulary is the set of all different 1/2/3-grams in 

submitted queries. An N-gram g exists in the vector of 

query q, if g appears in q at least once. Similar to the 

previous works such as [11], the N-gram vector is then 

Fig. 1: Workflow of the proposed method 
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used to obtain the similarity measure between queries. For 

instance, the vector for the above example includes the 

following N-grams:  

{find, research, council, sites, find research, research 

council, council sites, find research council, research 

council sites} 

We use the simple Jaccard similarity [35] to compute the 

similarity between two queries    and   : 

         (     )   
                  (  ) 

                       
       (1) 

where           represents the set of N-grams exist in 

the vector of query  . In other words, the above similarity 

indicates the ratio of common N-grams between two 

queries. The average number of terms in queries is usually 

limited to a small value, e.g., around 4 in our dataset. Thus, 

it is easy to compute the above formula. The obtained 

similarity from the N-grams feature would be more 

reliable for long queries and may fail for short queries. For 

example, consider two queries “Apple pear” as a fruit, and 

“Apple Inc.” as a company. According to this feature, the 

similarity between two queries is 20%, despite the fact that 

they convey different meanings. On the other hand, many 

queries (like “natural disasters” and “unforeseen events”) 

denote the same purpose, but they are expressed with 

different terms. We need extra features to unravel such 

problems.  

 

3-2-2- Bipartite Graph (Bigraph) Feature  

The second feature is based on this assumption that queries 

that lead to a click on the same documents are likely to 

represent the same information needs [13]. For this reason, 

the “Query-URL” bipartite graph (bigraph) is used to 

obtain the second feature. In this graph, vertices are 

queries and ULRs. Each edge       in the graph shows 

that at least one user has clicked on URL  , as the search 

result of query  . The weight of the edge shows the 

number of users’ clicks on URL   after query  . All other 

queries that lead to click on   are nominated for 

recommendation for query  . We use          to refer 

to the bipartite graph where   and   are the set of all 

queries and URLs, respectively which aggregately 

construct the set of vertices and   is the set of edges in the 

graph. We use  [   ] to denote the weight of the edge 

between query   and URL  . 

From the bipartite graph, we construct a URL vector for 

each query in which a URL   exists  in the vector of query 

  (with a weight of  [   ]), if       exists in the graph 

 . Just as the previous works [9, 17], in order to compute 

the similarity between two queries    and    from the 

bipartite graph, the following steps should be taken:  

 The set of URLs that appear in the URL vectors 

of both    and    are extracted. We use      to 

refer to this set.  

 If       , the similarity between    and    is 

assumed zero. 

 Otherwise, the similarity between    and    is 

obtained using the following equation: 

          (     )  
∑   [          ]  [          ] 

      

   

∑   [     ]
   
   

   [     ] 
    (2) 

where         is the  th
 URL in set      and    is the  th

 

URL in set  . Moreover,  [          ] denotes the weight 

of the edge between query    and URL         in the 

bigraph. 

Fig. 2 illustrates a sample “Query-URL” bipartite graph. 

The number over each link shows the weight of that link. 

Suppose we want to obtain the similarity between    and 

other queries in this graph. As shown in the figure, users 

have clicked on URLs    ,    and    after submitting 

query   . Now, all other queries that result to a click on 

any of these URLs are identified, i.e., queries in the set 

             . The URL vector for each of these four 

queries has at least one URL in common with the URL 

vector of   . 

 
Fig. 2: A sample “Query-URL” bipartite graph 

 

The similarity between    and each query in the set 

              is computed using Equation (2), while the 

rest of queries have zero similarity with   . 

Since the average number of URLs clicked after each 

query is limited (e.g., about 3 in our dataset), computing 

the above similarity is not a difficult task. Although a click 

can be regarded as an indirect indication of a user’s 

interest to the content of the corresponding URL, yet 

clicking on a URL can not necessarily denote the 

relevancy between queries. For example, a user may click 

on a URL by mistake or face with a click bait, while 

having no interest to that content. On the other hand, there 

are many relevant queries that have no common URL 

clicks and thus their similarity becomes zero, especially 

when we know that usually users click on a few top 

results. An additional feature is required to detect similar 

queries despite differences in their texts and clicks.  
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3-2-3- Top-k Search Results and their Ranks Feature  

The third feature, for computing similarity between 

queries, is related to the top-k search results of query 

returned by the search engine. The idea is if two queries 

have several common search results, it is highly probable 

that they are relevant, even if they have no common terms 

or clicks. We only consider the results of the first search 

result page which typically contains 10 results (i.e., k=10). 

This is due to the fact that the first page usually receives 

much more traffic (click rate) than other pages: According 

to a recent research on Google search engine, the first page 

attracts 91.5%, the second page 4.8%, the third page 1.1%, 

and the forth page 0.4% of the traffic [29].  

The ranking of search results is also an important factor. 

For example, by submitting the query “apple” in Google, a 

couple of first search results are related to the Apple Inc. 

and the next results are related to the apple fruit, while for 

the query “apples”, the top results are related to the apple 

fruit. Although these two queries are lexically similar 

(after stemming), the intent of users for submitting them is 

quite different. This sample shows why the search results 

of queries and their ranks are beneficial to identify similar 

queries. In cases where users do not click on the same 

results or even do not click on any search result, this 

feature can be a proper measure to compute similarity 

between queries. We first weigh the search results of a 

query according to their ranks. The higher the rank of a 

URL is, the more its weight would be. The reason for this 

weighting is that the search engines rank the URLs based 

on their relevance to the submitted query; and a higher 

ranked URL receives more clicks from users [12, 30]. 

Therefore, the value of a URL decreases as its rank 

increases. We define the weight of a URL with rank  , 

with  [ ]  
 

   .  

As before, we construct a result vector for each query in 

which a URL   exists in the vector of query   (with 

weight of  [ ] ), if   is the   th
-ranked search result for 

query  . To compute the similarity between two queries    

and   , the following equation is used: 

(3)          (     )   
 

 
∑

 [     ]   [     ]

|           |   

 

   

 

where   is the number of common URLs in the top 10 

search results of two queries    and   ,       and       are 

the ranks of the  th
 common URL with respect to query    

and   , respectively. According to the above formula, as 

much as two queries have more common search results 

with similar ranks (especially in top ranks), they get a 

higher similarity score. For example, the presence of a 

same search result l in the first rank of both    and    

implies a much higher score, compared with the case 

where the result l appears in different ranks for two 

queries. According to the weight value we assign to a 

search result in rank i, high-ranked common results can 

significantly boost the similarity score. As we explained 

before, the rationale is that the rank of each URL indicates 

the amount of its relevance to the submitted query. 

3-2-4- Final Similarity  

To get the final similarity between two given queries    

and   , the values of the above three features are 

combined linearly as follows: 

           (     )             (     )     

          (     )             (     ) (4) 

The sum of  ,   and   parameters is equal to one (i.e., 

       ). Therefore, the result of Equation (4) is 

always between 0 and 1, as the value of all three features is 

also between 0 and 1. The setting of these hyper-

parameters is explained in Section 4. In order to reduce the 

number of incorrect recommendations, we use a minimum 

similarity threshold   such that if the final similarity 

between two queries is smaller than  , we assume they 

have a zero similarity, i.e., they are irrelevant. Based on 

our experiments, we use       .  

3-2-5- Medoid-based Clustering  

In the last step of the offline phase, we use the final 

similarity feature to cluster our training queries with a k-

medoids algorithm. In contrast to the k-means algorithm 

which calculates the means of points as centroids, k-

medoids chooses points themselves as centroids. This is 

more compatible with our notion of pairwise similarity 

defined in Equation (4), since we do not assign any feature 

to each individual point (i.e., two queries cannot be 

averaged, they can only be compared with respect to the 

similarity features).  

The most common realization of k-medoids is the 

Partitioning Around Medoids (PAM) algorithm [31] which 

works effectively for small datasets, but does not scale 

well for large datasets due to its time complexity. There 

have been some efforts in developing fast algorithms for k-

medoids clustering, e.g., with sampling and randomization 

techniques. In this paper, we use a simple and fast 

algorithm for k-medoids clustering that works in three 

steps [32]:  

 

1. Select initial medoids: Calculate the distance between 

every pair of training points, select k most middle points as 

initial medoids using a local heuristic method in [32]. 

2. Update medoids: Find a new medoid of each cluster, 

which is the point minimizing the total distance to other 

points in its cluster. 

3. Assign objects to medoids: Assign each point to the 

nearest medoid, calculate the sum of distances from all 

points to their corresponding medoids. If the sum is equal 

to the previous one, then stop the algorithm. Otherwise, go 

back to Step 2. 
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The above algorithm can take a significantly reduced time 

in computation with comparable performance, against the 

PAM [32]. We use this algorithm to cluster all training 

queries, using the inverse of final similarity in Equation 

(4) as the distance between two queries: 

                  
 

                  
     (5) 

After clustering, we omit clusters containing only one 

query. As a result, at most 5% of queries are removed from 

our dataset, i.e., we have no recommendation for them. 

The remaining clusters may comprise a lot of queries 

which are not necessarily pairwise relevant, but it is very 

likely that they belong to the same category of 

information. For example, all queries about films, actors, 

and actresses may rest in a single cluster. Based on 

detected clusters, we construct three reverse lookup tables 

which will be used later to identify the corresponding 

cluster of an online (test) query:  

 

- N-gram lookup table: For each 1/2/3-gram g and 

each cluster c, it shows how many times g is 

repeated in queries of cluster c.  

- Click lookup table: For each URL u and each 

cluster c, it represents how many times u is 

clicked following queries in cluster c. 

- Result lookup table: For each URL u and each 

cluster c, it indicates how many times u is 

returned as a search result of queries in cluster c. 

 

The update of clusters is done periodically, e.g., in a per-

day or per-week basis, through re-executing the above 

algorithm on the updated set of queries. During the update 

process, we can boost training queries based on the time of 

their occurrences, to put more emphasis on the 

recommendation of recent queries. We can also remove 

queries that have not been repeated for a while from the 

dataset. 

It is worth mentioning that since we run the clustering 

algorithm in an offline environment, its running time does 

not affect the response time of test queries. In other words, 

we try to perform most time-consuming and complicated 

tasks in an offline manner to make our recommendations 

for online queries as soon as possible.  

3-3- Online Randomized Query Recommendation  

Our model is now trained and ready for query 

recommendation. In the online phase, when a test query q 

is submitted to the system, the closest cluster to q is found 

using the inverse lookup tables built in the clustering step. 

To do so, we first create an N-gram vector containing all 

1/2/3-grams in q and also a URL vector having the first 10 

search results of q. For each element in the N-gram vector, 

we search the N-gram lookup table and determine the 

frequency of occurring g in queries of cluster c as the score 

of cluster c. For the purpose of normalization, all cluster 

scores are divided by the maximum score. Similarly, for 

elements in the URL vector, we separately search the click 

and the result lookup tables to get the corresponding 

scores. The closest cluster to query q is the one with the 

highest total score with respect to the sum of above three 

scores. In rare cases where the score of top clusters are 

very close, we can select 2 or 3 clusters as the closest 

clusters to find relevant queries within them. 

After finding the closest cluster which we call it 

designated cluster or    in brief, we extract   most similar 

queries, in terms of the final similarity feature, from that 

cluster. In our work, we find top 10 similar queries (i.e., 

    ), and if the similarity between q and any of these 

queries is below the threshold  , we ignore that query. To 

incur an acceptable query response time, we have to 

extract similar queries in a timely fashion. Since the 

number of queries in cluster    can be large, calculating 

the similarity between q and every query in    may be 

costly. We here devise a randomized nearest neighbor 

algorithm for approximating   most similar queries in 

regard to query q. This algorithm works iteratively as 

follows: 
 

1. Initialization: Randomly select   queries from the 

designated cluster    and put them in set S as the set of 

seed queries.  

2. Distance calculation: Calculate the distance between q 

and every query in S, based on the distance metric in 

Equation (5). 

3. Candidate selection: Sort all queries in S in ascending 

order, based on their distance from q, and put the first   

queries in new set C (as the set of candidate queries). 

4. Exploration: If new set C is different from the old C 

(obtained in the previous iteration), then for each query p 

in new C, greedily add   most similar queries with respect 

to p from cluster    to set S and go to Step 2 for the next 

iteration. Otherwise, return new C. 
 

The exploration step in the above algorithm is 

straightforward, as we do not perform any distance 

calculation or even sorting in this step. This is because the 

distance between every pair of queries in each cluster is 

calculated in the offline phase and we exactly know a 

priori which queries are the most   similar queries with 

respect to a query p in the designated cluster.  

The advantage of the above algorithm is that it performs 

Step 2 and 3 for a limited number of queries in the 

designated cluster. In the worst case, it may go over all 

queries in    or may return   queries that are not 

necessarily most similar to q. However, because of both 

randomized and greedy natures of the algorithm, it usually 

finds most similar queries after 2 or at most 3 iterations, 

even for very large clusters that contain thousands of 

queries. The results of our experiments on this algorithm is 

presented in the next section. 
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4- Evaluation 

In this section, we explain the details of our experiments 

and present the evaluation results. All recommendation 

methods are implemented in Java with its native data 

structures such as ArrayList and LinkedList. To speed up 

the similarity computation and clustering process, we load 

all data directly in RAM without using any traditional 

databases. Our experiments are conducted on a server 

equipped with an Intel® Xeon® Processor X5650 and 

32GB DDR3 RAM.  

4-1- Experimental Dataset 

To assess the efficiency of the recommendation 

algorithms, we use two separate datasets, from Parsijoo 

(the first Persian search engine) and AOL search engine 

logs1. The Parsijoo dataset consists of 7-days log of user 

activities from May 12 till May 18, 2018 and AOL search 

engine log contains web queries in a period of one month 

between March 1 and March 31, 2006. The statistics of 

two datasets are presented in Table 1. There is no record 

belonging to DDoS attacks in the Parsijoo log, as these 

attacks are abandoned by the front firewall. Moreover, we 

remove spam queries and click spams from our log as 

much as possible [33, 34].  

 
Table 1: Statistics of Parsijoo and AOL datasets 

Number of 

unique queries 

Number of 

queries led 

to a click 

Number of 

queries 

Time 

period 
Dataset 

246450 521542 932394 7 days  Parsijoo 

3382951 6484875 12138555 31 days  AOL 

4-2- Evaluation Model 

Our evaluation model is similar to the model used in 

previous works [17]. We first randomly partition our 

datasets into two roughly equal-sized parts and then, 

analyze the tuning of hyper-parameters, including  ,   and 

  in Equation (4), using the first part as the validation 

dataset. Then, we evaluate different algorithms using the 

other part as the evaluation dataset. We randomly select 

1000 queries from the evaluation dataset as test queries 

and all remaining queries are used as training queries to 

train the model and cluster queries 2 . We perform the 

above steps for Parsijoo and AOL datasets separately. In 

order to see how robust our method is, we use different 

ratios of evaluation dataset (i.e., 90%, 70%, 50% and 30%) 

for training. For instance, when R=70%, we only inject 

70% of the evaluation dataset for k-medoids clustering (the 

                                                           
1 The 3-months search log of AOL is publicly available over the Internet, 

e.g., in [8]. 
2 To remove noises, we only consider test queries that have been repeated 

at least 5 times by different users. 

default ratio is R=90%). Also, the default number of 

recommendations is n=10.  

As the evaluation metric, we use the precision which is 

defined as follows: 

           
  

     
        (6) 

where    (True Positives) denotes the number of relevant 

queries that are correctly recommended as relevant, and 

   (False Positives) indicates the number of irrelevant 

queries that are wrongly recommended as relevant. In 

order to count    and   , we manually investigate the top 

results of recommendation algorithms for each test query 

to find out how many of them are relevant and irrelevant, 

respectively.  

We also use the important p@10 metric as the number of 

correct recommendations made for each query over 

    : 

      
  

  
         (7) 

To understand the difference between two metrics, 

consider an example where a recommendation algorithm 

returns just one query and this query is relevant. The 

precision is 1, while the p@10 is 0.1. The results of 

precision and p@10 are averaged over all test queries. The 

running time and memory usage of the proposed method is 

calculated according to the executions on test queries. 

4-3- Evaluation Results 

4-3-1- Tuning of Parameters  

To assess the impact of three hyper-parameters in 

Equation (4) and get the best configuration, we use an 

exhaustive grid search in the range [0,1] for  ,   and   

parameters with step size of 0.1. We use the validation 

dataset for hyper-parameter tuning. Table 2 shows the 

results of precision and p@10 obtained in our method with 

different values of  ,   and   for the Parsijoo dataset. We 

separately tune our method for the AOL dataset as well. 

The highest precision and p@10 is achieved at      , 

      and      . For the AOL dataset, the best 

configuration is gotten at      ,       and      . 

The N-gram feature reflects the pure textual similarity 

between queries and hence, it has a higher coefficient than 

other two features. On the other hand, the bipartite graph 

feature is more important than the top-10 search results 

feature, since it is supported by users’ clicks. Thus, we can 

generally conclude that      . It is interesting that 

whenever we ignore any of these three features, we get a 

very bad result, especially with regard to the p@10 metric. 

For example, the p@10 degrades by up to 45% in cases 

where one of  ,   and   parameters is set to 0, while the 

precision worsens about 15%.  
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Table 2: The precision and p@10 results of our method obtained with 

different values of  ,   and   parameters from Parsijoo dataset 

      precision p@10 

0.5 0.3 0.2 66.8% 63.9% 

0.4 0.3 0.3 65.4% 62.7% 

0.5 0.5 0 61.3% 54.5% 

0.5 0 0.5 62.1% 57.5% 

0 0.5 0.5 57.9% 48% 

1 0 0 60.2% 47.6% 

0 1 0 54.3% 42.3% 

0 0 1 55.4% 33.1% 

 

Although the tuning of hyper-parameters is dependent on 

the dataset, but their optimum setting is not influenced by 

choosing different ratios of evaluation dataset (R). More 

specifically, the best value of  ,   and   is roughly the 

same for two cases where R=90% and R=30%. 

Fig. 3 shows the impact of choosing  , i.e., the number of 

recommendations, on the precision (  varies from 1 to 10). 

We conduct this experiment on both Parsijoo and AOL 

datasets. The best result is achieved at    . As the 

number of recommendations increases, the recommended 

queries become less similar to the user’s submitted query, 

from the view point of three features, and thus, the number 

of false positives grows. The precision decreases about 

30% when we change   from 1 to 10. For large values of 

 , the precision does not change much, as our algorithm 

can rarely add any more recommendation for a significant 

portion of queries (e.g., the precision at     is only 1% 

higher, compared with     ). The precision of 

recommendation for AOL is on average 8% higher than 

that of Parsijoo, especially for larger values of  . The main 

reason behind this phenomenon is that the amount of 

queries and users in the AOL dataset is an order of 

magnitude larger than queries in Parsijoo. Thus, the 

likelihood of finding relevant queries for a test query is 

higher. 

 

 
Fig. 3: The precision results of our method with respect to number of 

reommendations ( ), obtained from AOL and Parsijoo datasets 
 

 

Now, we analyze how the volume of training dataset 

affects the test results. The result of precision and p@10 

for different ratios of Parsijoo dataset are shown in Fig. 4. 

As the amount of training data shrinks, the precision 

declines slightly. For example, the precision worsens only 

11%, when R decreases from 90% to 30%. As much as we 

reduce the size of training dataset, the number of true 

relevant queries recommended for a given test query 

decreases. However, since we use a minium similarity 

threshold between relevant queries in Equation (4), the 

number of irrelevant queries recommended by our 

algorithm does not change much. But, the story is different 

when we pay attention to the p@10 metric. It is affected 

considerably by the value of R in a way that it drops by 

about one third when R falls to 30%. This is because our 

algorithm can barely find multiple relevant queries as we 

have not enough training queries. The trend of results in 

Fig. 4 remains roughly the same for AOL dataset. 

However, since the number of training queries is much 

larger in this dataset, the decrease in p@10 is not so 

devastating (the recall gets halved, as we reduce R from 

90% to 30%).  

 

 
Fig. 4: The evaluation results of our method with respect to different 

evaluation dataset ratio R 

 

The number of clusters in the k-medoids clustering 

algorithm impacts on both precision and response time of 

our method. Fig. 5 demonstrates the evaluation results of 

the proposed method obtained for Parsijo dataset when k 

raises from 50 to 500 with step size of 50. For smaller 

values of k, the precision is lower because it is more likely 

that irrelevant queries are placed in the same cluser. As a 

result, our randomized nearest neighbor algorithm 

probably returns some irrelevent queries in response to a 

submitted query. As much as we enlarge k, the precision 

improves as well. However, this improvement becomes 

negligible for very large values of k. On the other hand, the 

p@10 metric worsens when k goes beyond 350, because 

the number of relevant queries in clusters is reduced and 

our randomized algorithm fails in many cases to find 10 

similar queries. Based on these results, we choose k=400 

as the optimum value for our experiments.  
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Fig. 5: The evaluation results of our method with respect to different 

number of clusters (k), obtained from AOL and Parsijoo datasets 

 

The choice of k depends on the properties of dataset. Thus, 

we conduct the same experiment on the AOL dataset 

which leads to k=900 as the best choice. It is fascinating 

that the tunning of k is independent of the dataset ratio R 

(if the training queries are randomly selected from the 

whole dataset). From the perspective of response time, our 

randomized algorithm works faster when we increase the 

number of clusters, because it explores all candidate 

queries in fewer iterations. For example, the response time 

of the online algorithm gets halved when we change k 

from 50 to 500. 

 

4-3-2- Evaluating the Online Algorithm  

As discussed before, the randomized algorithm, proposed 

for approximating most similar queries in the online phase, 

makes a good tradeoff between the performance and 

response time of the recommendation system. We compare 

the performance results of this algorithm with the 

exhaustive algorithm which exactly finds the most similar 

queries through brute-force search in the designated 

cluster. The results of this comparison obtained from the 

Parsijoo dataset are presented in Table 3. The randomized 

algorithm produces the response 3 times faster than the 

exhaustive one at the cost of only 2% reduction in 

precision. As shown in the table, the average number of 

candidate queries investigated to find most similar queries 

is reduced by a factor of about 4. The results are improved 

further for bigger datasets like AOL, namely the response 

time decreases by a factor of 6 with only 3% loss in 

precision. 

 
Table 3: Comparison between exhaustive and randomized 

recommendation algorithms 

Algorithms precision p@10 #candidate 

queries 

response 

time 

Exhaustive nearest 

neighbor 

68.1% 65.3% 672 615ms 

Randomized nearest 
neighbor 

66.8% 63.9% 164 201ms 

4-3-3- Comparing Different Algorithms 

Finally, we compare the performance of our method with 

three famous query recommendation algorithms 

introduced in [17], [13] and [24], which we refer to by 

“Bipartite graph”, “Query clustering” and “KB-QREC”, 

respectively. Table 4 shows the results of precision and 

p@10 obtained separately from Parsijoo and AOL 

datasets. Our proposed method, has a better precision in 

comparison with the other three methods, especially when 

we conside the Parsijoo dataset. More precisely, the 

proposed method outperforms KB-QREC by about 7%, 

and overcomes the bipartite graph and query clustering 

methods by more than 9% and 20%, respectively. From 

the viewpoint of p@10, the gap between the results of our 

method and other methods becomes even more apparent in 

a way that the improvement reaches to at least 23%. We 

achieve this advantage through utilizing various kinds of 

features simultaneously (from a linguistic feature to a user 

behavioral feature) to find similar queries. This property is 

more vital when we consider smaller datasets, since the 

only way to generate multiple recommendations is to catch 

similar queries from all different perspectives.  

Table 5 compares the above four query recommendation 

methods with respect to the response time and memory 

usage parameters, obtained from Parsijoo and AOL 

datasets. To get the results, we submit 1000 queries to 

each recommendation method and then measure these two 

parameters for each method separately. First of all, since 

the size of AOL data is much larger than that of Parsijoo, 

we observe a considerably higher value for both 

parameters in all methods, when we take this dataset into 

account. The Bipartite graph is the simplest algorithm 

which is solely based the query-click graph. As a result, it 

yields the minimum value for both response time and 

memory usage. On the other hand, our method works with 

three different kinds of information to compute similarity 

features and hence, it has the worst memory usage. For 

instance, with Parsijoo dataset, it consume about 10%, 

20% and 50% more memory than KB-QREC, Query 

clustering and Bipartite graph, respectively. This gab 

expands even further, when we consider the bigger AOL 

dataset.  

 
Table 4: Comparison of different methods with respect to precision and 

p@10 

Methods 
Parsijoo AOL 

precision p@10 precision p@10 

Query clustering [13]  51.5% 43.1% 62.2% 59.1% 
Bipartite graph [17] 61.4% 38.8% 69.6% 62.6% 

KB-QREC [24] 62.7% 48.8% 70.8% 67.2% 

Our proposed method 66.8% 63.9% 74.7% 72.2% 

 
In regard to the response time factor, the story becomes 

completely different. With Parsijoo dataset, the response 

time of our algorithm is about 10% and 16% shorter than 

KB-QREC and Query clustering methods, respectively (it 

still incurs a 10% longer response time than Bipartite 

graph). The response time of our method (in comparison 

with other methods) is improved more, when using AOL 
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dateset. More precisely, it outperforms KB-QREC and 

Query clustering by about 25% and 40%, respectively. 

This advantage is mainly due to the fast randomized 

algorithm we use in the online phase of our proposed 

method, as it tries to keep the set of candidate queries for 

finding most similar ones as small as possible. 

 
Table 5: Comparison of different methods with respect to system 

parameters 

Methods 

Parsijoo AOL 

response 

time 

memory 

usage 

response 

time 

memory 

usage 

Query clustering [13]  386ms 51MB 1437ms 575MB 
Bipartite graph [17] 288ms 44MB 789ms 409MB 

KB-QREC [24] 354ms 56MB 1096ms 603MB 

Our proposed method 321ms 62MB 814ms 681MB 

5- Conclusions 

In this paper, a novel method is proposed for query 

recommendation in search engines, using a combination of 

two query clustering and graph modeling approaches. As 

opposed to former methods, we take into account diverse 

features (query, click and result) to define similarity 

between queries and cluster them. In order to improve both 

precision and response time, we use an efficient k-medoids 

clustering algorithm as well as a new randomized nearest 

neighbor algorithm to find most similar queries. 

Evaluation results show that the proposed method 

outperforms some famous query recommendation methods 

with respect to precision and p@10 metrics. For example, 

the p@10 is improved by at least 23%, when compared 

with other counterparts. 
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Abstract  
Sentiment analysis in social networks has been an active research field since 2000 and it is highly useful in the decision-

making process of various domains and applications. In sentiment analysis, the goal is to analyze the opinion texts posted in 

social networks and other web-based resources to extract the necessary information from them. The data collected from 

various social networks and web sites do not possess a structured format, and this unstructured format is the main challenge 

for facing such data. It is necessary to represent the texts in the form of a text representation model to be able to analyze the 

content to overcome this challenge. Afterward, the required analysis can be done. The research on text modeling started a 

few decades ago, and so far, various models have been proposed for performing this modeling process. The main purpose 

of this paper is to evaluate the efficiency and effectiveness of a number of commons and famous text representation models 

for sentiment analysis. This evaluation is carried out by using these models for sentiment classification by ensemble 

methods. An ensemble classifier is used for sentiment classification and after preprocessing, the texts is represented by 

selected models. The selected models for this study are TF-IDF, LSA, Word2Vec, and Doc2Vec and the used evaluation 

measures are Accuracy, Precision, Recall, and F-Measure. The results of the study show that in general, the Doc2Vec 

model provides better performance compared to other models in sentiment analysis and at best, accuracy is 0.72. 

 

Keywords: Text Representation Models; Sentiment Analysis; Sentiment Classification; Ensemble Classifiers. 
 

1- Introduction 

With the advent of web 2.0 and the growing growth of 

social networks, the amount of free data produced by the 

users has reached an unpredictable amount [1]. With the 

high volumes of data, there is an increasing interest in the 

scientific community for creating systems that are capable 

of extracting information from the data. Sentiment analysis 

which is also known as opinion mining is a solution to the 

problem. Sentiment analysis refers to a series of methods, 

techniques, and tools for extracting opinions and 

emotional information from various types of texts for use 

in decision support and decision making systems [2-5].  

Sentiment analysis employs a variety of techniques like 

natural language processing, machine learning, text 

analysis, statistics, and linguistics for analyzing and 

extracting information from texts [6]. In essence, a good 

sentiment analysis system might eliminate the need for 

polling, changes the methodology of traditional 

commercial research [7] and is very useful in realizing 

various goals such as identifying public attitude towards 

political movements, market intelligence, level of 

customer satisfaction, predicting the movie sales, and a lot 

more [8]. The wide range of internet-based technologies 

has increased the number of consumers who use the 

published opinions of others for making their purchasing 

decisions [9]. Therefore, various fields include product 

marketing, commercial intelligence, elections, military 

campaigns, political campaigns, medicine, software 

engineering, tourism, and cyberbullying use sentiment 

analysis [3, 4, 10-13].  

Various steps are required for analyzing the input texts 

since these texts are obtained from different sources with 

different formats [14]. The process of sentiment analysis 

usually consists of three predefined steps which include 

data acquisition, preprocessing the text, and core process 

[15]. A general schematic of the steps is shown in Fig. 1. 

The first step in sentiment analysis is data acquisition 

which involves obtaining and acquiring the text that can be 

used for extracting sentiments. The second step in 

sentiment analysis is the preprocessing of the texts. The 

messages and posts published on social networks are 
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Input Layer 

1×V 

 

usually imperfect, noisy, poorly structured sentences, 

irregular expressions, typos, and non-dictionary 

expressions. Therefore, it is necessary to perform the 

preprocessing operation [16].  The third step in sentiment 

analysis is the core process, which is the extraction of 

sentiments about the selected entities from the text. In fact, 

at this step, the main task of sentiment analysis is carried 

out which involves various levels and dimensions. 

 

 

 

 

 

 
 

Fig. 1 General Steps of Sentiment Analysis 

 

A fundamental problem of text mining tasks such as 

sentiment analysis is how to represent the text documents 

to make them mathematically computable. The raw data in 

the form of a series of symbols and words aren’t proper for 

the machine learning algorithm; rather, it is required to 

transform the raw data into the form of a vector or any 

other format which can easily be processed [17]. 

Therefore, text representation is one of the important tasks 

in the preprocessing step of sentiment analysis and the 

efficiency of the tasks is significantly dependent on the 

selected model [18]. There are lots of models for text 

representation, that the most common of these are: TF-

IDF, LSA, Word2Vec and Doc2Vec. Each of the models 

has different application and efficiency. The main purpose 

of the present study is to compare the efficiencies of these 

four common and well-known text representation models 

in sentiment analysis by existing ensemble classifier 

systems.  

To this end, we employed an ensemble classifier system of 

sentiment classification to evaluate and compare the 

effectiveness of the four models. In this way, first, the 

texts are converted to the format of each of the reviewing 

models. Then it is given to the used ensemble 

classification system to classify these texts. Finally, the 

efficiency of the classification is evaluated. 

The rest of this paper is organized as follows. Section 2 

reviews in details the compared natural language 

representation models in this study. Section 3 presents the 

used ensemble classifier system in this study. The details 

of the experiments used for comparing the models and the 

results of these experiments are presented in section 4. 

Finally, Section 5 provides a summary and conclusions of 

the study. 

2- Overview of Text Representation Models 

In text mining and sentiment analysis, it is necessary to 

transform the selected text into a representation that is 

ready to be understood and analyzed by computer 

algorithms. The mapping from textual data to real-valued 

vectors is called feature extraction. The main challenge is 

finding the most valuable features by the models. The 

important matter is that before modeling the text, the main 

step is to break down the input string into words and then 

each word must be expanded and explained. The result 

will be a set of expressions corresponding to the input 

string. There are various models for doing this, in this 

section; we will discuss four models including TF-IDF
1
, 

LSA
2

, Word2Vec, and Doc2Vec. These models are 

commonly recognized models which are highly popular.  

2-1- The TF-IDF Model 

The TF-IDF model is one of the most common models of 

weighting words. In this model, each word is given a 

weight based on its frequency and the frequency of the 

word in other corpus texts [19]. In fact, the main goal of 

the weighting system is to show the importance of the 

word in the text. The weight of a word increases with its 

frequency in the text; however, it is controlled by the 

number of texts where the word appears. In other words, if 

a word appears in the majority of texts, it is most likely a 

common word, so it doesn’t have a high value for the text 

evaluation. This method can be a good measure for 

determining the weight and importance of a word in a text. 

In fact, it shows how much a word can be unique and 

significant.  

The value of TF-IDF is obtained by multiplying the term 

frequency in the document,        , by the inverse 

document frequency,         , using Formula 1. 

 

                                                (1) 

 

The value of         is the number of times that the term 

  frequencies in document   and is normalized using 

formula 2. 

 

        
      

           
                                                    (2) 

 

The          value is calculated using formula 3. In this 

formula,   indicates the set of documents,   is the size of 

 , and |       | is the number of documents in the   

that the term   appears.  

 

            
 

|       |
                                               (3) 
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2-2- The LSA Model 

One of the methods for improving the text representation 

model is to use semantic information [18]. This idea is 

based on the assumption that words with lexical 

differences which are frequently used in similar documents 

have similar meanings. Semantic information can be 

computed using the LSA model. This model is a technique 

in text processing that can be used for modeling the 

conceptual relationship among a number of documents 

based on their set of words [20].  

 To represent a series of documents using the LSA model, 

a matrix (A) with the dimensions of     is created 

where   is the number of documents and   is the number 

of terms in all documents. Each column in A indicates a 

document ( ) and each row indicates a term ( ) (Fig. 2). 

There are various techniques for computing the values of 

the cells of this matrix, which indicate the frequency of the 

terms in the document. These methods include the TF-IDF 

method and the entropy method. 

 

Fig. 2 The Used Matrix in LSA Model 

2-3- The Word2Vec Model 

The Word2Vec is one of the models related to text 

processing where each term in the text is transformed into 

a vector [21]. This model uses a two-layer neural network 

and it’s the most important idea in converting the words 

into vectors and transferring those to the vector space 

where the processing of words and documents can be 

easily done through machine learning tools. The output of 

the Word2Vec model is a vocabulary of words in the 

initial document along with their vector representation in 

an n-dimensional vector space. Related words or word 

groups are placed close to each other in this space, that this 

causes the semantic relationship between words to be 

maintained. The architecture of the Word2Vec model is 

shown in Fig. 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Fig. 3 The Architecture of Word2Vec Models [21] 

2-4- The Doc2Vec Model 

The Doc2Vec model is a developed model of the 

Word2Vec that applies to a sentence, paragraph, or text 

and creates a vector for it. The Word2Vec model produces 

high-quality word vectors; however, it doesn’t have a 

specific method for combining these vectors to represent a 

text in the form of vectors. The Doc2Vec model was 

proposed for vector representation of a document. This 

model converts all the words in a sentence into a vector 

and puts the sentence label as a word inside this vector 

[22]. The vectors produced by the Doc2Vec model can be 

used to find semantic similarities between texts. The 

architecture of the Doc2Vec model is shown in Fig. 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4 The Architecture of Doc2Vec Model [22] 
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3- Ensemble Sentiment Classifier for Evaluation 

the Reviewed Models 

Sentiment classification is the determining of the polarity 

of opinion texts in two or more classes. This can be done 

using machine learning methods, knowledge-based 

methods, or a combination of them. Machine learning 

methods provide a high level of accuracy, while 

knowledge-based methods provide a better generalization 

capability [15]. In machine learning methods, 

classification algorithms are used for separating sentiments 

and opinions into a number of separate classes.  

In recent years, researchers suggested that ensemble 

classifiers provide a good capability for classification [23, 

24, and 25]. Studies on using a combination of a number 

of basic classifiers show that using ensemble classifiers 

can improve the accuracy of sentiment classification [26].  

In general, there are three common methods for combining 

classifiers including bagging, boosting, and random 

subspace [23]. In the bagging method, each one of the 

learners is created using independent random copies of the 

training dataset and the final results are calculated using 

simple majority polling. In the boosting method, basic 

learners are created from the weighted versions of the 

training dataset, which depend on the results of previous 

basic learners, and the final result is calculated using 

simple polling or weighted majority polling. In the random 

subspace method, basic learners are created based on the 

training dataset divided into a number of segments based 

on specific characteristics.  

In this paper, we used the existing bagging method for 

sentiment classification. The used ensemble classifier 

system for evaluating text representation models is shown 

in Fig. 5. As can be seen from this figure, first the selected 

data for analysis is acquired from the dataset. Then, the 

necessary preprocessing tasks are performed on the 

dataset, and at the end of this step, the data is converted 

into a text representation model. Next, the prepared data is 

given to the classifiers, and the results obtained from the 

three classifiers are combined using majority polling. 

Finally, the result of the vote is evaluated.  

Various classifiers were used in the experiments and 

finally based on the performance of these classifiers, 

Logistic Regression, K-NN and SVM classifiers were 

selected to be used in the ensemble system. Moreover, the 

preprocessing operations include tokenization, 

lemmatization, removing punctuation, ignoring usernames 

and hyperlinks, and replacing letters with a sequential 

repetition of more than twice in one word with two letters.  

As shown in Fig. 5 and mentioned above, before sentiment 

classification, first the texts are converted to the format of 

the reviewed models, then the classification is done on the 

texts. Given that, the purpose of this paper is to evaluate 

the efficiency of four models, a fixed ensemble classifier is 

used, but the text display models are changed. In this way, 

the sentiment classification is done once with the TF-IDF 

model, once with the LSA model, once with the 

Word2Vec model and once with the Doc2Vec model. As a 

result, classification efficiency reflects the impact of each 

model on sentiment classification. In this way, the 

efficiency of each model in sentiment analysis is 

evaluated. In the next section, the experiments and the 

results are being explained. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 5 The Used Ensemble Classifier  

4- Experiments and Evaluation 

In this section, the performed simulations for evaluating 

the selected models are presented. The evaluation includes 

measuring, comparing and analyzing the obtained results. 

To realize this goal, the ensemble classifier system 

explained in section 3 was applied on a number of datasets 

and the effects of various models on sentiment 

classification were investigated by applying these models 

in the preprocessing step. The simulations were done in 

Python 3 and the used datasets, metrics for measuring the 

efficiency, and the results of the simulations are presented 

below.  
 

4-1- Datasets 

To evaluate the performance of various models of text 

representation and comparing them to each other, it is 

required that the conditions of the experiments to be 

identical and the used data to be standard. Therefore, the 

experiments were performed on the existing four datasets 

known as HCR [27], Sanders [28], SemEval [29], and STS 

[30]. These datasets are common standard datasets for use 

in sentiment analysis and are used in many papers. They 
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are collected by API from tweets on Twitter. In order to 

improve confidence, these tweets were manually labeled 

based on the sentiments in each one. These datasets are 

related to different issues and they have two classes 

include positive and negative classes. From each of these 

datasets, 1000 tweets with positive and negative 

sentiments were selected, where 700 tweets were used for 

training and 300 tweets were used for testing. Among the 

selected tweets, half of them contained positive sentiments 

and the other half contained negative sentiments. 

4-2- Performance Evaluation Measures 

As mentioned above, the goal of the current study is to 

evaluate the efficiency of the selected text representation 

models by using them in sentiment classification. In fact, 

the model with the higher efficiency will increase the 

efficiency of the classifier system. Therefore, various 

measures must be selected for evaluating the used 

classifier system. Evaluating the efficiency of the 

sentiment classification system involves estimating how 

well a classifier system can predict the classes of texts 

with positive or negative sentiments. In the experiments, 

important measures were used for evaluating the efficiency 

of the sentiment classification system, and these include: 

 Accuracy: This measure indicates what 

percentage of predictions is performed correctly 

and it is calculated using Formula 3.  

 

         
     

           
                                (3) 

 

 Precision: This measure indicates what 

percentage of positive results is actually positive, 

and it is calculated using Formula 4.  

 

          
  

     
                                            (4) 

 

 Recall: This measure indicates what percentage 

of the positives is predicted correctly, and it is 

calculated using Formula 5.  

 

       
  

     
                                                 (5) 

 

 F-Measure: This measure is the harmonic average 

of accuracy and recall, and it is calculated using 

Formula 6.  

 

                     
                  

                
                    (6)              

 

As can be seen from Formula 3-6, to calculate the values 

of the evaluation measures, we have to extract the values 

for true positives (TP), true negatives (TN), false positives 

(FP), and false negatives (FN). These values are calculated 

as follows:  

 TP: The number of positive tweets correctly 

predicted as positive.  

 

 TN: The number of negative tweets correctly 

predicted as negative.  

 

 FP: The number of negative tweets incorrectly 

predicted as positive.  

 

 FN: The number of positive tweets incorrectly 

predicted as negative.  

 

4-3- Results of the Experiments 

In this section, the results related to each one of the 

selected models are shown based on the measured metrics 

on the used datasets. Fig. 6 shows the results related to the 

accuracy of various datasets and models. As can be seen, 

the best performance among all the models and on all the 

datasets is achieved by the Doc2Vec model. On average, 

the accuracy value obtained for this model on all the 

datasets is 0.67. Moreover, the best value of accuracy 

obtained for different datasets is achieved by this model, 

and it is 0.72. On various datasets, other models have 

benefits over each other, and considering the average 

values for each model on all the datasets, after the 

Doc2Vec model, the LSA model with an average accuracy 

of 0.59 is achieved the best performance. Then, the 

Word2Doc model provided an average accuracy of 0.58. 

Finally, the weakest performance is achieved by the TF-

IDF model, with an average accuracy of 0.57. Considering 

the average accuracy obtained from all the models on each 

dataset, on the HCR dataset, the average accuracy is 0.59; 

on the Sanders dataset, the average accuracy is 0.62; on 

the SemEval dataset, the average accuracy is 0.63; and on 

the STS dataset, the average accuracy is 0.56.   
 

 

Fig. 6 Results for the Accuracy Measure 
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Fig. 7 shows the results for the precision measure on 

different datasets and models. The highest precision is 

achieved 0.72 by the LSA model on the Sanders dataset. 

On the other datasets, the Doc2Vec model has better 

performance, and the average precision for the Doc2Vec 

model on all the datasets is achieved 0.66, which is higher 

than the average values for all the other models. With 

regards to the average values of precision for each model 

on all the datasets, the Doc2Vec model is followed by the 

LSA model with an average precision of 0.60. Then, the 

TF-IDF model, with an average precision of 0.58 has the 

best performance, followed by the weakest performance 

by the Word2Vec model with an average precision value 

of 0.57. With regards to the average precision value for all 

the models on each dataset, on the HCR dataset, the 

average precision is achieved 0.58; on the Sanders dataset, 

the average precision is achieved 0.65; on the SemEval 

dataset, average precision is achieved 0.63; and on the STS 

dataset, average precision is achieved 0.56. 
 

 

Fig. 7 Results for the Precision Measure 

 

Fig. 8 shows the results for the F-Measure metric on 

different datasets and models. As can be seen, the 

Doc2Vec model achieves better performance compared to 

other models, and it has the best F-Measure value for 

various datasets equal to 0.72. On average, the F-Measure 

obtained for this model on all the datasets is 0.67. With 

regards to the average value for each model on different 

datasets, the Doc2Vec model is followed by the LSA 

model with an average F-Measure value of 0.58, followed 

by the Word2Vec model with an average F-Measure value 

of 0.57, followed by the TF-IDF model with the weakest 

performance and an average F-Measure value of 0.54. 

With regards to the average F-Measure value obtained for 

all the models on each dataset, on the HCR dataset the 

average F-Measure value is achieved 0.58; on the Sanders 

dataset the average F-Measure value is achieved 0.57; on 

the SemEval dataset, the average F-Measure value is 

achieved 0.64; and on the STS dataset, the average F-

Measure value is achieved 0.56. 
 

 

Fig.8 Results for the F-Measure Metric 

 

Fig. 9 shows the results of the recall measure for various 

datasets and models. As can be seen, the best recall value 

for different datasets is achieved 0.73 for the Doc2Vec 

model on the Sanders dataset. The Doc2Vec model obtains 

the best performance among all the models and datasets, 

and on average, the recall value obtained for this model on 

all the datasets is achieved 0.68. With regards to the 

average value of recall for each model on various datasets, 

after the Doc2Vec model, the Word2Vec model with an 

average recall of 0.57 has the best performance. This 

model is followed by the LSA model with an average 

recall value of 0.56, and the TF-IDF model provides the 

weakest performance with an average recall value of 0.54. 

With regards to the average recall value obtained for all 

the models on each dataset, on the HCR dataset, the 

average recall is achieved 0.59; on the Sanders dataset, the 

average recall is achieved 0.54; on the SemEval dataset, 

the average recall is achieved 0.65; and on the STS 

dataset, the average recall is 0.56. 
 

 

Fig. 9 Results for the Recall Measure 

 

Based on Figs 6-9 and the results explained above, it can 

be concluded that the Doc2Vec model provides the best 

performance in sentiment analysis among the four tested 

models. Based on the calculated averages as well as the 

four measured metrics and considering the high 
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significance of accuracy and precision measures, it can be 

said that the LSA model has second performance in 

sentiment analysis. After this model, the Word2Vec model 

comes next in terms of performance and the weakest 

performance is achieved by the TF-IDF model. Moreover, 

based on each dataset and the overall average values 

obtained in the experiments, it can be said that the 

performance of all the models is better on the SemEval 

dataset compared to all the other datasets. 

5- Conclusions 

Text representation models play an essential role in 

sentiment analysis. Therefore, various models have so far 

been proposed for performing this task. These models have 

different efficiency in different applications, as well as 

many of these models are used in sentiment analysis 

researches. Therefor the main purpose of the current study 

was to compare the efficiency of common and famous text 

representation models in this field in sentiment analysis by 

experiments. For this goal, an ensemble classifier system 

was used for sentiment classification and at the 

preprocessing step of this system, each of the models 

including TF-IDF, LSA, Word2Vec, and Doc2Vec were 

used. Four different standard datasets of tweets were 

selected, and the efficiency of these models was evaluated 

on these datasets. The simulation results show that in 

general, the Doc2Vec model provides better performance 

compared to other models based on basic evaluation 

measures for sentiment classification. It seems that using 

this model in other applications of sentiment analysis can 

lead to better results since the classification of opinions is 

a primary task in sentiment analysis and the efficiency of 

classification has a significant direct impact on other 

possible operations as well.  
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Abstract 

Combinatorial designs are powerful structures for key management in wireless sensor networks to address good connectivity 

and also security against external attacks in large scale networks. Many researchers have used key pre-distribution schemes 

using combinatorial structures in which key-rings, are pre-distributed to each sensor node before deployment in a real 

environment. Regarding the restricted resources, key distribution is a great engagement and challenging issue in providing 

sufficient security in wireless sensor networks. To provide secure communication, a unique key should be found from their 

stored key-rings. Most of the key pre-distribution protocols based on public-key mechanisms could not support highly 

scalable networks due to their key storage overhead and communication cost that linearly increasing. In this paper, we 

introduce a new key distribution approach for hierarchical clustered wireless sensor networks. Each cluster has a construction 

that contains new points or that reinforces and builds upon similar ideas of their head clusters. Based on Residual Design as a 

powerful algebraic combinatorial architecture and hierarchical network model, our approach guarantees good connectivity 

between sensor nodes and also cluster heads. Compared with similar existing schemes, our approach can provide sufficient 

security no matter if the cluster head or normal sensor node is compromised. 

 

Keywords: Wireless sensor networks; Key pre-distribution; Residual Design; Hierarchical network model.  

 

1- Introduction 

 A wireless sensor network (WSN) is a group of a majority 

of sensor nodes with limited resources such as storage 

capacity, energy, computational resources, and radio 

transmission range. We focus on the mechanisms of 

organizing secret keys between sensor nodes known as the 

key management problems. Some researches focused on 

the key management problem [1-6]. The key 

pre-distribution scheme (KPS) is a practical way to handle 

key management problems in wireless sensor networks 

where a set of specified keys is-preloaded in the nodes 

before deployment. There are three types of random, 

deterministic, and hybrid for key pre-distribution schemes. 

In random schemes, key-rings are randomly chosen from 

the main key-pool. In  

deterministic key pre-distribution schemes, key-rings are 

pre-loaded to sensor nodes based on a particular 

arrangement. In hybrid schemes both the mentioned 

methods are used. Combinatorial designs are one of the 

most important approaches used to consider a deterministic 

KPS. Based on combinatorial design, some approaches 

were introduced, e.g., [7-13]. All of these proposed 

schemes considered in a flat network. In such networks, all 

of the available sensor nodes have the same specifications 

such as battery life, memory capacity, and computational 

power. However, flat networks are suitable in terms of 

efficiency and simplicity for sensor applications. Effective 

hierarchical key management is required to improve these 

parameters. Some researchers provided “hierarchical 

architecture” as their chosen architecture for wireless 

sensor networks [14-17]. 

mailto:fakhredanesh@mut.ac.ir
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Recent researches show that in the comparison between the 

two main architectures, hierarchical architecture has better 

scalability and performance in large-scale wireless sensor 

network. 

 In a hierarchical WSN, each node is assigned a role of 

either Cluster Head (CH) or Cluster Node (CN), 

considering its capabilities. In each cluster, the node with 

more capability and resource is considered as CH. The 

CNs of each cluster collect data, communicate with their 

neighboring nodes directly or via a multi-hop 

communication path, and finally, send collected data to 

their resource-rich CH. In this paper, we present a secure 

architecture for sensor nodes by proposing a new 

hierarchical key management method. In our approach, we 

take advantage of combinatorial designs, and in particular 

Residual Design [11], for deterministic key 

pre-distribution. The structure of Residual Design allows 

each CN to share a common key with its CH, which makes 

direct communication of each CH with its CNs.   

We conduct both analytical and experimental evaluations, 

considering different criteria: network scalability, 

connectivity, and resilience against nodes attacks. Network 

scalability is the maximum number of cooperating nodes 

supported in a WSN. Network connectivity is the 

probability of sharing at least a unique key between any two 

neighboring nodes. Network resiliency is the ability to 

resist of the network against the compromising of sensor 

nodes. We show that our approach improves network 

security and scalability, while provides a reasonable key 

share probability between the sensor nodes. The structure of 

this paper is organized as follows.  We discuss the 

background and related works in section 2. The model and 

assumptions are presented in section 3. Our new approach 

named RDH is proposed in section 4. Analytical analysis 

and the simulation of different schemes are compared in 

part 5. The experimental results are provided in section 6. In 

the last Section, conclusion and future work directions are 

outlined. 

2- Background and related works 

2-1- Background 

Definition 1.  In a set system      , the set   consists of 

  elemets and   is subsets of   known as blocks. The 

combinatorial design theory is the technique of arranging 

members of   into words, arrays, or subsets based on 

predefined rules. Balanced Incomplete Block Design 

(BIBD) is one such design. In        -BIBD or 

           -BIBD, there are   elements repeated   times 

in total   blocks of length  . Every two points exist in 

exactly   of b blocks. In BIBD, we have:       and 

             .  

A BIBD is symmetric        -SBIBD when     and 

consequently     [18].  

Definition 2. Let       be a symmetric BIBD with 

            and               . For any  , the blocks 

                                        are constructing a 

                 -BIBD of the point set     . This 

generalization is called Residual Design [11]. To construct 

Residual Design or RD structure with the symmetric BIBD 

              , the point set of each class forms a 

BIBD with parameters                                

Example 3. Consider        -SBIBD with the following 

blocks:           ,           ,           ,    

       ,           ,           ,           . Then over 

the point set   =          , the RD sets            , 

           ,            ,                     

     ,             are the blocks of a                 . 

The remaining blocks can be observed in table 1.  

In Residual Design, each class    consists of the elements 

    . 

2-2- Related works 

For the sake of blindness in the topology of the hierarchical 

network before the deployment, we have to store keys into 

memories of sensor nodes via a pre-distribution scheme 

             

 

             

 

             

 

             

 

             

 

             

 

             

 

                                                       

                                                       

                                                       

                                                       

                                                       

                                                       

Table 1: Residual Design for        -SBIBD 
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before deployment. Symmetric approaches are good for 

wireless sensor networks due to their low resource 

requirements such as resource and energy consumptions 

[19]. 

In [6], Eschenauer and Gligor proposed the RKP approach 

as the basic random key pre-distribution scheme. In this 

scheme, a random key-ring of size   is pre-loaded in each 

sensor node. In [7], Chan et al. proposed an enhancement of 

RKP for the network resiliency called q-composite. In this 

algorithm, two adjacent sensor nodes can establish a 

connection if there would be at least q common keys. In [8], 

Camptepe and Yener introduced symmetric key 

pre-distribution designs using parameters           

    -SBIBD. Their basic approach had full connectivity but 

the resilience was not good enough.  

Then they provided a hybrid design. In the hybrid design, 

the complement of each block is generated and the 

key-rings of extra nodes were provided from those blocks. 

In the hybrid design, the resilience and also the scalability 

was improved. Lee and Stinson [9] use the transversal 

design (TD) for key pre-distribution. In the q-composite 

scheme, if two nods have      keys in common, they can 

communicate. In [14], Javanbakht et al. proposed a key 

pre-distribution scheme for a clustered heterogeneous WSN 

using transversal designs denoted by TDH. Zhang et al.[10] 

proposed a secure efficient hierarchical key management 

scheme (SEHKM) for wireless sensor networks. They 

introduced an assistant node near the cluster head to 

improve the resiliency and reduce the usage of the 

resources. In [11], Modiri and Anzani proposed a robust 

highly scalable key pre-distribution approach based on a 

new combinatorial algebraic named Residual Design or 

RD. In RD, good results in terms of connectivity and also 

very high network scalability are achieved. Also, they 

introduced a new modification of RD called RD* to 

improve the resilience of their first scheme. 

Anzani and Modiri in [12] proposed the merging hybrid 

symmetric design to solve the connectivity problem of 

hybrid symmetric design presented in [8]. They achieved 

better connectivity results compared with similar related 

schemes. In MGHS,   blocks of SBIBD were merged 

instead of constructing a complimentary design in the main 

scheme.  

In [15], Cheng et al. proposed an improved key distribution 

mechanism for hierarchical and large scale wireless 

network models. This approach with low communication 

overhead denoted as IKDM used a bivariate polynomial 

key-generation mechanism to guarantee that each two 

clusters can communicate via a unique pairwise key. In 

[16], Zhang et al. proposed a model in hierarchical 

networks based on the probability of nodes capture. Depend 

on nodes attack probabilities, the arrangement of 

hierarchical nodes could be changed, so that the nodes with 

smaller probability, tends to be located as cluster heads. 

The key management scheme uses the mechanism of 

Exclusion Basis Systems to update the key-rings among 

clusters.  

Albakri et al.[17] introduced a deterministic hierarchical 

clustered key distribution scheme based on polynomials. 

They find a pairwise key between any nodes in a cluster and 

also between the sink node and each cluster heads. In this 

scheme, to reduce the risk of security attacks, a novel 

probabilistic feature is used. 

3- Model and assumptions  

3-1- Network model 

Wireless sensor networks are classified as being either flat 

or hierarchical configuration. In flat architecture, almost 

entire nodes play the same role, whereas, in a hierarchical 

sensor network, their roles are different.  

 
Figure 1: Hierarchical wireless sensor network architecture in our network 

model. We have        clusters each consists of a cluster head and 

     sensor nodes.  

 

In several aspects such as energy constraints and high 

network scalability, the hierarchical network model has 

more operational benefits. In many applications of wireless 

sensor networks, connectivity between all sensors is not 

prerequisite and wireless sensors just transmit data to the 

nodes with similar capabilities [20, 21]. In this work, we  

concentrate on highly scalable wireless sensor networks in 

hierarchical network architecture. In figure 1., our network 
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model is illustrated. The architecture has three types of 

wireless sensor nodes: Sink Node or Base Station (  ), 

Cluster Head (  ), and Cluster Node (  ). 

Sink node: Sink node or base station is a powerful device at 

the top or in the center of the network. It has unlimited 

resources such as memory storage, communication power, 

computation, and a high range of radio transmission to 

access entire nodes in the network. 

Cluster head: Cluster heads have more powerful resources  

and wider radio transmission range than a normal sensor 

node. They can transmit data between their members and 

the sink node. 

Sensor node: Sensor nodes are cheaper and have lower  

resources. They have limited battery power, data processing 

capability, memory size, and also not wide radio 

transmission range. 

In our model, any sensor node can communicate with its 

cluster head directly; also may communicate with its sibling 

in the related cluster headset. In the deployment, the sensor 

network is partitioned into several clusters known by their 

cluster heads. The clustering process is performed by some 

existing clustering algorithms [22, 23]. In this model, each 

cluster is composed of a cluster head and a set of sensor 

nodes. As shown in Fig. 1, the sensor nodes directly send 

data to the related cluster head and also would communicate 

with other sensor nodes inside the current partition. 

 

Algorithm 1: RDH 

Require:   {Total number of nodes}  

   1. Find the minimum prime power   that satisfies           .  

   2. Generate the base symmetric design with parameters              . 

            objects   = {  ,  ,...,  }. 

            blocks   = {  ,  ,...,  } of size    . 

   3. Generate             blocks for classes    and                   blocks for  

constructing internal members of Residual Design from the base symmetric design: 

          Blocks    =      where               . 

          Blocks     =       where                 . 

   4. Assign    blocks to cluster heads and     to sensor nodes. 

 

 

 

4-   Our proposed approach 

Considering the hierarchical network model and the 

Residual Design(RD), we propose a secure scalable key 

distribution approach for clustered hierarchical wireless 

sensor networks based on Residual Design. We denote our 

new approach as RDH. Clusters of the WSN are built based 

on the RDH algorithm in the offline area. The clustering 

procedure in our key pre-distribution approach is based on 

the distribution of the required key-rings on cluster heads  

and cluster nodes before deployment. 

This process is performed in 2 phases: the key 

pre-distribution phase and shared-key discovery phase. In 

the key pre-distribution phase, we decide on choosing   

secure key-rings from a key pool and pre-load them into 

cluster heads and also all sensor nodes before they are 

deployed. Given a wireless network size  , we consider 

the minimum power   in which             to 

construct a               -SBIBD. Based on this 

SBIBD, we construct the Residual Design with        

     classes in which the block set    = {     } of size 

   is assigned to each class. Each class has        

blocks     = {     } inside, therefore all classes could 

generate totally                   blocks of size  . 

Then the blocks    are assigned to    cluster heads and 

also the blocks     are assigned to         Cluster 

nodes. 

The construction algorithm of our proposed approach for 

hierarchical wireless sensor networks is described in the 

Algorithm 1. 

After the key pre-distribution phase, the nodes are 

randomly deployed in the environment and the          

clusters are built. Clusters are built based on different 

criteria such as location, mission type, and communication 

range [24]. 

In the shared key-discovery phase, any two cluster heads or 
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any sensor node and its cluster head must find at least a 

common key in their radio transmission range by 

exchanging the list of their key identifiers. There is no 

eavesdropping in this concept but as will be explained in the 

next sections, we try to increase the resiliency against 

compromising nodes.  

 

5- Analysis 

In this section, a theoretical analysis of important metrics of 

our proposed approach including scalability, connectivity, 

and resilience will be presented. In our proposed approach, 

the Residual Design (RD) is used as a key pre-distribution 

scheme. After deployment, the properties of RD would help 

us to calculate these metrics 

5-1- Scalability 

In our proposed approach we have considered        

clusters of size    in such a way that they differ from   

keys. Each cluster has      sensor nodes. Therefore the 

maximum network size that can be supported is: 

 

                                  (1) 

5-2- Connectivity 

To compute the connectivity, at first we determine the key 

share probability for each cluster.  

According to the structure of the RD scheme, every sensor 

node has common keys with its corresponding cluster head 

node. Therefore, the probability that any sensor node and 

it’s cluster head node have a common key is 

          

Every sensor node in a cluster has common keys with    

other nodes. Therefore the probability that any pair of 

sensor nodes has at least a common key is 

    
  

    
 

It shows that the more increase in parameter  , the more in 

the connectivity of the network. Therefore by increasing the  

 , the above limit goes to 1. In the RD scheme [11], the 

probability of key share between two nodes is   
  

    
     (

   

    
 

    

    
 

  

    
 

      

    
)              (2) 

 

where  

Figure 2: Connectivity Comparison. The connectivity of our scheme (RDH) is compared with classic RD, q-composite, IKDM and hierarchical 

TD (TDH) 
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)

(
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In the q-composite scheme [7], two nodes must share  

at least   common keys to be able to establish a secure 

link. The connectivity probability of q-composite scheme is 

calculated as:  

 

                 

where  

  

     
(
 
 
) (

   
      

) (
      
   

)

(
 
 
)
  

According to the analysis in [14], the connectivity between 

two nodes in TDH scheme is: 

  

∑   
         

 
 

where     is connectivity for each cluster,    is the 

number of sensor nodes in cluster  , and   is the number of 

clusters.  

 In [15], each pair of nodes has a unique pairwise key, 

therefore the network has full connectivity in IKDM.  

 5-3- Security Analysis 

 Node capture attack is a serious threat in wireless sensor 

networks. The resilience is the ability to resist of the 

network against the compromising of sensor nodes. In our 

proposed approach, according to the structure of cluster 

heads and communication between them, after 

compromising of any cluster head, nothing would happen 

for the secure communication between other cluster heads 

and sensor nodes. Compromising any cluster head leads to 

deleting the connection between sensor nodes 

corresponding to this cluster and base station. 

To calculate the resilience, we consider the probability that 

a link in a cluster is compromised when an attacker capture 

  nodes in a cluster. This probability can be defined as   

        ∑ 

  

              

In our proposed approach, each key exists in       

nodes and two communicating nodes must have a common 

key   in their key-rings. So the probability that a link is 

secured with key   is  

      
(
   
 

)

(
    
 

)  
    

 

 
 

      
 

The probability that the key   appears in one or more of   

compromised nodes is:  

           
( 

   
 

)

(
    
 

)
 

Therefore, the probability that a link is compromised when 

  key-rings are captured by an attacker can be computed 

as: 

        
    

      
                    

( 
   

 
)

(
    
 

)
  

The probability of compromising a secure link is computed 

by Camptepe and Yener in [8] for symmetric design as:   

  
( 

 

 
)

(
      
 

)
  

 In [6], the authors proved that the resilience of 

q-composite scheme is  

∑ 

 

   

      
 

 
     

    

  
  

 In the RD scheme [11], the resilience of network against 

node capture is  

 

        
( 

      
 

)

(  
            

 
)
(  

( 
         

 
)

(  
            

 
)
)  (3) 

 

The resistance of the network against the capture node in 

IKDM[15] depends on degree the of bivariate symmetric 

polynomials.  

6- Experimental Results 

In this section, we compare our work to the related works 

based on scalability, connectivity, and network resilience. 

For numerical results, we used the C# programming 

language to provide a simulation tool. Then we produce our 

comparing graphs with the R programming language. 

Figure 2 shows that the connectivity estimated by our 

proposed approach (RDH), q-composite scheme [7], RD 

scheme [11], and proposed scheme in [14] (TDH) for 

different key-ring size. It can be observed that our proposed 

approach has better connectivity than the other related 
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schemes. 

  
Figure 3: Security behavior Comparison. The network resilience of our new approach (RDH) is compared with classic residual resign (RD) and q-composite 

design. Simulation results are computed for the same key-ring size k = 24 in (a) and k = 42 in (b)
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It shows that by increasing the key-ring size our proposed 

approach has full connectivity. Figure 3 compares the 

resilience against node capture attack for key-ring sizes 

     and     . The figure shows that for an equal 

key ring size, the resilience of our proposed approach is 

better than the    scheme. It also has the same resilience 

with the q-composite scheme for compromised nodes 

numbers greater than 100. 

7- Conclusion 

In this paper, we provide a novel proper key distribution 

approach for large-scale clustered hierarchical wireless 

sensor networks based on Residual Design. We show that 

the proposed architecture in wireless sensor networks is 

more convenient for hierarchical scalable network forms. 

The analysis and numerical results show that our 

proposed RDH design has the best connectivity coverage 

and also scalability rather than other similar schemes. 

Also this approach provides good security against all 

types of sensor nodes capture no matter if the cluster head 

or sensor node is compromised. 

Our future work would target to improve low resilience 

against some other types of attacks. We will also focus on 

the models based on the Internet of Things (IoT) in this 

idea. 
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