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Abstract 
An important factor in increasing quality of service in real-time wireless networks is minimizing energy consumption, 

which contradicts with increasing message delivery rate because of associating a time deadline to each message. In these 

networks, every message has a time deadline constraint and when the message is not delivered to its destination before its 

deadline, it will drop. Therefore, scheduling methods that simultaneously consider both energy consumption and time 

deadline constraint are needed. An effective method for reducing energy consumption is multi-hop transmission of 

packets. However, this method takes longer time for transmission as compared to single-hop transmission. Parallel 

transmission is another approach which on one hand reduces the transmission time and on the other hand increases the 

network throughput. However, a main issue with parallel transmission is the presence of interference among nearby nodes. 

In this paper, we propose a linear model (ILP formulation) for energy aware scheduling problem in real-time wireless 

sensor networks using parallel transmission. The main objective of the model is to reduce energy consumption and packet 

loss using multi-hop routing and parallel transmission. Simulation results show that the proposed model finds the 

optimum solution for the problem and outperforms the sequential scheduling based on the TDMA protocol. 
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1. Introduction 

Wireless networks consist of nodes that communicate 

with each other by radio waves. Each node in the network 

has a limited amount of energy stored in a battery that is 

not rechargeable. Thus the end of the battery life denotes 

the end of the node's lifetime [1]. In real-time wireless 

networks, in addition to limitation of energy resources, 

the duration of the packet delivery has also a time-

deadline constraint. 

According to the quality of service metrics in real-

time wireless networks, messages must be delivered 

within the specified time, otherwise they will become 

useless. Thus, real-time networks need to send the 

messages timely in the network. However, factors such as 

limited power supply, interference, network congestion 

and loss of links reduces the ability of the network to 

achieve the desired objectives [2].  

A useful strategy to reduce energy consumption and 

thereby increasing the lifetime of the network is to use 

multiple smaller hops instead of a single long hop 

between source and destination. Because energy used to 

send a message is directly proportional to the square of 

the hop length [1,3,4]. Therefore, if the number of hops is 

increased and distance between the hops is decreased, the 

energy consumption will also decrease. However, using 

intermediate hops will increase message transmission 

time. So the number of intermediate hops should be set in 

such away as to minimize energy consumption while 

satisfying the time deadline constraint. 

Parallel transmission of packets increases the number 

of packets transmitted per unit time and hence increases 

the efficiency of the real-time wireless network. In 

sequential scheduling based on TDMA protocol packets 

are transmitted by the source nodes sequentially [5]. 

Considering the possibility of parallel transmission, 

several source nodes can send the message 

simultaneously thereby increasing the efficiency of the 

network. Parallel transmission prevents the violation of 

time constraint as far as possible and in addition to that 

reduces the amount of energy required to transmit the 

message. Due to the increase in number of messages sent 

per unit time, more time units will be available and the 

message will be sent via route having more hops with less 

distance in between them. But parallel transmission is 

restricted by the phenomenon of interference in wireless 

networks. Because by increasing parallel transmission, 

probability of interference also increases. The 

phenomenon of interference is due to the collision of 

signals sent from nodes and causes loss of packets [6]. 

Several interference models have been proposed to model 

the interference in wireless networks and the presence or 
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absence of interference between two links depends on the 

interference model used [7]. In [8] Protocol Model has 

been introduced for modeling the interference between 

communication links which is widely used in research. 

We have used this model in this paper and it will be 

explained in section 2. 

There are two other types of interferences named 

Primary Interference and Secondary Interference that 

also cause packet loss. Primary interference occurs when 

a node transmits and receives messages simultaneously. 

Secondary interference occurs when a node receives more 

than one message at the same time [7]. 

The contrast between these limitations has put the 

problem of Energy-aware scheduling in the category of 

NP-Hard problems [3,9]. Hence, it is necessary that the 

conflicting objectives in the problem be addressed 

simultaneously as an optimization problem. Optimization 

problems are a group of combinational and optimization 

problems in which the aim is to find the best solution that 

satisfies all the constraints and maximize or minimize an 

objective function. 

Recent approaches to solve the combinational and 

optimization problems consist of two steps: The first step 

is the modeling of the problem and the second step is 

solving the model [10]. There are three basic techniques 

for solving these problems: Mathematical Methods (MM), 

Constraint Programming (CP) and Local Search (LS). 

Each of these techniques has its own advantages and 

disadvantages. Among these methods, mathematical 

methods have particular importance due to their high 

efficiency. However, a linear model is required for the 

problem but formulation of the combinational and 

optimization problems as linear model is difficult [11].  

The works related to scheduling and routing of 

wireless networks can be grouped according to their 

objective function. In some studies the objective is to 

increase efficiency and reduce end to end delay regardless 

of the energy consumption and in others it is to reduce 

energy consumption. In [9] an Integer Linear Program 

(ILP) formulation has been presented for the problem of 

energy-aware scheduling in real- time wireless networks, 

without taking into consideration the interference 

phenomenon.  In this method the nodes transmit messages 

in a sequential manner and there is no possibility of 

parallel transmission. In [1] to create a balance between 

energy consumption and time delay a non-linear model 

based on Concentric Circular Bands (CCBs) has been 

proposed. In this study, the effect of the interference and 

parallel transmission has not been taken into 

consideration. In [12], a nonlinear model has been 

proposed which aims at reducing overall energy 

consumption in clustered WSNs and then based on results 

obtained by solving the model an algorithm has been 

suggested to obtain minimum latency. In [5] a scheduling 

method for parallel transmission to multiple destinations 

is provided that improves the network performance as 

compared to the sequential TDMA method. In [13], to 

maximize throughput, authors have considered joint 

routing, channel assignment and collision free scheduling 

of links. In [7], solutions based on the idea of graph 

coloring for the problem of scheduling and routing of 

wireless networks have been proposed in order to increase 

efficiency but without considering the energy 

consumption. In [14] authors have considered a routing 

tree and proposed two delay efficient algorithms to create 

interference-free scheduling for data aggregation.  

Most models and methods that have been proposed for 

the problem of scheduling real-time wireless networks 

have considered either reduction in energy consumption 

or increase in the number of delivered packets separately. 

Moreover, most of the existing methods are not suitable 

because of not considering time constraint specific to 

each message in real-time networks. Because in these 

methods usually the reduction in end to end delay or 

increase in number of packets transmitted is considered 

for all messages in a specific time interval. While in real-

time wireless networks, each message has its own time 

constraint that may be different or identical to that of the 

other messages. As a result, the priority of data 

transmission may vary according to the various time 

deadlines. Another problem that can be seen in most of 

the previous research is ignoring the remaining energy of 

nodes in routing. This results in nodes lacking sufficient 

energy to be used in the selected route. 

In this paper, linear modeling (ILP formulation) of the 

problem by considering both the energy consumption and 

time constraints has been performed. The proposed model 

aims to minimize energy consumption and reduce the 

number of lost packets by utilizing the strategy of parallel 

transmission and multi-hop routing.  

The model is solved using Simplex method. 

Implementation results show the improved efficiency of 

scheduling by the proposed model as compared with 

sequential scheduling approach based on TDMA protocol. 

The model is able to determine the optimal route for each 

message and parallel scheduling keeping in view the 

limitations of the network. 

Rest of the paper is organized in this way: In Section 2, 

we review some important concepts in real-time wireless 

networks. Section 3 describes the problem and its 

constraints. The section 4 of the paper describes the 

assumed network model. Section 5 describes the new 

proposed model. In section 6 we will evaluate the 

proposed model and discus the results obtained by solving 

the model. Finally Section 7 concludes the paper. 

2. Energy-Aware Scheduling Problem 

The problem of energy-aware scheduling with parallel 

transmission capability can be described as following. 

1. Determine the optimal route for each message using 

multiple hops to reduce energy consumption while 

keeping in view the time constraint of each message. 

2. Allocating units of time according to time 

constraint of messages and capability of parallel 
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transmission to increase the network throughput. 

While allocating units of time, priority should be 

given to messages according to their time deadlines. 

Constraints of the problem are [7,15]: 

1. The receiver node should be in the communication 

range (radio range) of the transmitter node. 

2. A node cannot receive more than one message at 

the same time. 

3. A node cannot transmit more than one message at 

the same time. 

4. A node cannot transmit and receive messages 

simultaneously. 

5. The nodes located in the interference range of each 

other should not be active at the same time. 

6. Scheduling and routing of a message should be 

done before the time deadline of that message 

because every message is valid only until its time 

deadline. Thus continuing scheduling and routing 

after the time deadline of the message is useless. 

7. Only nodes having enough energy are able to 

transmit and receive the messages. 

Objectives of the problem are: 

1. Minimizing the energy consumption of the 

network to transmit messages. 

2. Maximizing the number of successfully delivered 

messages in specified time. 

Satisfaction of the objective function reflects the 

quality of scheduling. This means that among the existing 

solutions, a solution that has the lowest energy 

consumption as well as the lowest number of packet loss 

offers optimal scheduling. 

3. The Network Model 

In the assumed network nodes are static and 

distributed randomly in a two-dimensional plane and 

geographic coordinates of each node is known. Each node 

has its own specific initial energy and transmission range 

that may be the same or different from those of the other 

nodes. Energy used by every node in each transmission is 

calculated by the following equation [9]: 
 

            (1) 
 

Where d is the distance between transmitter and 

receiver node and C is a constant coefficient that depends 

on the message length and physical condition of the 

network. In addition to the energy consumed for 

transmission, trace amount of energy is used by the 

receiving node while receiving the message and by idle 

nodes. But this amount is negligible as compared to energy 

used for transmission, so we have ignored it in this research. 

In the assumed model all the nodes use shared 

wireless medium that is divided into equal time slots. 

Transmitter nodes that do not interfere with each other 

can access the shared wireless medium simultaneously. In 

the networks where the nodes use a single channel, each 

node can transmit message to all the neighboring nodes in 

a time slot [15]. 

Simultaneous activity of nodes that are located in the 

interference range of each other result in interference. 

According to the interference model, transmission and 

interference range of nodes may be equal or different 

from each other. In this paper, protocol model is used for 

modeling the interference between communication links. 

In this model transmission power of the node varies 

dynamically according to its distance from the receiver 

node. As a result interference range also varies according 

to the transmitter-receiver distance. According to this 

model if a node    transmits to a node   , transmission 

will be successfully received by node    if: 
 

|     |       |     |   (2) 
 

Where |     |  is the Euclidean distance between 

node    and node   . The constant parameter     

denotes guarded zone specified by the protocol to prevent 

collision from neighboring node.    denotes every node 

simultaneously 

transmitting at the same time in the same channel [8].  

In the protocol model, transmission from node i to node 

j is successful only if no other node within the interference 

range of node j is transmitting at the same time [16]. 

All communication links in the network are assumed 

reliable and without noise. 

All of the transmitted messages in the network have 

the same length with the message size of L bits. Time 

deadline and the source-destination of each message may 

be the same or different from other messages. 

Transmission of a message in each hop takes a unit time 

and is not dependent on the distance between sending and 

receiving node. It is assumed that the duration of each time 

slot is equal to the maximum time needed for transmission 

of a message between the two farthest nodes in the 

environment. Therefore, each message will be allocated a 

full time slot even if the time taken by the transmission of 

the message is less than the allocated time slot. 

4. ILP Formulation 

In this section the problem is formulated as integer 

linear program (ILP) keeping in view the characteristics 

and limitations of the network. 

In energy-aware scheduling problems the total energy 

consumption and the number of packets delivered are 

calculated in a time window. In this model, size of the 

time window is equal to the longest time-deadline of 

existing messages in the network. 

Parameters 

Msg: Set of messages  

Each message is shown by a tuple as: 

(m, src, des, dln) where 

m: id of message.  

src: Source of message. 

des: Destination of message. 

dln: Time deadline of message. 
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Time: Size of the time window. 

Nodes: Set of the nodes existing in the network. 

  : Transmission range of node i. 

  : The initial energy of node i. 

    : Euclidean distance between nodes i and j. 

Variables 

Solution of the problem is presented as a four 

dimensional binary matrix. 

MsgNodes,Nodes,Time,X  
 











Otherwise0

ttimeslotduring

dnodetommessagetransmitssnodeIf1

md,s,t,X

 

The first dimension is time, second dimension is 

transmitter nodes, third dimension is receiver nodes and 

the fourth dimension is messages. 

Constraints for ILP formulation are as follows: 

 Equation (3) imposes limitation of transmission 

range for each node and ensures that receiver node 

is located within the transmission range of the 

sender node. 
 

(3) 
iRjidkjitX

NodesjMsgkTimetNodesi





,*,,,

,,,

 
 

 Equation (4) ensures that a node cannot transmit 

and receive simultaneously. It also restricts 

sending and receiving more than one message by 

the node at a time. 
 

(4)   
  





Nodess Msgk
ki,s,t,

Nodesj Msgk
kj,i,t, 1XX

, NodesiTimet

 
 

 According to the protocol model, equation (5) 

imposes that if simultaneous transmission of two 

sender nodes (such as node i and node s) is 

interfering only one of them is allowed to transmit. 

As stated in equation(2) about protocol model, 

interference occurs when the distance between the 

sender node i and the receiver node j multiplied 

by a constant 1+∆ is greater than the distance 

between the receiver node j and another 

transmitting node say node s. For example if node 

i is the sender node and node j is the 

corresponding receiver node, and another node s 

is also transmitting simultaneously and the 

distance between the node s and the node j is less 

than the product of distance between the node i 

and node j multiplied by a constant(1+∆), 

interference will occur. Equation (5) prevents 

such interferences. 
 

(5) 
 

 
 







Msgm Nodesd

md,s,t,

Msgk

kj,i,t, 1XX

,,,

*1, i,jdjsdandjsiwhere

NodesjNodessNodesiTimet

 
 

 Constraint (6) ensures that scheduling and routing of 

the messages is done before its time deadline. It 

means that the total unit times elapsed for each 

message must be less than its allocated time deadline. 
 

(6)  
 







Nodesi Nodesj
kj ,i,t, 0X

,
kdlntwhereTimetMsgk

 
 

 Equation (7) determines energy source limitation 

for each node to transmit. 
 

(7)   i
t

ji EdC

Nodesi





  
  Time Msgk

,
2

Nodesj
kj ,i,t, **X

 
 

 Constraint (8) ensures that each node either sends 

a message once only or not at all. This means that 

if node s sends a message k to node d in time ti, 

then the node s will not send the message k again 

to node d or any other node in time tj. 
 

(8)  
 


Timet Nodesj

kj,i,t, 1X, MsgkNodesi

 
 

 Equation (9) imposes that for each intermediate 

node the total number of incoming messages 

minus the total number of outgoing messages 

before their time deadline is zero i.e. the number 

of input messages and the number of output 

messages is equal. In this way equation (9) 

ensures that a continuous path is selected for each 

message. This means that each message that 

enters an intermediate node before deadline must 

be forwarded by the same intermediate node. 
 

(9)   
 










Nodesd Timet
kd,i,,t

Nodess
 twhere

Timet
ki,s,,t 0XX

,  Msgk

2

2

1
1

1

k2k

kk

dlnwhete tdln

where desisrcNodesi

 
 

 Constraint (10) ensures that the sending time of a 

message by the intermediate node is after the 

receiving time of that message. 
 

(10) 

 

 



 


 







k

k

kk

dln
Nodess

dln
Nodesd
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t

t

desisrcNodesi

1

1

1

2

2

22

 twhere
Timet
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 twhere
Time
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0*X

t
*X

,  Msgk

 
 

 Equations (11) and (12) impose that the message 

does not enter the source node and does not leave 

the destination node, respectively. 
 

(11) 0X

,  Msgk

Timet
k,t,i,srck








Nodesi

 

(12) 0X

,  Msgk

Timet
ki,,dest, k








Nodesi
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Objective function of the problem: 

The objective function in equation (13) aims to minimize 

energy consumption and packet loss. The first part of the 

equation (before minus sign) calculates energy consumption 

for transmission of messages and the second part of the 

equation calculates number of delivered messages.  
 

(13) 

Minimize 

 
 

In this equation M is a big positive number that is 

used as weighted coefficient for the delivered messages. 

The reason to use such a big coefficient is that the energy 

consumed by the network to send messages is much 

greater than the number of messages delivered, so routing 

causes the objective function to be always positive and 

the minimum value for the objective function is possible 

when no message is routed to its destination so that no 

energy is used in the network. Therefore, in the absence 

of the weighted coefficient for the number of delivered 

messages no routing is done so that the objective function 

remains zero. Use of big coefficient results in negative 

objective function value and thus maximizing the number 

of messages delivered without time violation. 

5. Results 

In this section results obtained by solving the 

proposed model are evaluated in different scenarios. The 

linear model is solved by using the ILOG CPLEX 12.2 

software. The presented model is evaluated in terms of 

energy consumption and the number of messages 

delivered as compared to sequential TDMA based 

scheduling method. Improvement of scheduling by the 

proposed model because of using parallel transmission is 

demonstrated as compared to sequential scheduling. The 

reason for not comparing the results obtained by solving 

the model with other relevant work is different scenario of 

the problem because of considering more constraints as 

explained in section 1. 

In the main scenario the nodes are distributed 

randomly in a two-dimensional region measuring     
      Transmission range of each node is assumed to be 

100m. Values of the parameter   in protocol model and M 

in objective function are assumed to be      and 10000 

respectively. Each of the messages in the network can 

have the same or different source, destination and time 

deadline as compared to other messages.  

Equation (1) is used to compare the energy 

consumption and the value of the parameter C is 

considered equal to 0.2. The number of nodes varies 

between 10 and 40, and the effect of number of nodes is 

evaluated on the quality of scheduling. The reason to limit 

the number of nodes to 40 is lengthy execution time of the 

proposed model and memory usage complexities. The 

number of messages is also decreased because of the 

same reason. This is due to the fact that by increasing the 

number of nodes and messages, the number of variables 

of the problem increases that results in lengthy runtime 

and high memory usage. When the number of nodes is 10, 

the solver can solve the model for routing more than 200 

messages in reasonable time (less than 10 minutes). But 

when the number of nodes is increased, the solver will 

find the solution of the problem with less number of 

messages. For 20, 30 and 40 set of nodes, the solver can 

solve the model with about 65, 15 and 5 messages 

respectively. For evaluating the effect of number of nodes, 

we have limited the number of messages to 5 so that the 

solver can solve the model with all the four sets of 10, 20, 

30 and 40 nodes. 

 For each of the effective factors in evaluating the model, 

20 different sets are generated randomly and the average 

values are inserted in evaluation charts as final result.  

In Figure 1 the percentage of messages successfully 

delivered by two methods are compared with each other. 

As can be seen the percentage of messages delivered by 

linear model is greater than the percentage of messages 

delivered by sequential scheduling in all conditions. The 

reason for this difference is the parallel transmission and 

the increase in number of transmitted messages per unit 

time by the proposed model. By the solution provided by 

the suggested model, all the messages that are routed will 

definitely reach destination within time deadline. It means 

that the messages with no possibility of delivery in time 

will not be routed at all. Because the routing of such 

messages will only serve to waste energy and time of the 

network and ultimately the message will not be delivered 

to its destination. 

In the worst case, when parallel transmission is not 

possible, the number of messages delivered by proposed 

model is equal to the number of messages delivered by 

sequential scheduling and never less than that. 

Increase in number of nodes has resulted in the 

increase of the delivered messages. Because increase in 

the number of nodes has resulted in increase in the 

density of nodes in the region, hence additional nodes are 

available in the transmission range of the nodes. As a 

result the messages that could not be transmitted due to 

limited radio range of the nodes are now sent by multi-

hop transmission. 

 

 

  

   

 




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Time
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,

2
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kj,i,t,

k

k
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Fig. 1. Percentage of delivered messages 

 
Fig. 2. Energy consumption 

In Figure 2 comparison of average energy consumption 

by proposed model (ILP) and sequential scheduling is done. 

In this figure increase in consumption of energy by the 

proposed model is due to the increase in percentage of 

delivered messages. It is obvious that more energy will be 

consumed to send more messages. In the sequential 

method due to lack of parallel transmission some packets 

do not meet the time deadline and are dropped. So no 

energy is consumed for transmission of such messages. 

In certain conditions it is possible that in spite of the 

increase in number of transmitted messages in the 

proposed model, energy consumption is less than the 

sequential method. Due to the use of parallel transmission 

in the proposed model, more time slots will be available 

and the message will be sent via route having more hops 

with less distance in between them that results in decrease 

in energy consumption. For example there are two 

messages with time deadline of 2 seconds in the network. 

In sequential scheduling, to avoid violation of the time 

deadline, each message must be transmitted by a single 

hop. But in the proposed model, if there is no interference, 

each of the messages can be transmitted simultaneously 

using two intermediate hops and will result in reduced 

energy consumption. 

As explained earlier, by increasing the number of nodes in 

the network, percentage of delivered messages also increases. 

Naturally, transmission of these additional messages 

consumes energy that increases the total energy consumption. 

However, in some cases it is possible that by 

increasing the number of nodes, total energy consumption 

decreases. The reason for this reduction in energy 

consumption is that the messages previously routed have 

possibility of using more intermediate hops due to the 

increased number of   nodes. Sometimes the reduction in 

energy consumption is of so considerable amount that 

even after compensating for the additional energy 

required for the transmission of additional messages, total 

energy consumption is less than that of the scenario when 

the number of nodes and messages were fewer. 

6. Conclusions 

In this paper, energy-aware scheduling problem is 

modeled as linear while keeping in consideration the 

phenomenon of interference. The proposed model is 

capable of determining the optimal route for each message 

by using parallel transmission and multi-hop routing. 

Therefore, scheduling provided by solving the proposed 

model can be used as a criterion for evaluating the quality 

of solutions provided by other methods and algorithms for 

the problem. But solving the model has high complexities 

in terms of runtime and memory resources. For this reason, 

in future we intend to solve this problem by using other 

existing method for combinational and optimization 

problems such as meta heuristic methods. 
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