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Abstract 
Wireless sensor networks (WSNs) consist of numerous tiny sensors which can be regarded as a robust tool for 

collecting and aggregating data in different data environments. The energy of these small sensors is supplied by a battery 

with limited power which cannot be recharged. Certain approaches are needed so that the power of the sensors can be 

efficiently and optimally utilized. One of the notable approaches for reducing energy consumption in WSNs is to decrease 

the number of packets to be transmitted in the network. Using data aggregation method, the mass of data which should be 

transmitted can be remarkably reduced. One of the related methods in this approach is the data aggregation tree. However, 

it should be noted that finding the optimization tree for data aggregation in networks with one working-station is an NP-

Hard problem. In this paper, using cuckoo optimization algorithm (COA), a data aggregation tree was proposed which can 

optimize energy consumption in the network. The proposed method in this study was compared with genetic algorithm 

(GA), Power Efficient Data gathering and Aggregation Protocol- Power Aware (PEDAPPA) and energy efficient 

spanning tree (EESR). The results of simulations which were conducted in matlab indicated that the proposed method had 

better performance than GA, PEDAPPA and EESR algorithm in terms of energy consumption. Consequently, the 

proposed method was able to enhance network lifetime. 

 

Keywords: Wireless Sensor Networks (WSNs); Data Aggregation Technique; Data Aggregation Tree; Cuckoo 

Optimization Algorithm (COA); Network Lifetime Enhancement. 
 

 

1. Introduction 

WSNs are resource constrained networks and include 

many limited-energy sensor nodes. In WSN, each sensor 

can sense specific data and transmit it to its neighbors [1]. 

In general, a central node, namely sink is the destination 

of all data packets. For transmitting data to long distances, 

a lot of energy should be consumed. Hence, in many 

cases, nodes communicate with the sink node through 

their neighbors. In this case, each node should know 

which neighbor is more appropriate for packet 

transmission. In WSNs, congestion control mechanisms 

are important techniques for decreasing timeliness and 

increasing packet delivery rate [2]. 

Communication protocols play a significant role in 

enhancing the efficiency and lifetime of WSNs [3,4]. On 

the other hand, energy is one of the most important 

parameter and the key objectives in data gathering in 

WSNs. Hence, designing efficient protocols with regard 

to energy consumption for WSNs is essential since it can 

not only reduce the total energy consumption in the 

network but also distribute energy steadily and uniformly 

to the network nodes. Recently, many algorithms have 

been proposed for data aggregation in WSNs which try to 

find routes towards the sink through which data can be 

aggregated.  

Given a data aggregation tree, sensors receive 

messages from children periodically, merge them with its 

own packet, and send the new packet to its parent. The 

problem of finding an aggregation tree with the maximum 

lifetime has been proved to be NP-hard and can be 

generalized to finding a spanning tree with the minimum 

maximum vertex load, where the load of a vertex is a 

nondecreasing function of its degree in the tree [5]. 

Among the proposed protocols, data aggregation 

technique [6], [7] is an energy conservation scheme which 

tries to decrese the volume of data communicated by 

collecting local data at intermediate nodes and forwarding 

only the result of an aggregation operation, such as min 

and max, towards the sink node [8], [9], [10]. In data 

aggregation technique [11], [12], [13], [14], [15] relevant 

data packets were combined with one another in 

intermediate nodes and form a packet. Hence, the number 

of packets to be transmitted in the network decreases [16], 

[17]. Consequently, less energy will be consumed [16].  

In this paper, an efficient and low-energy data 

aggregation method based on COA [18] is introduced 

which can reduce the total communication energy through 

creating a data aggregation tree. The problem addressed 

in this paper is an important special case of the general 

data aggregation problem in which all the sensor nodes in 

the network are source nodes. Hence, it can efficiently 
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reduce energy consumption and enhance network lifetime. 

The objective in this paper is to simultaneously minimize 

total energy consumption during the entire tree structure. 

The rest of the paper is organized as follows: in 

section 2, a summary of the related studies and works is 

briefly overviewed. Then, the proposed algorithm is 

described in section 3. Then, simulation results are 

reported in section 4. Finally, the conclusion of the study 

is given in section 5.  

2. Related Works 

Regarding related studies on data aggregation, In [19], 

PEDAP (Power Efficient Data Gathering and 

Aggregation Protocol) was proposed. PEDAP computes a 

routing tree with MST (Minimum Spanning Tree) 

algorithm by setting the energy cost delivering a data 

packet between two sensors as the weight of the link 

between them. However, routing trees constructed with 

MST are not optimal energy efficient routing trees and 

cannot obtain long network lifetime. Based on PEDAP, 

another algorithm, PEDAP-PA (Power Efficient Data 

Gathering and Aggregation Protocol-Power Aware) [19], 

was proposed two minimum spanning tree based data 

gathering and aggregation schemes to maximize the 

lifetime of the network, where one is the power aware 

version of the other. The non-power aware version 

(PEDAP) extends the lifetime of the last node by 

minimizing the total energy consumed from the system in 

each data gathering round, while the power aware version 

(PEDAPPA) balances the energy consumption among 

nodes. In PEDAP, edge cost is computed as the sum of 

transmission and receiving energy. In PEDAPPA, 

however, an asymmetric communication cost is considered 

by dividing PEDAP edge cost with transmitter residual 

energy. A nodewith higher edge cost is included later in 

the tree which results few incoming messages. Once the 

edge cost is established, routing information is computed 

using Prim’s minimum spanning tree rooted at base station. 

The routing information is computed periodically after a 

fixed number of rounds. These algorithms assume all 

nodes perform in-network data aggregation and base 

station is aware of the location of the nodes. 

In [20], EESR is proposed that uses energy efficient 

spanning tree based multi-hop to extend network lifetime. 

EESR generates a transmission schedule that contains a 

collection of routing trees. In EESR, the lowest energy 

node is selected to calculate its edge cost. A node 

calculates its outgoing edge cost by taking the lower 

energy level between sender and receiver. Next, the 

highest edge cost link is chosen to forward data towards 

base station. If the selected link creates a cycle, then the 

next highest edge cost link is chosen. This technique 

avoids a node to become overloaded with too many 

incoming messages. The total procedure is repeated for 

the next lowest energy node. As a result, higher energy 

nodes calculate their edge costs later and receive more 

incoming messages, which balances the overall load 

among nodes. The protocol also generates a smaller 

transmission schedule, which reduces receiving energy. 

The base station may broadcast the entire schedule or an 

individual tree to the network.  

Wang et al [21] devised a data aggregation tree based 

on first-fit algorithm for reducing data transmission delay. 

Chaon et al [22] proposed SFEB (structure-free and 

energy-balanced) protocol which is an unstructured data 

aggregation protocol; it results in a balanced energy 

consumption among the nodes. Consequently, network 

lifetime is enhanced. Liu et al [23] proposed an 

approximation algorithm using directional antennas for 

aggregating data which led to the reduction of interface in 

transmitting and receiving data in network. Using ant 

colony algorithm, Liao et al [24] proposed a routing 

protocol which increased network lifetime. Islam et al.,  

[25] produced a balanced data aggregation tree based on 

genetic algorithm which was energy-efficient. The 

authors used GA to create multi-hop spanning trees and it 

was not based on hierarchical clusters. The data 

aggregation trees created by the proposed GA technique 

were more energy efficient than some of the current data 

aggregation tree-based techniques. 

Using lexicographic method, Lai and Ravindran [26] 

investigated accessing maximum network lifetime and 

fairness regarding simultaneous resource allocation in 

data aggregation tree. Kwond et al., [27] allocated a 

dynamic time for data aggregation in a node which was 

characterized with high energy efficiency and little delay 

overhead resistance. Al-Karaki et al [28] proposed a 

design which used optimization and heuristic algorithms 

simultaneously for locating minimum data aggregation 

points and routing data to base station so that network 

lifetime is maximized.  

In [29], Firstly, the authors proposed an adaptive 

spanning tree algorithm (AST), which can adaptively 

build and adjust an aggregation spanning tree. Owing to 

the strategies of random waiting and alternative father 

nodes, AST can achieve a relatively balanced spanning 

tree and flexible tree adjustment. Then, the authors 

presented a redundant aggregation scheme (RAG). In 

RAG, interior nodes help to forward data for their sibling 

nodes and thus provide reliable data transmission for 

WSN. The simulation results demonstrate that AST can 

prolong the lifetime and RAG makes a better trade-off 

between storage and aggregation ratio, comparing to other 

aggregation schemes. 

In [30], the authors proposed a novel Hierarchical 

Data Aggregation method using Compressive Sensing 

(HDACS), which combines a hierarchical network 

configuration with compressive sensing (CS). The authors’ 

main idea is to set multiple compression thresholds 

adaptively based on cluster sizes at different levels of the 

data aggregation tree to optimize the amount of packet 

delivery rate (PDR). The advantages of the proposed 

model in terms of the total amount of PDR and data 

compression ratio are analytically verified. 

In [31], the authors presented the problem of 

scheduling virtual data aggregation trees to maximize the 
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network lifetime when a fixed number of data are allowed 

to be aggregated into one packet, termed the Maximum 

Lifetime Data Aggregation Tree Scheduling (MLDATS) 

problem. The authors showed that the MLDATS problem 

is to be NP-complete. In addition, the authors proposed a 

local-tree-reconstruction-based scheduling algorithm 

(LTRBSA) for the MLDATS problem. 

In [32], the authors applied data aggregation on two 

nodes levels in WSNs. They worked on sending fewer 

data from aggregator to the sink, along with the equation 

that expresses all data. They applied Bayesian belief 

network algorithm to measure the accuracy of the 

proposed scheme. 

In [33], the authors propose a new scheme in the 

network layer, called Weighted Compressive Data 

Aggregation (WCDA), which benefits from the advantage 

of the sparse random measurement matrix to reduce the 

energy consumption. The novelty of the WCDA 

algorithm lies in the power control ability in sensor nodes 

to form energy efficient routing trees with focus on the 

load-balancing issue. In the second part, they present 

another new data aggregation method namely Cluster-

based Weighted Compressive Data Aggregation 

(CWCDA) to make a significant reduction in the energy 

consumption in our WSN model. The main idea behind 

this algorithm is to apply the WCDA algorithm to each 

cluster in order to reduce significantly the number of 

involved sensor nodes during each CS measurement. In 

this case, candidate nodes related to each collector node 

are selected among the nodes inside one cluster. This 

yields in the formation of collection trees with a smaller 

structure than that of the WCDA algorithm 

In this paper, a new method is proposed for WSNs 

which selects data aggregating nodes via COA. Indeed, 

the purpose of the study is to aggregate data with the aid 

of COA. Further, as our proposed method uses data 

aggregation spanning trees, it is only compared with other 

data aggregation spanning tree approaches such as 

PEDAPPA [19] and EESR [20] and GA [25]. In this 

paper, the frequency of usage of data aggregation tree 

phase is fixed and it is not dynamically adjusted. 

3. The Proposed Method 

In this section, we briefly describe our proposed scheme. 

3.1 Preliminary Definitions 

The primary model for WSNs which was presumed in 

this study is as follows:  

 The network has n sensors which have been 

randomly and uniformly distributed in a pre-

specified environment. 

 Sensors and the main database have a fixed and 

certain location. They are not capable of moving.  

 Nodes are distributed uniformly and randomly. 

 The initial energy of the nodes is identical. It is 

equal to 1J.  

 All the sensors can be detected and identified by 

means of their own unique IDs.  

The following system model is used in this paper. The 

network consists of n wireless sensors, each containing a 

transceiver with a maximum transmission range. This 

work adopts the use of multi-hop transmis- 

sions in its communication model. For this purpose, a 

tree is constructed. In-network aggregation at 

intermediate nodes usually results in reducing the size of 

data that is forwarded by an intermediate node to its 

parent [7]. An undirected graph, i.e. G (V, E), was used 

for featuring the sensor network with V nodes which was 

produced based on the distance between nodes and the 

radio range. Random graph was produced in the following 

way: V sensors were randomly placed in a pre-specified 

environment where they were connected to their 

neighbors with the Euclidean distance equal to or less 

than their radio range.  

Definition 1: in a data aggregation cycle, the data 

received from the environment is gathered by the 

intermediate nodes and transmitted to the base station.    

Definition 2: data aggregation tree is a spanning tree 

with the root of base station which includes routing data 

for all the network nodes.  

Definition 3: network lifetime is defined as the 

number of cycles of algorithm execution where all the 

network nodes are active.  

Definition 4: the load of a sensor refers to the required 

energy for receiving and transmitting gathered data to its 

own father.  

3.2 Cuckoo Optimization Algorithm (COA) 

One notable search technique in computer science is 

to find the optimal solution in searching issues. COA is 

considered to be a supplementary algorithm which has 

been inspired from the life of a species of a bird known as 

cuckoo. It was developed in combination with levy flight 

instead of simple isotopic walk.  

Evolution commences with a completely randomized 

set of entities and is repeated in the next generations. In 

each generation, the most appropriate ones but not the 

best ones are selected. A solution for a specific problem is 

illustrated through a list of parameters which are referred 

to as habitats. At the outset, several features are randomly 

produced for creating the first generation. During each 

generation, all the features are evaluated and the fitness 

value is measured by the fitness function. The next step is 

to produce the second generation of the community. For 

each individual, new locations are selected for the egg 

laying and migration stages. These selections are made in 

a way that they have the highest values with regard to the 

fitness function. Consequently, the most appropriate 

habitat with the highest benefit should be selected. The 

next steps are related to finding new locations with the 

maximum optimization benefit.  

Since metaheuristic algorithm has no information 

about the global optimization point and the degree of the 

optimality of the solutions, certain criteria are needed for 
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stopping them. The algorithm proposed in this study was 

designed in a way that it stops after the production of a 

number of generations. That is to say, if the populations 

of cuckoos get close to one another, practically, there will 

be no homogeneity and all the cuckoos reach an optimal 

point. In this case, algorithm will stop.  

3.3 The Proposed Algorithm 

Since the majority of data aggregation trees are 

produced based on remaining energy or the distance 

between sensors, hence, both parameters, namely the 

remaining energy and the distance between sensors were 

taken into consideration. As mentioned before, the 

algorithm proposed in this study for producing data 

aggregation tree is COA.  

A. Habitat structure  

Habitats provide data aggregation trees. Each habitat 

has a specific length which is appropriate for a specific 

number of available nodes in the network. The index of the 

array indicates the ID (identification) and the content of the 

array indicates the identity of its father. Figure 1 shows a 

habitat where the network includes 100 nodes. ID of the 

first node is 1 and the ID of its father is 5. Hence, the last 

node’s father is node 43. The node with the zero value was 

regarded as the workstation or the root of the tree.  
 

1 2 3 4 … 98 99 100 

5 6 21 0 … 2 54 43 

Fig. 1. Habitat structure  

The production of the initial population and the next 

generations from it with regard to the above-mentioned 

structure of the habitat will be based on the following 

conditions:  

 Each habitat should have one zero value (indicating 

workstation).  

 The content of the array should not be the same as 

its ID.  

 The content of the array has a random value between 

zero and N (N refers to the number of nodes).  

Since the features within the habitats are randomly 

produced in creating the initial population, a node will be 

selected as the father where there is no mane between 

them in the graph. Thus, the produced habitat is invalid 

and other random numbers are produced.  

B. Population 

Population refers to a set of habitats. According to 

another definition, population includes valid data 

aggregation trees. For the initial population, parent nodes 

are randomly selected by acknowledging their validities.  

C. Generation  

The new generation is selected by applying egg laying 

operation and migration. The best habitat is selected 

based on the fitness function so that it is transmitted to the 

next generation.  

1. Egg laying  

In COA, the new generation is selected after the egg 

laying operation. Then, in the next stage, cuckoos move 

towards the optimal response with a little change. For 

using the positive characteristics of habitats, the operators 

are used in this way: each cuckoo randomly lays some 

eggs in the nest of the host bird which is located in the 

ELR (egg laying range) distance from it. Then, the profit 

function is determined for all the cuckoos. The best 

cuckoos with appropriate positions are selected according 

to the maximum number of cuckoos and are transmitted 

to the next generation. The remaining cuckoos which 

have less profit are destroyed. ELR (maximum egg laying 

range) is specified via equation (1):  
 

       
                                   

                    
        

              (1) 
 

In this equation,       refers to the maximum number 

of each cuckoo’s eggs,        denotes the minimum 

number of each cuckoo’s eggs and   is a variable which 

adjusts the maximum value of ELR.  

2. Migration 

If only the egg laying operator is used for benefiting 

from the good features of habitats, the problem of 

premature convergence might occur. Hence, for 

preventing this problem and using the entire space for 

search, we use the migration operator. That is, when 

cuckoo chicks grow up and become mature, they live in 

the environment and their own groups for a while. 

However, when the egg laying time is approaching, they 

migrate to better habitats where there is more chance of 

being alive. After cuckoo groups in different areas are 

established, the average profit is measured so that the 

relative optimization of each group is obtained. For 

selecting the target point inside the chosen cluster with 

more average profit, the profit of all the cuckoos inside 

this cluster is measured and the cuckoo with the highest 

profit is selected as the target point. For specifying the 

new position of cuckoos around this point, the current 

position of the cuckoos is multiplied by the movement 

coefficient of the cuckoos and the new position of the 

cuckoos inside the optimal cluster is determined. The new 

position of the cuckoos after the migration operation is 

defined through Equation (2):  
 

                                                  

                      (2) 
 

In Equation 2, F is a parameter which leads to 

deviation.  

3. Correction function  

Since different problems such as father-child, child-

father problems, habitat without workstation and circle 

production might occur in the mentioned habitat, a 

correction function will be used for detecting and solving 

these problems which will prevent the transmission of 

invalid habitats to the next generation.  

Habitat without work station: in habitat, the 

workstation has the value of zero. However, it is likely 

that no habitat has the value of zero for its content since 
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the numbers are selected randomly. The following figure 

illustrates this problem for a network with 5 nodes.  
 

1 2 3 4 5 6 

3 2 4 2 3 5 

Fig. 2. Habitat-related problem without workstation  

Circle problem: this condition occurs when the 

content of array is the same as its index. Figure 3 shows 

this problem which occurs in the habitat. 
 

1 2 3 4 5 6 

3 1 6 4 3 5 

Fig. 3. Circle problem  

Father-child and child father problems: these 

problems occur when child a belongs to father b and 

when child b belongs to father a which is depicted in the 

following figure. 
 

1 2 3 4 5 6 

3 4 3 2 3 5 

Fig. 4. Father-child, child-father problem 

In case the circle problem occurs, one unit is added to 

the content of the array index. For solving the problem of 

residence location without workstation, zero value is 

randomly given to one of the elements of the array.  

For sorting out the father-child, child-father problems, 

we begin with the first index which has a value other than 

zero. That is, we search for the related index in the elements 

of the array; if the obtained value has an index equal to the 

previous value, the problem has occurred; otherwise, we 

continue the procedure so as to navigate all the elements of 

the array. In case this problem occurs, one unit is added to 

the content of the related element. Figure 5 illustrates a 

pseudocode of the correction function which is executed for 

each habitat and it checks that the problems mentioned in 

the previous parts do not occur. If one of these problems 

occurs, the correction function will detect and correct it.  
 

Correction function pseudo code 

1: Procedure Repair function (habitat) 

2: For each habitati  in habitat do 

3: While habitati creates a cycle do 

4:     Replace value of habitati with (value of   

habitati+1) 

5: While habitat have not a sink do 

6:           Randomly insert zero In the habitati 

7: While habitat have a problem Father-Child and 

Child-Father do 

8:    Replace value of habitati with (value of habitati+1) 

9: While habitati is not in range of board do 

10:         Replace value of habitati with other node    ID 

11: End. 

Fig. 5.Correction function pseudo code 

4. Evaluation and fitness  

The algorithm proposed in this study has two purposes. 

Firstly, the tree should be effective with regard to energy 

consumption so that nodes can have more communications 

for long-term frequencies. Secondly, the tree produced 

among the nodes should be balanced. The fitness of the 

habitats is specified through the following parameters:  

Energy expenditure rate: a sensor has different 

expenditures in producing different trees. The tree 

produced by the COA algorithm needs effective energy. It 

is preferred that each node consumes little energy in each 

communication cycle. For each i node, the energy 

consumption rate is measured through equation (3). This 

rate increases for all the sensor nodes.  
 

  
  

   
      (3) 

 

In this equation,    stands for the current energy of 

each node,     denotes the amount of energy 

consumption for receiving data packets from the child. 

    is determined through equation (4).  
 

                (4) 
 

In this equation,       denotes the required energy for 

maintaining movement and traffic within the sensors and 

K stands for the number of available bits in the packet.  

In this paper, the following generic model is used to 

account for the energy consumed during communication: 
 

                            (6) 
 

                               (7) 
 

In Equations (6) and (7), d is Euclidian distance 

between two neighbor nodes i and j,      is he 

amplification energy required to transmit a bit a unit 

distance and             is the total energy consumption 

for transmission and receiving k bits of data from node i 

to node j. For sake of simplicity, we assume that the 

energy consumed in the sleep state is negligible. 

Method of measuring ei: ei refers to the degree of 

current energy. The initial value of ei is considered to be 

1J but this value varies during the execution of the 

algorithm so that after the execution of each cycle, the 

new ei is specified via Equation 8.  
 

       -         (8) 
 

In this equation, ri stands for the remaining energy of 

the ith node after the execution of a cycle. That is, the 

remaining energy of each node at the end of a cycle is 

considered to be the current energy of it in the next cycle. 
Standard deviation of the remaining energy: after 

each cycle, the amount of energy     will be consumed 

by the i sensor (ni). For maintaining the nodes in the 

working condition, it is essential that the energy 

expenditures be distributed in a balanced way based on 

the remaining energy of the sensors. Standard deviation of 

the sensors of the data aggregation tree is regarded as an 

appropriate criterion for expressing energy expenditure 

among nodes. The lower STD (ri), the higher the network 

lifetime. The parameter of standard deviation is measured 

through equation (9): 
 

   √ 
 ⁄ ∑           

      (9) 
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In equation (6),    is determined via equation (10):  
 

   =   ⁄ ∑   
 
        (10) 

 

The distance between the sesonrs: the distance 

between the sensors is one of the parameters which can be 

taken into consideration for producing data aggregation 

tree since the closer is the father node to the children, the 

lower will be the cost of transmitting and receiving data.  
 

                  √        
           

   (11) 
 

In this Euclidean equation, (     ) denote father’s 

location coordinates and (       ) stand for the child’s 

location coordinates.  
Energy on level rate: since data aggregation task in 

the tree is done by the father nodes, hence, the higher is 

the father’s energy compared with child’s energy, the 

better it will be. For examining this issue, E parameter is 

used which is determined through the following 

procedure:   

1. E=0 (the value of this parameter is initially zero)  

2. For the correctness of the Equation
  

   
⁄   , 

one unit is added to E in one element of the array 

(E=E+1).  

Data aggregating nodes are selected based on the 

following parameters: nodes’ energy level, energy 

expenditure rate, distance between father and children 

nodes, and standard deviation of the remaining energy of 

the nodes. Based on these parameters, a degree is 

determined for each node and the node with the highest 

degree of fitness will be selected as the data aggregator. 

This grading is conducted using the following Equation:  
 

              
 

 
             

 

   
   (12) 

 

In this equation,                   denote the weight 

of the parameters and the values are considered in a way 

that they fit the units of the parameters and would be true 

in Equation (13).  
 

                 (13) 
 

Since of the parameters values of the equations were 

simulated for several times, the obtained values for the 

above-mentioned parameters are as follows:  
 

        ,         ,   =0.25,             
 

Each habitat is measured based on target function so 

that the habitat with the highest profit is transmitted to the 

next generation.  

4. Performance Evaluation 

This section shows the effect of the proposed 

algorithm on network lifetime and energy consumption. 

In the following analysis, the sensor nodes are considered 

to be uniformly and randomly placed in a two-

dimensional area. All sensor nodes are homogeneous and 

have equal, omnidirectional transmission patterns of 

range and the sink energy supply is adequate. The 

efficiency of the proposed algorithm was investigated via 

different tests and simulations which were conducted in 

MATLAB R2009a. It should be noted that the 

performance and the efficiency of the proposed algorithm 

was compared with those of GA [25], PEDAPPA [19] and 

EESR [20]. In this paper and in simulation phase, we 

assume that all nodes perform in-network data aggregation 

and all the sensor nodes in the network are static and are 

loosely synchronized to enable TDMA (time division 

multiple access) scheduling. The topology graph 

constructed from the network is connected. Weights 

associated with all the edges are positive and hence, there 

are no negative weight cycles. A node can adjust its power 

level depending on its requirements. The results for 

lifetime are obtained for the 95% confidence interval. 

The comparison of these algorithms were done in 

different dimensions of the network with respect to 

network lifetime. The simulation parameters used in 

different tests and analyses are given in table 1.  

Table 1. Parameters used in the simulation  

Parameters Values 

Initial energy 1J 

Number of sensors 100 

Packet size 1000 Byte 

Radio range 25 m 

Cuckoos’ movement coefficient 2 

Maximum egg laying radius 15 

     100 pJ/bit/   

      50 nJ/bit 

  
 

In the conducted experiments, simulations were 

proceeded until the first node was destroyed. Indeed, the 

simulations were carried out in 10 rounds and each 

experiment was executed for three times and the average 

of the three executions were taken into consideration. The 

location of the base station in all the experiments was 

considered to be at the center of the sensing environment. 

Figures 6, 7 and 8 depict network lifetime for the network 

sizes of 50m*50m, 100m*100m and 200m*200m, 

respectively. The results of the simulations indicated that 

the proposed algorithm had better performance than GA 

[25], PEDAPPA [19] and EESR [20].  

We have compared network lifetimes obtained in 

different networks with different number of sensors. As 

can be seen in the Figures, our proposed COA notably 

increases network lifetime. 
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Fig. 6. Network lifetime in sensing environment with the size of 

50m*50m 

GA [25], PEDAPPA [19] or EESR [20] does not 

consider the maximal load of all sensors, while COA 

does. Therefore, network lifetimes obtained by GA [25], 

PEDAPPA [19] and EESR [20] are shorter than network 

lifetimes obtained by COA which reduces the maximal 

load of all sensors. 
 

 

Fig. 7. Network lifetime in sensing environment with the size of 

100m*100m 

In PEDAP-PA [19], the sink needs to broadcast the 

topology of the network to all nodes in the network 

periodically; hence it consumes most energy. Due to 

fitness function of COA, it improves network lifetime in 

comparing with GA [25], PEDAPPA [19] and EESR [20]. 

 

Fig. 8. Network lifetime in sensing environment with the size of 

200m*200m 

Figure 9 shows the remaining energy of networks after 

100 rounds execution for CoA, PSO [34] (Particle Swarm 

Optimization) and ICA [35] (Imperial Competitive 

Algorithm). As Figure 9 depicts, the reaming energy for 

proposed scheme (COA) is better than PSO [34] and ICA 

[35]. Hence, the proposed scheme is energy efficient and 

improves network lifetime.  

 

Fig. 9. Remaining energy of network after 100 rounds execution 

Figure 10 shows the convergence diagram for 

proposed scheme. 

 

Fig. 10. Convergence diagram for proposed scheme (COA) 

5. Conclusions 

In this paper, a new method based cuckoo algorithm 

was proposed for aggregating data in WSNs. In this 

method, data aggregation tree was produced based on the 

following parameters: energy expenditure rate, standard 

deviation of the sensors’ remaining energy, energy on 

level rate and the distance between the sensors. The 

proposed scheme for data aggregation trees extend the 

network lifetime as compared to EESR, PEDAPPA and 

GA. It was found that the proposed algorithm can reduce 

the energy consumption of the network significantly; 

hence, network lifetime is consequently enhanced. To 

sum it up, it can be concluded that the proposed method 

has desirable performance and efficiency. As a future 

work, we would like to investigate adaptive tree structure 

frequency techniques and we would like to use the 

proposed scheme in WSNs based on software defined 

networks (SDNs) [36] technology. 
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