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Abstract  
Word Sense Induction (WSI) aims at inducing word senses from data without using a prior knowledge. Utilizing no labeled 

data motivated researchers to use clustering techniques for this task. There exist two types of clustering algorithm: 

parametric or non-parametric. Although non-parametric clustering algorithms are more suitable for inducing word senses, 

their shortcomings make them useless. Meanwhile, parametric clustering algorithms show competitive results, but they 

suffer from a major problem that is requiring to set a predefined fixed number of clusters in advance. 

The main contribution of this paper is to show that utilizing the silhouette score normally used as an internal evaluation 

metric to measure the clusters‟ density in a parametric clustering algorithm, such as K-means, in the WSI task captures 

words‟ senses better than the state-of-the-art models. To this end, word embedding approach is utilized to represent words‟ 

contextual information as vectors. To capture the context in the vectors, we propose two modes of experiments: either using 

the whole sentence, or limited number of surrounding words in the local context of the target word to build the vectors. The 

experimental results based on V-measure evaluation metric show that the two modes of our proposed model beat the state-

of-the-art models by 4.48% and 5.39% improvement. Moreover, the average number of clusters and the maximum number 

of clusters in the outputs of our proposed models are relatively equal to the gold data. 

 

Keywords: Word Sense Induction; Word Embedding; Clustering; Silhouette Score; Unsupervised Machine Learning; 

Distributional Semantic; Density. 
 

1- Introduction 

Language is a means of communication to transfer a 

concept from a producer (speaker) to a recipient (listener). 

de Saussure [1] believes that language is composed of 

„form‟ and „meaning‟. „Form‟ which is tangible and 

recordable can be represented by a phonological or 

orthographic system; and „meaning‟ which is abstract is 

very difficult to capture. The general learning process of 

humanbeings is that they use inductive methods to cluster 

the information in the brain by finding similarities and 

dissimilarities of instances. Through this clustering 

approach, concepts are discovered and words‟ meanings 

(senses) are found out. For instance, the inductive process 

of human‟s brain puts the word „bank‟ in two clusters due 

to having two different meanings, which are „the financial 

place‟ and „near the river‟. Artificial intelligence and 

natural language processing aim at simulating this ability 

of human on a machine to learn a natural language. Word 

Sense Induction (WSI) is a task that causes a machine to 

induce word senses automatically from a raw data without 

using a prior knowledge or annotated data.  

Providing knowledge sources of words‟ senses for 

machines, such as the WordNet [2] and OntoNotes [3], is 

normally done manually. There are drawbacks for this 

approach. Providing such data is expensive in terms of 

both time and cost and due to the language change over 

time, updating the lexical resource and revising it require 

additional cost and time. The number of senses of an 

existing word is not consistent; therefore, a new sense may 

be added to an existing word, or the senses of an existing 

word may become outdated. Moreover, senses may change 

with respect to the domain. To overcome the drawbacks, 

WSI can be a solution to provide helpful information for 

different tasks, such as machine translation and 

information retrieval. 

Context clustering is one of the well-known 

successful approaches for WSI [4, 5, 6]. One challenge of 

this approach is choosing the appropriate clustering 

algorithm. The proposed models in the literature have 

benefited two important clustering approaches, namely 

parametric and non-parametric. Parametric clustering 

algorithms, such as partitioning K-means algorithm, 

require a predefined fixed number of clusters as an input 

parameter; while non-parametric clustering algorithms, 

such as Chinese Restaurant Process (CRP) [7] and 

Density-Based Spatial Clustering of Applications with 
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Noise [8], make decision to define new clusters. Although 

non-parametric clustering algorithms are more suitable for 

inducing word senses, the reported results in the literature 

show the superiority of parametric clustering in the field. It 

has to bear in mind that parametric clustering suffers from 

the problem of requiring a predefined number of clusters. 

In this research, we aim at addressing this problem by 

capturing the optimum number of clusters using a density 

measure. To reach the goal, we use the parametric 

clustering approach for the WSI task and try to solve its 

major problem by utilizing the internal evaluation score 

defined for measuring the density of clusters. 

Another challenge of the context clustering approach 

is the method to be used to capture the contextual 

information of words to be able to decide about their 

senses and to achieve accurate results. Distributional 

semantic representation of words, such as Word2Vec [9], 

has achieved promising results in the area of natural 

language processing, such as syntactic parsing [10, 11], 

named entity recognition [12], sentiment analysis [13], and 

WSI [5, 6, 14]. Following the successful history of 

distributional semantic representation in the tasks, we also 

benefit from this approach to capture the information of 

the surrounding words in a context to induce word senses.  

The structure of this paper is as follows: in Section 2, the 

distributional semantic representation of words and 

contexts is described. In Section 3, the previous studies on 

context clustering for WSI and the clustering algorithms 

used for this task are discussed. Section 4 explains our 

proposed models. The experimental results are reported 

and discussed in Section 5. Finally, Section 6 concludes 

the paper. 

2- Distributional Semantic Representation 

Distributional semantics is based upon the “distributional 

hypothesis”. The distributional hypothesis roots at the idea 

of Harris [15] such that the words that occur in the same 

context tend to have similar meanings. Harris believes that 

the meaning of a word is reflected from the context that 

the word is used. This idea resembles the idea proposed by 

Wittgenstein [16] who says, “the meaning of words lies in 

their use”. Firth [17] adds that “[y]ou shall know a word 

by the company it keeps”. These ideas indicate that using 

the contextual information plays a very important role in 

determining the meaning of a word. As a result, Miller and 

Charles [16] have proposed a strong contextual hypothesis 

that expresses “two words are semantically similar to the 

extent that their contextual representations are similar”. 

Based on their idea, Examples (1) to (3) nicely show that 

the words „car‟, „automobile‟, and „auto‟ are (relatively) 

semantically similar due to have (relatively) similar 

contexts. 

 

(1) He parked his new car in the parking lot. 

(2) He parked his new automobile in the parking lot. 

(3) He parked his new auto in the parking lot. 

 

To represent the contextual information of the 

distributional semantics, two general approaches are used 

[14]: (a) Bayesian methods using topic modeling 

approaches; and (b) feature-based methods using the 

vector representation of the contextual information. While 

topic modeling approaches, such as Latent Dirichlet 

Allocation [19] and Hierarchical Dirichlet Process [20], 

represented successful results in WSI, the flexibility of 

vector space models has received researchers‟ attention to 

capture multiple senses of words in the WSI framework. 

The vector space model exploited in information 

retrieval [21] has a crucial contribution to distributional 

semantics to represent information of a word and its 

context. In other words, compressing the information 

about the words and their contexts in vectors explores the 

semantic distribution of the words. In the literature, this 

way of encoding and representing word information is 

known as „word embedding‟ [9]. Computing the geometric 

distance between the vectors results in the similarity 

between the words. In Examples (1) to (3), the distance 

between the vectors of the words „car‟, „automobile‟, and 

„auto‟ is measured low; therefore, these words are 

assumed to have a similar meaning. There are several 

similarity measures to compute the vector distance, such as 

the Euclidean distance, the Cosine similarity, the Jaccard 

measure, and the Dice measure  [22]. 

Precise coding of the word‟s contextual information 

has a direct impact on the quality of finding the most 

similar words. Since the context plays a very import role, 

Peirsman and Geeraerts [23] introduced three types of 

linguistic contexts: (a) document-based model: the words 

which are used in the same paragraph or in the same 

documents are similar [24, 25]; (b) syntax-based model: 

words are compared according to their syntactic relations, 

more precisely using the dependency relations [26, 27, 28, 

10], or the combinatory categorial grammar [29]; and 

(c) word-based model: words are modeled based on their 

word-word co-occurrence within a window size. These 

word co-occurrences resemble the „bag-of-words‟ model 

[25]. 

In recent studies, the word embedding approach has 

been taken into the consideration to build the words‟ 

vectors. The promising results that this approach obtained 

caused researchers to propose different techniques to 

achieve high quality vectors. As a result, two different 

approaches have been widely studied recently to model the 

contextual information: (a) using the matrix decomposition 

techniques, and (b) using the neural network-based 

techniques. GLObal VEctor representation (GloVe) [30] is 

an unsupervised learning method that follows the former 

approach to provide the distributional representation of 
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words. Continuous Skip gram (Skip-gram) and Continuous 

Bag Of Words (CBOW) models [9] use the latter approach 

to represent the contextual information of a word in a 

vector. Various toolkits are developed based on these 

approaches, such as the Word2Vec toolkit developed by 

Mikolov et al. [9]. In this paper, we use the Gensim library 

in Python
1
 to create words‟ vectors in our model. To 

capture the context of each word for clustering, we 

propose two modes within our model. We use the whole 

sentence and extract the required information of the target 

word from the sentence, thereafter called the SentContext 

mode. Additionally, we limit the local context of the target 

word to the surrounding words and extract the contextual 

information of the target word with respect to the 

neighboring words, thereafter called the WinContext 

mode. 

3- Studies on Context Clustering for WSI 

The main focus of this paper is on the WSI task that is 

performed by context clustering to distinguish senses of 

the target polysemous word. In this approach, each cluster 

determines a sense of the target word. 

Huang et al. [4] calculated TF-IDF
2
 of each word and 

used it as a weighting value in the vectors of each word. 

The K-means algorithm was used to cluster the weighted 

words‟ contexts. 

Neelakantan et al. [5] predicted each sense of a word as 

a context cluster assignment. To this end, they used the K-

means algorithm in their model, such that a fixed number 

of clusters, namely 3 clusters, was defined to run the 

clustering algorithm. 

Li and Jurafsky [6], however, proposed using CRP [7] 

as a non-parametric model to capture the senses 

dynamically. In their approach, the model decides either to 

generate a new sense for each context or to assign the 

context to an already generated sense. 

Wang et al. [31] proposed a model to use weighted 

topic modeling for sense induction. 

Amrami and Goldberg [32] extended a bidirectional 

recurrent neural network model proposed by Peters et al. 

[33] and used predicted word probabilities in the language 

model of their induction model. 

Alagic et al. [34] proposed the idea that words 

belonging to a cluster should be able to be substituted in an 

appropriate context. Based on this idea, they implemented 

a model to induce word senses. 

Correa and Amancio [35] used the complex network 

proposed by Contucci et al. [36] for context embedding 

and proposed a model to capture the structural relationship 

among contexts. 

                                                           
1
 https://radimrehurek.com/gensim/models/word2vec.html 

2
 Term Frequency-Inverse Document Frequency 

A large number of researches in this field use context 

clustering to address the problem. Both parametric and 

non-parametric methods have been studied in this field. 

The proposed models by Huang et al. [4], Neelakantan et 

al. [5], and Amrami and Goldberg [32] are the examples of 

parametric clustering; while the proposed model by Li and 

Jurafsky [6] is an example of non-parametric clustering. 

The main advantage of parametric clustering is that they 

can work with high data dimensionality; but its main 

disadvantage, as discussed in Section 1, is requiring a 

fixed number of clusters, which does not seem to meet the 

requirements of the WSI task. The advantage of non-

parametric methods is that they do not require a fixed 

number of clusters; but the disadvantage of these methods 

is their poor performance to make a decision in order to 

assign a word to a new cluster.  

As reported by Song et al. [14], a comparative study on 

parametric and non-parametric models on the 

SemEval2010 WSI task [37] shows that the K-means 

parametric model outperforms the CRP algorithm 

proposed by Li and Jurafsky [6]. As stated in Song et al. 

[14], the main reason for obtaining such results is the poor 

performance of CRP in making a decision to assign a word 

to a new cluster. While the best average number of clusters 

in the SemEval2010 gold data for the WSI task for both 

noun and verb categories is 5.04 clusters (senses), in the 

study of Neelakantan et al. [5] the K-means algorithm used 

3 clusters as the fixed number of clusters and CRP ended 

to a lesser number of clusters on average. This result 

indicates that relaxing the pre-defined number of clusters 

in K-means can further improve the performance of the 

task. 

4- Density Measure as a Clustering Criteria 

The K-means algorithm [38] is one of the most popular 

unsupervised learning algorithms to be used in various 

tasks. This clustering algorithm works based on the 

similarity within the objects of a cluster, and the 

dissimilarities between the objects of different clusters. To 

make the decision about the similarities, the distance 

between the objects is approximated. To find the best 

number of clusters, we need to evaluate the results of the 

clustering algorithm. The clustering result can be 

measured externally or internally. In the former validation, 

gold data is required; while in the latter validation no gold 

data is required and it is done in an unsupervised fashion. 

In our case, since we have no access to gold data in the 

real application runtime, the latter validation has to be 

used. 

Liu et al. [39] introduced five aspects that have impact 

on selecting appropriate internal validation measures of 

clustering: (a) the monotonicity of different internal 

validation indices, (b) the impact of noise, (c) the density 
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of clusters, (d) the clusters that are closed to each other 

(sub-clusters), and (e) the skewed distribution of data in 

clusters. In the WSI task, the most important aspect that 

should be taken into the consideration for capturing the 

number of clusters is the „density‟. The noise and the 

skewed distribution are also relevant aspects for this task, 

but we do not study them in this paper and leave them for 

further studies. 

The silhouette coefficient score [40], also called 

silhouette index, is one of the well-known metrics that 

scales the validity of the clustering result and makes a 

distinction between the clearly defined clusters and the 

vague ones. Equation (1) computes the silhouette 

coefficient score of the instance i (s(i)): 

 

(1) 

 

 

 

where a(i) is the average distance between instance i and 

all instances that are in the same cluster as i, and b(i) is the 

minimum average distance between instance i and all 

instances in clusters of which i is not a member. The value 

of the silhouette score is between 1 and -1. If the score is 

closer to 1, it determines that there is high density within 

the objects of a cluster, and the objects are well clustered. 

If the score is closer to -1, this indicates that the objects in 

the cluster are not classified well. 

Instead of computing the silhouette score for each 

individual object of a cluster, the average silhouette score 

is computed; therefore, the higher this average score, the 

higher density of the objects in a cluster and well-

clustering of the data. 

The silhouette coefficient score can provide a way to 

assess parameters to choose the optimum number of 

clusters. This property of the score is very relevant and 

useful for WSI. Using the average silhouette score makes 

it possible to have a better approximation on the number of 

clusters; i.e., for each number of clusters, we calculate 

silhouette and select the cluster number which results the 

highest value of silhouette. In our research, we use the 

silhouette coefficient score to measure the density of 

clusters for the WSI task. 

Algorithm (1) shows the pseudo-code of our proposed 

model. As can be seen in the code, four data sources as the 

input are required: (a) list of target words to induce their 

senses; (b) a raw corpus; (c) a collection of unlabeled data 

containing the target words; and (d) a set of annotated data 

where the target word is labeled in terms of its sense in the 

local context. In the first step of our algorithm, Word2Vec 

is used for representing words in the vector space model. 

In the next step, the local context of the target words 

(either at the sentence level or limited to the surrounding 

words) are extracted. Then, the context vectors of the 

target words are built from the unlabeled and labeled data 

 

Algorithm (1): Density-based our proposed WSI model 

 

Input: Target word TW 

Raw text corpus C for embedding 

Set of unannotated data UD containing TW 

Set of annotated data AD containing TW for 

evaluation 

Step1: Create words‟ vectors V of concatenated data (C 

+ UD + AD)  

Step2: Extract context (either sentence or window) of 

TW from UD and AD  

Step3: Compute TF-IDF of context words to be used as 

weights  

Step4: Create context vector for each instances of UD 

and AD based on weighted average word vector  

for i = 2 to i = t do 

Step5: Run K-means clustering algorithm on 

the created context vectors of TW  

Step6: Calculate average silhouette score Si  

if i > 2 and Si < Si-1 then 

Step7: Stop and select i − 1 as the 

optimum cluster number  

end if 

end for 

if no optimum cluster number is selected then 

Step8: select t as the optimum cluster number 

end if 
 

based on weighted average word vector. 

In the next step, the K-means algorithm is run on the 

created context vectors of a target word. K-means requires 

a predefined number of clusters. This number varies 2 to 

20 and in each experiment the average silhouette score is 

calculated. As far as the silhouette score is increasing, the 

number of clusters increases as well. The algorithm is 

stopped as soon as the silhouette score decreases. In the 

case of finding no optimum number of clusters, it halts by 

reaching the upper bound of the loop. 

This process results in the time complexity of O(nkit), 

where n is the number of instances containing the target 

word, k is the number of clusters, i is the number of 

iterations, and t is the number of trials to find the optimum 

number of clusters which starts from 2 and continues to 20 

in the worst case. It should be mentioned that the state-of-

the-art models, namely CRP and Kmeans-3, have the time 

complexity of O(n
2
) and O(nki), respectively. 

5- Experimental Result 

5-1- Data Set 

To run our experiments, we require three data sets: the 

labeled data to be used for evaluating the clustering 
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performance of each target word, the unlabeled data set to 

be used for clustering each target word, and the data pool 

for creating the vector representation of the words. To 

evaluate the clustering results and to create the clusters 

containing the target words in their contexts, we use the 

SemEval2010 data set for the WSI task [37] that is mostly 

from the news domain. In total, 100 words (50 verbs and 

50 nouns) are the target words in this data set. This data set 

contains 8,915 instances as test data with sense annotation 

and 888,722 unannotated sentences as training data. In the 

evaluation, two evaluation metrics, namely V-measure and 

F-measure, are used. These two metrics are explained in 

Section 5.3. 

The data that we use for creating word vectors is The 

Westbury Lab Wikipedia Corpus developed by Shaoul and 

Westbury [41]. This corpus that is freely available is 

collected from the dump of English Wikipedia articles in 

April 2010. The corpus contains almost 990 million word 

tokens of the general domain and it has been used for 

similar tasks as reported in the literature [4, 5]. It should be 

mentioned that the documents with less than 2000 

characters long are excluded from the corpus. 

5-2- Baselines 

In SemEval2010 [37] three baselines are introduced: 

(a) the Most Frequent Sense (MFS): in this baseline, all 

instances are assigned to a single cluster which contains 

the most frequent sense; (b) one instance per cluster, 

thereafter named 1S1C: in this baseline, each instance is 

assigned to a separate cluster; therefore the number of 

clusters is equal to the number of instances; and 

(c) random baseline where an instance is randomly 

assigned to a cluster. The randomization can be done more 

than once, so that the average result is considered as the 

final result. In experiments, randomization has been done 

five times and the average result of the experiments is 

reported. 

Moreover, we use three state-of-the-art models, namely 

the CRP model proposed by Li and Jurafsky [6], the K-

means-3 cluster which assumes 3 senses for each word 

proposed by Neelakantan et al. [5], and the SemEval2010 

Average Participants that is the average system 

performance of the 26 groups participated in the 

SemEval2010 WSI task. Furthermore, the state-of-the-art 

models are considered as additional baselines to compare 

with the clustering performance of our proposed model. 

5-3- Evaluation Metrics 

To evaluate the accuracy of the clustering performance, 

various metrics are proposed. VanRijsbergen [42] 

proposed F-measure as a metric for evaluating external 

clustering. Dom [43] and Meila [44] proposed using an 

entropy-based approach to evaluate how good the 

clustering result is. Additionally, Rosenberg and 

Hirschberg [45] proposed V-measure as another entropy-

based approach. This metric is a harmonic mean of 

evaluating both internal and external clustering. Among 

the metrics in the literature, F-measure and V-measure are 

frequently used which are explained in more detail. 

F-measure proposed by VanRijsbergen [42] is the 

metric for computing the accuracy of information retrieval 

as in Equation (2): 

 

(2) 

 

 

 

where P is precision, R is recall, and β is a weighting 

parameter. If β > 1, more weight is assigned to recall, and 

in case β < 1, more weight is assigned to precision. If  

β = 1, precision and recall are considered equally. 

Equations (3) and (4) compute precision and recall, 

respectively. In all equations, K is the CLUSTER set, 

which is the hypothesized clusters from the clustering 

output and C is the CLASS set, which is the correct 

partitioning of the data; i.e., for a target dataset with N 

elements, we have two partitions: the guess partition K, 

and the gold partition C. 

 

(3) 

 
(4) 

 

  

 

 

where nij is the number of members of class ci  C that is 

the element of cluster kj  K. 

V-measure computes the harmonic mean of 

homogeneity, h, and completeness, c, of clustering to 

capture the clustering success as computed in Equation (5): 

 

(5) 

 

 

Homogeneity means that in each CLUSTER, there are 

a few numbers of CLASSes. The best mode of 

homogeneity is when a cluster consists of only samples of 

one class. Completeness, which is the reverse of 

homogeneity, means that each CLASS is appeared in a 

few numbers of CLUSTERs. The best mode of 

completeness is when all samples of the same class are 

within a single cluster.  

As Rosenberg and Hirschberg [45] explain, 

homogeneity and completeness are formally defined as: 
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(6) 
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(7) 

 

 

 

 

 

where 

 

 

 

 

 

 

 

C={ci | i = 1, …, n} is the set of CLASS, K = {ki | 1, …, m} 

is the set of CLUSTER, and N is the number of data points 

in the data set, and ack is the number of elements of class c 

in cluster k.  

The advantage of V-measure over F-measure is that in 

the evaluation, both homogeneity and completeness are 

taken into the consideration, while in F-measure, only the 

distribution of classes in clusters, i.e., homogeneity, is 

considered and it does not care about whether in each 

cluster the number of classes are minimized. This 

difference indicates that V-measure is more reliable than 

F-measure and it accurately evaluates the performance of 

the clustering result. 

5-4- Setup of Experiments 

As mentioned, we use the K-means clustering algorithm 

for our experiments. This clustering algorithm requires 

vector representation of the data; consequently, we use the 

Gensim Python library to create the vectors of the words. 

The setup of creating the words‟ vectors and to make the 

vectors as distinct as possible are as follows: (a) the Skip-

gram model is employed for building vectors to better 

capture the context; (b) to use the Skip-gram model, 

similar to Huang et al. [4], the information of the local 

context containing 8 words, 4 words before and 4 words 

after the target word, is extracted; (c) similar to 

Neelakantan et al. [5], the dimension of each vector is set 

to 300; and (d) words with frequency 5 and above are kept 

to build the vectors. The vector of the rest words is 

considered zero. In the next step, the context vectors are 

created as weighted average of words‟ vectors. Based on 

the idea proposed by Huang et al. [4], we calculate TF-IDF 

of each word and use it as a weighting value for each 

vector to compute the context vector. 

In our proposed models, two modes of input data are 

provided for the K-means algorithm. In the first mode, the 

„SentContext‟ mode, the weighted vectors of the words 

contained in the sentence are summed up to build the 

sentence vector of the target word, and then the score is 

normalized based on the sentence length. In the second 

mode, the „WinContext‟ mode, we use the limited context 

of the target word, 4 words before and 4 words after the 

target word, to build the sentence vector. The reason to 

limit the context in this mode to the 8 words is to be 

similar to the number of context words used for building 

the words‟ vector. 

The sketch of our proposed model was described in 

the pseudo-code of Algorithm (1). In our experiments, the 

data is clustered with different fixed cluster numbers in the 

K-means algorithm such that the clusters‟ number vary 

from 2 to 20 for both noun and verb categories. We 

perform clustering for each cluster number, starting from 2. 

Then for each cluster number, we compute the silhouette 

coefficient score to measure the density of clusters. As 

long as the silhouette coefficient score increases, the 

algorithm adds up to the number of clusters, and the 

clustering task is reperformed. This task is repeated, and as 

soon as the silhouette coefficient score is decreased, the 

clustering process stops, and the optimum cluster number 

with the highest silhouette score is selected as the best 

number of clusters. 

5-5- Results and Discussion 

The performance of our model is evaluated based on the 

external and internal evaluation methods. In Table (1), the 

summary of the obtained results of the external evaluation 

method including the baseline models, the state-of-the-art 

models, and the two modes of our proposed model are 

reported.  

According to the results, the 1S1C baseline 

outperformed all of the models according to V-measure 

and neither modes of our model nor the state-of-the-art 

models were able to beat this baseline. In contrast, this 

baseline obtained the lowest score according to F-measure. 

Moreover, the MFS baseline performed the worst 

according to V-measure and the best according to F-
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measure. These two baselines can be considered as a 

spectrum such that the MFS baseline (homogeneity) is the 

worst point and the 1S1C baseline (completeness) is the 

best point. This indicates that there is a trade-off between 

the two metrics, and the ultimate goal is to achieve a result 

that moves towards the reasonable value in both metrics.  

 
Table (1): Results of the baselines, the state-of-the-art models, and our 

proposed model  

 

The random baseline that is closer to the real 

application has obtained better results than the MFS 

baseline based on V-measure, and better than the 1S1C 

baseline based on F-measure. As can be seen in the table, 

our proposed model and three of the state-of-the-art 

models have beaten this baseline according to the V- and 

F-measure for both noun and verb categories. 

Based on the reported results, the Kmeans-3 model 

performed the best among the state-of-the-art models 

according to V-measure for both categories. 

Comparing our proposed model with the baselines for 

both categories, the two modes of our model outperformed 

the random sampling model based on both V- and F-

measure metrics. We further compared the two modes of 

our model with themselves. In general, for both categories, 

the WinContext mode obtained a better performance than 

the SentContext mode according to V-measure. The 

performance of the WinContext mode for the verb 

category is 2.1% better than the SentContext mode; while 

for the noun category, the performance of the two modes 

are relatively similar. This achievement determines that 

considering the local context of verbs can identify the 

meaning of the word; while for the nouns a wider context 

might be required which varies from one word to another. 

Comparing the two modes of our proposed model with 

the state-of-the-art models, we observed that our proposed 

model outperformed the state-of-the-art models according 

to V-measure for both noun and verb categories, while the 

F-measure is kept in a reasonable range. Our model has 

beaten the SemEval2010 Average Participants baseline 

according to F-measure as well as V-measure for both 

categories. According to the results, we can conclude that 

the density within the objects of a cluster has a direct 

impact on homogeneity and completeness in the V-

measure metric; consequently it causes to increase the 

accuracy of the clustering result. The clustering density 

property has no impact on the F-measure evaluation metric 

as seen in the results of the state-of-the-art models that 

achieved a higher F-measure score than our proposed 

model. 

Additionally, the internal evaluation of the clustering 

algorithm is performed and the average silhouette score of 

the selected clusters of the target words is computed. The 

detailed results of each target word in the gold data for 

both categories are reported in Table (2). 

We further compared the output of our proposed model 

with the SemEval2010 gold standard data in terms of 

number of identified senses, reported in Table (3). The 

average number of clusters and the maximum number of 

clusters in our proposed model have relatively obtained the 

expected results in the gold data for both categories and 

our model captures the number of senses relatively 

accurate, while in the proposed model by Neelakantan et al. 

[5] the number of senses is set to 3 which is not accurate 

compared to the gold data. As seen in this table, the 

density of clusters in both noun and verb categories of the 

SentContext mode is higher than the WinContext mode. In 

addition, the density of the clusters for the verb category in 

both modes is higher than the density in the noun category. 

One reason for this is that verbs have smaller number of 

senses; therefore the clusters are denser than nouns that 

have larger number of senses. 

6- Conclusion 

In this paper, we used the K-means clustering algorithm, 

as a parametric clustering algorithm, for the WSI task. Due 

to the nature of the parametric clustering algorithm, the 

number of clusters should be predefined that is not 

possible for the WSI task. To tackle the problem, we 

proposed a model that uses the density of the clustering 

algorithm to identify words‟ senses. To build the model, 

word embedding with Skip-gram is utilized for this task. 

In our experiments, we used the silhouette coefficient 

score to measure density of clusters and estimate the best 

number of clusters. The experimental results of the 

external evaluation metric showed that our proposed 

model has beaten the state-of-the-art models. The obtained 

results determined that the high density within the objects 

of a cluster has a direct impact on well-clustering of 

objects. Moreover, the average number of clusters and the 

maximum number of clusters in the output of our proposed 

model are relatively close to the gold data. 

 

 

 

 

 

 
Model 

V-Measure(%) F-measure(%) 

all noun verb all noun verb 

BASELINE 

Random 

Sampling 
4.4 4.2 4.6 31.9 30.4 34.1 

1S1C 31.70 35.8 25.6 0.09 0.11 0.08 

MFS 0 0 0 63.40 57 72.7 

STATE-OF-

THE-ART 

CRP 5.7 7.4 3.2 55.3 49.4 63.8 

Kmeans-3 9.8 13.5 4.3 55.1 50.7 61.6 

SemEval2010 

Average 
Participants 

6.63 7.08 5.95 8.85 9.44 10.83 

PROPOSED

MODEL 

SentContext 14.28 16.6 10.9 44.59 42.45 47.7 

WinContext 15.19 16.7 13 39.57 36.76 43.66 
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Table 2: Number of clusters of the `NOUN' and `VERB' categories in the Gold Data (GD), the output of the SentContext (SC) and WinContext (WC) 

modes along with their corresponding Silhouette score (S) 

 

NOUN  VERB 

Word GD SC SSC WC SWC Word GD SC SSC WC SWC 

access 8 5 0.044 5 0.032 accommodate 3 6 0.067 7 0.033 

accounting 5 9 0.062 5 0.037 analyze 2 3 0.074 4 0.047 

address 5 6 0.071 7 0.054 appeal 4 7 0.062 7 0.027 

air 11 5 0.073 4 0.052 apply 4 6 0.077 6 0.044 

body 14 4 0.084 6 0.029 assemble 2 5 0.066 6 0.03 

camp 7 6 0.056 8 0.024 assert 3 5 0.071 6 0.04 

campaign 4 4 0.064 5 0.039 bow 5 5 0.063 5 0.067 

cell 6 3 0.157 5 0.06 cheat 2 4 0.077 3 0.078 

challenge 10 3 0.076 3 0.053 commit 3 4 0.091 3 0.089 

chip 5 4 0.108 4 0.082 conclude 4 4 0.083 7 0.038 

class 6 5 0.041 6 0.024 cultivate 4 6 0.069 4 0.064 

commission 8 5 0.063 4 0.039 defend 2 3 0.139 3 0.074 

community 7 10 0.041 7 0.025 deny 3 4 0.081 9 0.04 

dealer 7 4 0.093 5 0.051 deploy 2 8 0.07 8 0.049 

display 5 4 0.075 11 0.022 divide 5 4 0.064 5 0.033 

edge 10 3 0.082 6 0.028 expose 2 4 0.072 6 0.049 

entry 8 4 0.073 5 0.03 figure 5 6 0.041 7 0.033 

failure 7 13 0.077 5 0.056 frame 4 3 0.132 7 0.059 

field 6 6 0.071 6 0.048 happen 4 9 0.026 4 0.024 

flight 7 4 0.068 9 0.019 haunt 2 9 0.034 5 0.049 

foundation 3 8 0.064 7 0.037 insist 2 5 0.062 6 0.02 

function 6 3 0.136 6 0.037 introduce 3 5 0.082 6 0.033 

gap 7 8 0.057 4 0.05 lay 6 7 0.087 9 0.042 

gas 6 6 0.064 5 0.042 level 4 5 0.059 3 0.104 

guarantee 10 9 0.052 10 0.032 lie 4 3 0.083 4 0.063 

house 13 7 0.051 5 0.038 mount 5 5 0.097 4 0.066 

idea 6 7 0.033 10 -0.002 observe 4 4 0.091 7 0.055 

innovation 5 12 0.019 4 0.044 operate 2 5 0.05 6 0.032 

legislation 4 4 0.04 5 0.024 owe 3 5 0.086 5 0.054 

margin 7 7 0.054 7 0.048 pour 4 4 0.156 6 0.066 

mark 5 7 0.094 4 0.031 presume 2 7 0.071 4 0.102 

market 4 7 0.028 9 0.009 pursue 2 6 0.067 5 0.043 

mind 8 5 0.062 6 0.035 question 2 6 0.056 8 0.036 

moment 9 6 0.076 7 0.047 reap 2 6 0.095 10 0.129 

movement 7 3 0.122 3 0.045 regain 2 4 0.093 4 0.049 

note 6 4 0.083 3 0.1 relax 3 3 0.115 4 0.064 

office 6 5 0.072 4 0.046 reveal 2 3 0.083 4 0.04 

officer 8 3 0.092 10 0.013 root 4 6 0.072 4 0.077 

origin 5 4 0.1 6 0.023 separate 2 7 0.086 3 0.072 

park 9 6 0.059 7 0.024 shave 2 7 0.055 6 0.059 

promotion 5 4 0.084 5 0.057 signal 2 5 0.076 3 0.086 

rally 7 6 0.061 5 0.024 slow 2 4 0.106 6 0.019 

reputation 11 5 0.089 5 0.047 sniff 3 7 0.063 4 0.089 

road 5 4 0.092 4 0.042 stick 4 7 0.042 5 0.056 

screen 9 5 0.065 5 0.035 straighten 3 7 0.096 5 0.076 

shape 7 4 0.089 6 0.044 swear 5 6 0.054 4 0.067 

speed 4 6 0.072 4 0.056 swim 2 5 0.065 3 0.09 

television 4 8 0.05 10 0.038 violate 2 4 0.095 4 0.077 

threat 8 6 0.027 7 0.026 wait 2 3 0.097 4 0.061 

tour 8 6 0.035 8 0.022 weigh 6 5 0.089 5 0.077 

 

 

 

 



 

Journal of Information Systems and Telecommunication, Vol. 8, No. 1, January-March 2020 

 

 

 

23 

Table 3: Comparing the Average Number of Clusters (ANC) and 

Maximum Number of Clusters (MNC) along with the Average Silhouette 
Score (ASS) in gold data and our proposed model for both noun and verb 

categories 

 

Model 
ANC MNC ASS 

Noun Verb Noun Verb Noun Verb 

SemEval2010 

gold-data 
6.96 3.12 14 6 - - 

SentContext 5.64 5.22 13 6 0.07 0.078 

WinContext 6.03 5.26 11 6 0.038 0.057 
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