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Abstract  
The image super-resolution (ISR) process provides a high-resolution (HR) image from an input low-resolution (LR) image. 

This process is an important and challenging issue in computer vision and image processing. Various methods are used for 

ISR, that learning-based methods are one of the most widely used methods in this field. In this approach, a set of training 

images is used in various learning based ISR methods to reconstruct the input LR image. To this end, appropriate 

reconstruction weights for the image must be computed. In general, the least -squares estimation (LSE) approach is used for 

obtaining optimal reconstruction weights. The accuracy of SR depends on the effectiveness of minimizing the LSE problem. 

Therefore, it is still a  challenge to obtain more accurate reconstruction weights for better SR processing. In this study, a 

Grasshopper Optimization Algorithm (GOA)-based ISR method (GOA-ISR) is proposed in order to minimize the LSE 

problem more effectively. A new formulation for the upper bound and the lower bound is introduced to make the search 

process of the GOA algorithm suitable for ISR. The simulation results on DIVerse 2K (DIV2K) dataset, URB AN100, 

BSD100, Set 14  and Set 5 datasets  affirm the advantage of the proposed GOA-ISR approach in comparison with some other 

basic Neighbor Embedding (NE), Sparse Coding (SC), Adaptive Sparse, Iterative Kernel Correction (IKC), Second -order 

Attention Network (SAN), Sparse Neighbor Embedding and Grey Wolf Optimizer (GWO) methods in terms of  Peak Signal-

to-Noise Ratio (PSNR) and  Structural Similarity Index Measure (SSIM). The results of the experiments show the superiority 

of the proposed method comparing to the best compared method (DWSR) increases 8.613 % PSNR. 
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1- Introduction 

The super-resolution (SR) process creates a high-resolution  

(HR) image using low-resolution (LR) images[1]. In other 

words, it converts LR images to HR images [2]. This 

process has been used in HDTV [3], image manipulation 

[4], face recognition [5], medical imaging [6], remote 

sensing [7], and monitoring [8]. In general, image SR 

methods can be divided into three categories: interpolation-

based methods [9, 10], reconstruction-based methods [11, 

12], and learning-based methods [13, 14]. In interpolation-

based methods and reconstruction-based methods, only the 

features of the input LR images are used to produce a HR 

image. In learning-based methods, however, the 

information of external images along with input LR image 

is used to produce HR image [15]. Learning-based methods 

have received more attention in recent years due to their 

superiority for the SR process. [15-18] 

Learning-based SR methods can be classified into two 

categories: global image-based approaches and local patch-

based approaches [19]. In global image-based approaches, 

the entire content of the input LR image is used, whereas in 

the local patch-based approaches, the content of the input 

LR image is divided into several parts, and each part is used 

separately to recover the HR image. Local patch-based 

methods are more suitable than global based-methods for 

image reconstruction. [20, 21] 

In [22], a local learning-based method was presented for the 

SR image processing task. In this method, a local training 

set was developed according to the similarity between the 

training samples and the test sample, and the local 

regression function was used on the local training set. 

In [23], local and non-local learning-based methods of LR 

images were proposed for the SR process. In this method, 

the non-local mean filter was used for the non-local 
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learning, and the regression of the steering kernel was used 

for local learning. 

In [24], the multi-scale similarity learning method was 

presented for the SR process. In this approach, the input LR 

image patch was first iterated several times at the same scale 

and also across different scales. Then, HR-LR patch pairs 

were created to preserve details, using the original LR input 

and its down-sampled version to extract similarities at 

different scales from the images. The neighbor embedding 

algorithm was finally used to estimate the relationships 

between LR and HR image pairs. 

In [25], a  joint SR model was proposed, which had the 

advantages of the external and the internal SR methods. 

Two loss functions, (sparse coding-based external samples 

and epitomic matching-based internal samples) were used 

in this method. 

In [26], a  new local learning method, which was based on 

the kernel ridge regression (KRR), was presented for the SR 

process. Gabor filter was used to extract texture information 

from LR patches as features. Then, each input LR feature 

patch was used by the K-nearest neighbor algorithm to 

create a local structure. Finally, the KRR was used to map 

the input LR feature patches to HR feature patches in the 

local structure. 

In [27], an SR approach was proposed based on extreme 

learning  machine (ELM). In the training phase of 

algorithm, the high-frequency components of the original 

HR images were given as target values and the image 

features of the LR images were imported to the ELM to 

learn a model. In this method, the details and fine structures 

in LR images were reconstructed well. 

In [28], a  new method based on non-negative neighbor 

embedding was presented for the SR process. In this 

method, a dictionary containing patches of LR images and 

patches of HR images was used for training. Each LR 

feature vector in the input image was expressed as the 

weighted combination of its K nearest neighbors in the 

dictionary; the corresponding HR feature vector was 

reconstructed under the assumption that the local LR 

embedding was preserved. 

In all these learning-based methods, the optimal 

reconstruction weights are obtained by calculating the least-

squares error between the input LR image and training LR 

patches, and then the generated weights are applied to the 

same HR training patches to reconstruct the output HR 

patch. All reconstructed HR patches are finally combined 

together to create a complete HR image. The accuracy of 

SR depends on the effectiveness of minimizing the least-

squares error problem. Therefore, it is still a  challenge to 

obtain more accurate reconstruction weights for better SR 

processing. The various meta -heuristic algorithms 

introduced so far can be used for obtaining the weight value 

for the optimum reconstruction. The grasshopper 

optimization algorithm (GOA) [29] is one of these methods. 

This algorithm was introduced by Saremi [29] based on the 

cooperative behavior of grasshoppers in 2017. The GOA 

has been widely used in various applica tions, such as the 

digital watermarking [30], cancer classification [31], and 

medical image fusion [32]. Compared to other meta-

heuristic algorithms, including Genetic Algorithm (GA) 

[33], Particle Swarm Optimization (PSO) [34, 35], Firefly  

Algorithm (FA) [36, 37], Bat Algorithm (BA) [38], and 

Gravitational Search Algorithm (GSA) [39, 40], this 

algorithm can avoid local optima, showing a good balance 

between exploration and exploitation, due to the high 

amount of exploitation and convergence features. These 

advantages encouraged the proposal of the GOA for the 

optimal reconstruction weight value in the SR process. 

The rest of this study are organized as follows. Section II is 

dedicated to a review of GOA. In Section III and Section 

IV, the proposed method and the simulation results are 

presented respectively. Section V represents the 

conclusions of the study. 

 

2- Grasshopper Optimization Algorithm (GOA) 

As chewing herbivorous insects, grasshoppers are one of the 

largest groups among all those creatures. The unique aspect 

of a cloud of grasshopper is that the group life behavior can 

be observed in both adult and infant grasshoppers. Millions 

of newborn grasshoppers jump and move like spinning 

cylinders. As they become older, they form a group in the 

air. This is how grasshoppers migrate over long distances. 

The main characteristic of these groups in the larval stage is 

the slow movement and small steps of the grasshoppers. In 

contrast, prolonged and sudden movement is a key feature 

of these groups among older grasshoppers. Searching for 

food resources is an important feature of group life among 

grasshoppers [41]. The life of these insects and their group 

search for food were the inspirations for generating the 

GOA. Nature-inspired algorithms generally split the search 

process into two phases: the exploration and the 

exploitation. In the exploration phase, search agents are 

stimulated to move abruptly while tending to passage 

locally during the exploitation step. These two operations as 

well as searching for the target are done instinctively by the 

grasshoppers. The mathematical model for simulating the 

group behavior of the grasshopper’s movements is 

described according to Equation (1). [29] 

i i i iX S G A= + +
 

           

(1) 

Where 
iX  defines the location of the thi grasshopper, 

iS is 

the so-called interaction computed according to Equation 

(2), 
iG is the gravity force on the thi  grasshopper, and 

iA  

represents the wind advection [41]. To provide a random  

behavior, Equation (1) is rewritten as 
1 2 3= + +i i i iX rS r G r A
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where
1r , 

2r  and 
3r are random numbers belong to [0,1] . The 

interaction is calculated using the following equation. [29] 

 

1

ˆ( ) ,
=

= 
N

i ij ijj
S s d d j i        (2) 

Where 
ijd is the distance between thi  and thj grasshoppers 

computed as = −ij j id x x , and ˆ ( )= −ij j i ijd x x d  is a  unit 

vector from the former grasshopper to the latter one. 

Moreover, s is a  function that defines the strength of social 

forces according to Equation (3). [29] 

( ) .exp( ) exp( )= − − −s r f r l r            (3) 

Where f represents the intensity of attraction, and l is the 

attractive length scale. The detailed description of the GOA 

is available in the main references [41, 42]. In an 

optimization problem involving p parameters, a  vector of 

length p is constructed, representing the position of an 

individual grasshopper within a swarm consisting of 

multiple insects. According to Equation (1), the position of 

each grasshopper in the swarm is updated, with respect to 

the mentioned factors and the optimization objective 

function in each iteration. After a specified number of 

iterations, the grasshopper with the optimal objective 

function is selected as the best answer for the optimization 

problem.  

3- Proposed Grasshopper Optimization 

Algorithm-Based Image Super-Resolution 

Method 

In this article, a  new approach based on the GOA is 

proposed to obtain optimal reconstruction weights in the SR 

process. First, each of the input LR image and LR training 

images is divided into several patches. Then, the distance 

between each input LR patch and the same patch position in 

all the LR training images is calculated according to 

Equation (4). 

2

2
,,
L

mn
L
nmn TId −=   Nn ,...,2,1=   Mm ,....,2,1=    (4)   

Where
LI and 

LT are input LR image and LR training 

images, respectively, n is the number of patches, and m is 

the number of LR training images. 

The upper bound and lower bound are then calculated 

according to equations 5 and 6 to limit the spatial range of 

searching for optimal weights. The GOA is used as the 

optimizer for the objective function in Equation (7). This 

algorithm returns the optimal weight vector mnw ,  for the 

input patch 
L

nI  calculated from the same position training 

LR patches, i.e., L
M

LLL TTTT ,13,12,11,1 ,.....,,, . The generated 

weight vectors for each patch are finally used with similar 

patches in the training HR images to reconstruct the super-

resolved patch according to Equation (8). All the H
mnI ,  

patches are combined to create the final HR image. In 

overlapping regions, the final value is the average of pixel 

values.  The flowchart and pseudo-code of the proposed 

method are shown in Fig. 1 and Fig. 2, respectively. 

1
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The 1  and 2  are adjustable parameters with fixed values. 

 
Algorithm 1: Pseudo-code of the proposed GOA-ISR method in the SR process 

Input: LR input image, LR and HR training sets: 

Output: Output HR image  

• Each LR input image and LR training images are divided 

into 4×4 size patches. 

• Each HR training image is divided into 16×16 size 

patches. 

• For    n=1                                              Nn ,...,2,1=  

Select patch L
nI  form

LI  

Compute similarity between input patch and training patches 

according to Equation (4), and they are sorted in ascending 

order in a vector then. 

Calculate the upper bound and lower bound according to 

equations (5 and  6) 

Call the GOA with cost function: 

Obtain the optimal from the GOA mnw ,   

Create HR patches using training HR patches and optimal 

weights 

• End for 

• Combine all the H
mnI ,  patches to make the final HR 

image 
Fig. 1. Pseudo-code of the proposed GOA-ISR method in the SR process 
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Fig.2.  Description of the proposed GOA-ISR method First, optimal 
reconstruction weights are achieved by expressing an input patch in-

terms of training LR patches using proposed GOA-ISR. Then, generated 
weights are applied to counterpart HR training patches for reconstructing 

the output patch. Finally, all reconstructed patches are joined to build a 
complete final HR image 

 

4- Implementation and Examination of the 

Results 

In this section, a  comprehensive evaluation of the proposed 

GOA-ISR method is conducted, comparing it against 

existing methods, including Bicubic [9], Neighbor 

Embedding (NE) [43], Sparse Coding (SC) [44],  Iterative 

Kernel Correction (IKC) [45], Sparse Neighbor Embedding 

[46], Adaptive Sparse [47], Second-order Attention 

Network (SAN) [48], and Grey Wolf Optimizer (GWO) 

[19]. All of the experiments are performed using 

MATLAB® 2019A software on a personal computer with 

an Intel Core i7 processor and 16G RAM. Two databases 

are used in order to examine the capability of the suggested 

GOA-ISR method. The database of natural images includes 

thousands of high-quality and low-quality images [44]. The 

DIV2K database is published by Timofte et al. for ISR [49]. 

DIV2K consists of 800 training images, 100 validation 

images, and 100 test images. 

 

4-1- Evaluation Criteria 

To evaluate the effectiveness of the proposed GOA-ISR 

method in IRS, peak signal-to-noise ratio (PSNR)[50] and 

structural similarity index measure (SSIM)[51] can be used 

besides the subjective visual appearance. 
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Where, oI and rI  are the original and the reconstructed 

images, respectively; m and n are the height and width of 

the image; o and r are mean intensities of images 

(original and reconstructed images); o , and r  

represent the standard deviation of original and 

reconstructed image, respectively; or  is the covariance of 

images; 1c and 2c are constants that 1c  is 0.01 and 2c is 

0.03.  

4-2- Experimental Results 

 In these experiments, the algorithm parameters are selected 

as constant in order to prevent the selection of the 

parameters’ values from affecting the results of SR process 

(Table 1). The test and training sets are completely non-

overlapped. For HR images, the patch size and overlap 

between patches are set to 16 × 16 and 12 pixels, 

respectively. Similarly, it is set to 4×4 and 3 pixels, 

respectively, for LR images. Four sets of tests are done as 

follows: The qualitative performance of the proposed 

method is checked in the first set; the quantitative 

performance of the proposed method is examined in the 

second set; and the performance of other meta -heuristic 

algorithms for the SR process is examined in the third set. 

The performance of the proposed method is checked on 

different databases in the fourth set. 

 

 
Table 1. Parameter values in different methods 

Algorithm Parameters Value 

GWO[19] 
a 

Population size 
Maximum iteration 

2 to 0 
100 
100 

NE[46] K 12 

Sparse 
Neighbor 

Embedding[46] 

min  


 

b  

0.0001 
 

4 
0.9 

FA 

  

0  

 
  

1 
 

1 

 
0 to 1 

   

  
 

  
  

 

  
  

 

 

LR Training Images  
Input LR Image 

. . .  

Optimal weight vector calculation by 

proposed GOA - ISR 

𝑤1  𝑤2  𝑤𝑁  

   

  
 

  

  
 

  

  
 

 

HR Training Images 
Final HR Image 

. . .  

𝑤1  𝑤2  𝑤𝑁  

P 

P PP

P 

P P P P 



    
Azad, Ghaderi & Agahi, GOA-ISR A Grasshopper Optimization Algorithm  for Improved Image Super-Resolution 

 

 

245 

PSO[19] 

w 
c1 

c2 

Population size 
Maximum iterations 

0.9 to 
0.2 

2 to 0 
0 to 2 

100 
100 

GSA[52] 

  

0G  

c1 

c2 
Population size 

Maximum iterations 

5 
100 

2 to 0.1 
0 to 1 

100 
100 

GOA 
Population size 

Maximum iteration 
100 
100 

GOA-ISR 

Population size 
Maximum iteration 

1  

2  

100 

100 
0.8 
0.1 

 

4-2-1- Qualitative Investigation of the Proposed GOA-

ISR Method Performance  

 

 

 

 

 

In this experiment,  natural images [44] are used to 

qualitatively check the performance of the proposed GOA-

ISR method in the SR process, and an example of SR results 

using the proposed method is shown in Fig. 3. 

  
(a) 

  
(b) 

 
(c) 
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(d) 

 
(e) 

 
(f) 

Fig. 3.  Results of different methods of SR process, (a) Bicubic[9]  (RMSE=4.18 ),(b) NE [43] (RMSE=4.23), (c) SC[44] (RMSE=4.03), (d) IKC [45] 
(RMSE=3.52), (e) Proposed GOA-ISR method (RMSE=3.21)  (f) Ground truth 

 

As shown in Fig. 3, the SR process in the Bicubic and NE 

methods has created artifact edges, while the SC method has 

caused the removal of sharp edges and blurring. IKC 

method has fewer artifact edges than Bicubic and NE 

methods, and thus, this method performs better than the 

Bicubic and NE methods in the SR process. Sharp edges in 

the proposed GOA-ISR method are recovered better than in 

other methods and have much clearer details with less 

artifacts. The image of the proposed GOA-ISR method is 

very close to the ground truth image, which indicates the 

proper performance of the proposed method. 

 

4-2-2- Quantitative Investigation of the Proposed GOA-

ISR Method Performance  

In this experiment, 20 images from the DVI2K database 

were used to check the quantitative performance of the 

proposed GOA-ISR method, and the results are shown in 

Table 2. 
Table 2. Quantitative results of SR methods 

IMAG

E 
   

Sparse 

Neighbo
r 

Embedd
ing[46] 

Adapt

ive 
Spars
e[47] 

GW

O[19] 

SAN[

48] 

DWS

R[53] 

Prop

osed 
GOA
-ISR 
meth

od 

PSNR(d
B)    

SSIM 

PSNR
(dB)    

SSIM 

PSNR
(dB)   

SSIM 

PSNR
(dB)    

SSIM 

PSNR
(dB) 
SSIM 

PSNR
(dB)     
SSIM 

Image 
1 

19.44       
0.691 

26.37      
0.821 

27.31     
0.801 

31.10     
0.890 

32.20 
0.897 

34.72   
0.945 

Image 

2          

17.84      

0.704 

20.24      

0.685 

23.40     

0.806 

26.91     

0.831 

28.37 

0.871 

32.56   

0.923 

Image 
3 

21.52       
0.715 

26.11      
0.847 

25.16      
0.812 

28.53     
0.834 

26.08 
0.786 

31.87   
0.909 

Image 
4 

17.81       
0.702 

24.71      
0.834 

24.02      
0.791 

29.09     
0.856 

33.11 
 0.905 

34.39   
0.934 

Image 
5 

16.61       
0.566 

21.42      
0.739 

21.75     
0.725 

27.30     
0.871 

32.42 
0.930 

34.33   
0.935 

Image 
6 

19.89       
0.722 

26.89      
0.813 

25.63     
0.835 

28.38     
0.835 

32.24 
0.896 

35.32   
0.940 

Image  

7 

18.78       

0.706 

22.87      

0.835 

24.74     

0.829 

27.75     

0.845 

32.84 

0.891 

34.96  

0.925 

Image  
8 

20.81       
0.714 

23.30      
0.833 

25.72     
0.823 

28.24     
0.847 

29.75 
0.90 

33.23   
0.926 

Image  
9 

21.63       
0.736 

27.73      
0.848 

28.45     
0.837 

31.13     
0.897 

32.48 
0.92 

33.0 5  
0.933 

Image 

10 

20.90      

0.7303 

23.45      

0.821 

27.23     

0.849 

28.49     

0.869 

31.54 

0.88 

33.89   

0.939 

Image 
11 

17.28       
0.651 

22.83      
0.811 

22.78     
0.786 

28.45     
0.837 

32.23 
0.896 

34.40   
0.929 

Image 
12 

16.58       
0.645 

22.61      
0.810 

21.94     
0.772 

27.86     
0.842 

32.02 
0.893 

33.89  
0.931 

Image 
13 

19.37       
0.716 

25.17      
0.806 

25.12     
0.830 

28.05     
0.835 

28.74 
0.857 

31.74  
0.913 

Image 
14 

20.48        
0.675 

26.09      
0.830 

25.84     
0.798 

21.74     
0.690 

29.17 
0.843 

31.45   
0.917 

Image 

15 

26.00       

0.702 

25.96      

0.667 

23.14     

0.657 

24.52     

0.722 

31.35 

0.883 

32.49   

0.931 

Image 
16 

20.87       
0.628 

24.23      
0.821 

22.31     
0.812 

23.61     
0.718 

30.69 
0.910 

32.83  
0.925 

Image 
17 

21.20       
0.723 

27.24      
0.850 

26.84     
0.855 

28.06     
0.846 

29.09 
0.889 

33.60  
0.938 

Image 
18 

18.02       
0.691 

20.31      
0.791 

22.34     
0.762 

25.03     
0.763 

30.38 
0.786 

32.19  
0.873 

Image 
19 

19.31       
0.701 

24.03 
     

0.892 

23.62     
0.780 

26.82     
0.820 

28.01 
0.871 

29.34  
0.908 

Image 
20 

17.98       
0.618 

23.79      
0.810 

24.05     
0.742 

28.49     
0.858 

29.21 
0.861 

 34.38  
0.943 

 

   As seen in Table 2, the sparse neighbor embedding 

method has a weaker performance than the other methods, 

but the GWO and SAN methods have an acceptable 

performance in the SR process. The quantitative evaluation 

results show that the performance of the proposed GOA-

ISR method is better than other methods, such as the SAN 

method. 

4-2-3- Investigating Other Meta-Heuristic Algorithms 

in the SR Process 

In this test, other meta -heuristic algorithms, such as Particle 

Swarm Optimization (PSO) and Gravitational Search 

Algorithm (GSA), and Firefly Algorithm  (FA) are used to 

recover the weight value in the SR process. The DVI2K 

database is used in this study.  

 
Table 3. The results of the SR process on meta-heuristic algorithms 

Algorithms PSNR(dB) 

PSO 16.23 



    
Azad, Ghaderi & Agahi, GOA-ISR A Grasshopper Optimization Algorithm  for Improved Image Super-Resolution 

 

 

247 

GSA 18.71 

FA 19.08 

GOA 22.43 
Proposed GOA-ISR Method 24.19 

 

As seen in Table 3, the value of PSNR in GOA and the 

proposed GOA-ISR methods are better than that in other 

meta-heuristic algorithms, such as PSO, GSA, and FA. The 

effective and better performance of this algorithm has been 

proven against other meta -heuristic algorithms [54]. The 

reason that the performance of the proposed GOA-ISR 

method is better than the classic GOA is that the search 

space in the proposed GOA-ISR method is limited, and the 

local optimum is prevented from getting stuck by providing 

upper bound and lower bound formulas. 

 

4-2-4- Checking the Proposed GOA-ISR Method on 

Other Databases 

In this experiment, URBAN100 [55], BSD100[56], Set 14 

[57] and Set 5 [28]databases were used to evaluate the 

performance of the proposed GOA-ISR method, and the 

results are shown in Fig 4 and Table 4. 

 

 
Table 4. Performance evaluation of the proposed GOA-ISR method on 

different databases 

Database Average PSNR 

URBAN100 26.43 

BSD100 27.65 

Set 14 31.24  

Set 5 30.09 

 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 4.  The results of the SR process, (a)(c) HR image ,(b)(d) Proposed 
GOA-ISR method 

 

The images of the proposed GOA-ISR method are very 

close to the HR images, which indicates the proper 

performance of the proposed GOA-ISR method (Fig. 4). 

5- Conclusion 

In this study, a new approach based on the GOA is proposed 

to obtain optimal reconstruction weights in the ISR process. 

The suggested GOA-ISR obtains optimal reconstruction 

weights for training LR images, which leads to promising 

reconstruction of HR images. In this approach, the distances 

between the training patches and input are calculated, so the 

performance of the SR process can be better compared with 

the classical GOA algorithm. In the future studies, it will be 

tried to achieve the maximum improvement of the SR 

process through using a suitable method to optimize the 

fixed parameters of the algorithm, that is, instead of the trial 

and error method, the parameters of the algorithm should be 

obtained systematically. 
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