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Abstract 
In this paper, by using a simple mathematical inequality, we derive a $ new upper bound fkr the capacity 

of$ free space optical channel in coherent case. Then, by applying general fading distribution, we obtain 

an upper bound for mutual information in non-coherent case. Finally, we derive the corresponding 

optimal input distributions for both coherent and non-coherent cases, compare the results with previous 

works numerically and illustrate that our results subsume some of previous results in special cases. 

 

Keywords: Mathematical Inequality, Capacity, Upper Bound, Free Space Optical Channel, Optimal 
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1. Introduction 

Free space optical (FSO) channel is important 

because of high transmission rate, power 

efficiency, high bandwidth and its safety. 

To design communication link with high 

performance, it is necessary to study its 

properties from information theoretical 

viewpoint. To determine channel capacity, 

optimum input distribution should be obtained. 

By considering input constraints, the optimum 

input distribution is derived. In FSO channel, for 

eye safely and physical limitations, average and 

peak power constraints are imposed on 

transmitted signal [1]. The mathematical 

representation for FSO channel is [1]: 

 

,Y HX Z       (1) 

 

Where, X is the channel input, Y is the output 

and Z is the Gaussian noise with zero mean and 

variance of σ2 or Z ~ N(0;σ2). H represents 

channel fading which has the probability density 

function f(h). The input constraints are [1]: 

, { } , ,
A

X A E X P
P

   0
  (2) 

Where A is the peak-amplitude limit and P is 

the average power limit and ρ is the ratio of 

optical peak to average power. 

Part of this paper was accepted at Australian 

Communication Theory Workshop 2012 

(AusCTW2012). 

The authors are with the Department of Electrical 

Engineering, Ferdowsi University of Mashhad, 

Mashhad, Iran (e-mail: arezu.rezazadeh@gmail.com; 

ghodtani@gmail.com). 

Previous Works: In [2] with constraints on 

input amplitude and power, it was shown that in 

coherent receiver, the capacity-achieving input 

distribution is discrete with a finite number of 

mass points. In other words, the input 

maximizing I(X; Y| h) is: 

0

{ ( ) : ( ) ( ), [ , ],

0, 1, , },

K

x x i i i

i

K K

i i i i

i i

P p x p x a x x x A

a a K Z P x a






 

   

   



 
  (3) 

Where δ(x) is the delta function and Z+ is the 

set of positive integers. The number of mass 

points is K + 1, where ai and xi are the 

amplitudes and positions of the ith mass points, 

respectively [1], [2]. 

In [1] instead of maximizing mutual 

information, source entropy is maximized for the 

capacity of FSO channel. 

In [3] under non-negativity and average 

optical power constraints lower and upper 

bounds for I(X; Y|h = 1) are derived. The lower 

and upper bounds are derived by maximizing 

source entropy and using a sphere packing 

argument respectively. 

In [4] bounds for I(X;Y|h = 1) are derived by 

using a dual minimax problem (instead of 

maximizing the mutual information over 

distributions on the channel input alphabet, 

average relative entropy is minimized over 

mailto:ghodtani@gmail.com
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distributions on the channel output alphabet). At 

high-power regime, a lower bound for I(X; Y|h = 

1) is also proposed by using the entropy power 

inequality. 

In [5] by considering Gaussian maximum 

entropy for H(Y|h), an upper bound for I(X; Y|h) 

has been derived. Then by averaging over the 

gamma-gamma atmospheric turbulence for h, an 

upper bound for I(X;Y) (non-coherent case) has 

been determined. 

Our Work: In this paper, we derive a new 

upper bound for the capacity of FSO channel in 

both coherent and non-coherent cases and 

determine the corresponding optimum input 

distributions for these two cases. 

 As pointed before, for additive noise with 

input peak and power constraints, the optimum 

input distribution is discrete with finite number 

of mass points [2]. Similarly for coherent case 

with these constraints, capacity achieving 

distribution is discrete with finite number of 

mass points. By considering this fact and using 

simple mathematical inequality, we determine a 

new upper bound for capacity of FSO channel. 

Then we extend the result to the non-coherent 

case with arbitrary f(h) and finally we determine 

the corresponding input distribution and compare 

the results with previous works. 

Paper Organization: This paper has four 

sections. In section II, an upper bound for 

I(X;Y|h) and the corresponding input distribution 

is found. In section III, an upper bound for I(X; 

Y ) (non coherent case) is derived by averaging 

over distribution of f(h). Then we will maximize 

the upper bound of I(X;Y) over all input 

distributions. The paper concludes in section IV. 

2. An Upper Bound for I(X; Y|h) and 

the Corresponding Input Distribution 

In this section, first we determine an upper 

bound for I(X;Y|h) and then determine the 

corresponding input distribution. For discrete-

time Gaussian channels [6], capacity can be 

expressed as: 

 

( )

( )

max ( ; )

max ( ; | ) ( ) ,

x

x

f x

f x

C I X Y

I X Y h f h dh



 
 (4) 

To reach I(X;Y), we simplify I(X;Y|h). X and 

H are independent, thus the mutual information, 

between channel input and output is [1]: 

 

2

2

( ; | ) ( | ) ( | , )

( | ) log ( | )

( | , ) log ( | , ) (5)

I X Y H h H Y H h H Y X H h

f y h f y h dy

f y h x f y h x dy

    

 






 

Where, in view of (1): 

 

 
Where N(µ,σ2) denotes a Gaussian 

distribution with mean µ and variance σ2 and 

fx(x) is the input distribution in (3). Therefore, 
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( ).H z
    

 (8)  

Since the above integral cannot be evaluated 

analytically, we will determine an upper bound 

for I(X;Y|h). 

 

A. Upper Bound for I(X;Y|h) 

In order to find an upper bound for I(X;Y|h), 

we write I(X;Y|h) in terms of ais. From (8) we 

have: 
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where, a in (9) follows from the fact that  

K

i

i

a



0

1
 and 

2
i
2

(y-hx )
-

2σ

2

1
e dy=1

2πσ


. 

Because ais are less than one, so 

( )iy hx

ia e 




2

22

 is 

less than 1. Furthermore 

 

1 log logi i i i iu u u u u       
 hence, 

( ) ( )

ln( ) ln( ).
i iy hx y hxKK

i i

i i

a e a e 

 
 

 

   
2 2

2 22 2

0 0  (10)  

Now, we can determine an upper bound for 

I(X;Y|h). From (9) and (10), the following upper 

bound is obtained. 

( ; | )I X Y H h A A h   2

1 2   (11) 

Where, 

2

1
log ( ) ( )

2

log ( ) log ,
K

e

j

j

A H z

K
a





  


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1 2

2 2

0

1

2
  (12)  

And 

log ( ) .
K K

e n
m n

n m

a
A x x



  2

2 2 2
0 =0 2  (13) 

Now we should determine the corresponding 

input distribution. 

 

B. Determining Optimum input 

distribution for upper bound of I(X;Y|h) 

Here, we determine ais such that the upper 

bound in (11), regarding the constraints, becomes 

maximum. We use Lagrangian coefficients to 

determine optimum input distribution.  
2 1 1

1 ( ) ( ).i i iJ A A h a a x P       1 21 2 1
 (14) 

To solve the optimization problem, 

considering constraints 

K

i

i

a

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0

1
 and 

K

i

i

a li P

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0 , we make 

1 0
i

J

a




 . For subset of 

input distribution with K + 1 equally spaced 

mass points i.e., xi = il, where,

A
l

K


 , we have: 

1 2

1
ia

B B


      (15) 

Where, 

2

1

2
2

( 1) ( 1)
22

2 2 2 2-( 1) ( 1) ( 1) ,
22 0

j

h
B K lK K P

Kh
K a j l K K l i i l K

j




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 
 

     
  

and 

 
Optimum input distribution which maximizes 

the upper bound in (11) is derived via (15). It is 

clear that (15) is non linear and should be 

determined numerically. In general, optimal 

input distributions are different for each A (peak 

amplitude limit), σ2 (variance of noise) and h. So 

for a given A/σ, h and ρ, optimal input 

distribution is determined numerically. By 

considering h = 1, A = 1 and σ=1 amplitude of 

mass points for, ρ= 10 and ρ = 2.5 are presented 

in Tables I and II respectively.  

In coherent case by applying h = 1, to (15) we 

compare our derived upper bound with bounds 

which are derived in [4]. For a given A/σ and ρ, 

amplitude of mass points are computed for several 

K (number of mass points), and the corresponding 

upper bounds, which are derived from (11), are 

collected in a collection. The optimum number of 

mass points correspond to the upper bound which 

has minimum distance with lower bound. Fig. 1 

illustrates the comparison between our upper 

bound (11) and bounds derived in [4]. At low A/σ, 

our upper bound is showing tighter performance 

than upper bounds which are proposed in [4]. 

Although at high A/σ there is a great gap between 

upper bounds derived from (11) and lower bound 

derived in [4], but our proposed upper bound is 

determined simply. The coherence time, for FSO 

channel is on the order of 1-100 msec [1]. To plot 

figure, we consider the coherence time 1 msec. 

 
TABLE I: OPTIMAL INPUT DISTRIBUTION FOR 

COHERENT CASE 

(15), WHEN h = 1, ρ= 10 AND A/σ = 0dB 

Number of 
mass points 

a0 a1 a2 a3 a4 

K=1 0.9 0.1    

K=2 0.8505 0.0989 0.0505   

K=3 0.8181 0.0975 0.0507 0.0337  

K=4 0.794 0.0964 0.0505 0.0339 0.0253 

 

 

2

2

( - ) ( 1)
- ( 1)

22 2( ( ) - )

0

2 3- ( 1) ( 1) ( )
22 0
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TABLE II: OPTIMAL INPUT DISTRIBUTION FOR 

COHERENT CASE 

(15),WHEN h = 1,ρ= 2.5 AND A/σ = 0dB 

Number of 

mass points 
a0 a1 a2 a3 a4 

K=1 0.6 0.4    

K=2 0.4307 0.3386 0.2307   

K=3 0.3409 0.2808 0.2158 0.1626  

K=4 0.2836 0.2398 0.1950 0.1563 0.1253 

 
Fig. 1. Comparison of upper and lower bounds at low A/σ 

when h = 1 and ρ= 10. 

3. An Upper bound for I(X; Y ) and the 

corresponding input distribution 

We want to compute 

( ; ) ( ; ) ( )I X Y I X Y h f h dh   and then 

maximize I(X;Y) over all input distributions. 

First we describe f(h) in terms of hyper-

geometric functions and then continue aiming at 

finding the upper bound. 

Description of f(h) in Terms of Hyper-

geometric Functions 

In FSO channel, the channel state h is the 

product of  ga ha hp, where ga is the deterministic 

path loss, ha is the random attenuation due to 

atmospheric turbulence and well modeled by a 

Gamma-Gamma distribution, and hp is the 

random attenuation due to geometric spread and 

pointing errors [1], [7], [8]. The probability 

density of h i.e., f(h) in [1] and [7] is expressed 

as: 

 
2

2

2

0

2 1

/
0

( ) ( ) ,
( ) a

h a ha a a
h A g

a

h
f h h f h dh

A g






 


 
 (16) 

Where, 

 

2 1
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   (17) 

Where Kα-β(.) is the modified Bessel 

function of the second kind, Г (·) is the gamma 

function, and 1/α and 1/β are the variances of 

small and large scale eddies respectively [1], and 

an expression for ga, γ and A0 is given in [1], [7]. 

A closed form for probability density function of 

h in terms of hyper-geometric functions, was 

computed in [8]. Considering 

( ) (1- ) csc( )s s s    , the probability 

density of h [8,eq. (13)] can be expressed as: 

2
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Where 1F2(a;b,c;z) is a generalized hyper-

geometric function with series representation: 

 

1 2

0
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( ; , ; )

( ) ( ) !
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k

k k k

a z
F a b c z

b c k
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
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Here (.)k represents the Pochhammer symbol, 

which is defined by 

 

(z)0= 1 and (z)n= z(z+1)(z+2)...(z+n−1)= 

Γ(z+n)/Γ(z). 

We expressed f(h). Now, we can determine 

an upper bound for I(X;Y). 

 

Maximizing the Mutual Information and 

Determining an Expression for the Input 

Distribution 

 

First we compute the following expression, 

then we determine ais, (with considering 

constraints) such that the upper bound of I(X;Y) 

will be maximized. 

( ; ) ( ) ( ) .I X Y A A h f h dh 
2

1 2
 (19) 

We know that [9]: 

 

2 1 2 31
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 (20) 

Where, 
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So we can write: 
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Notice that, the integral of expectation, is 

defined from zero to constant Kc. It means that  

 

0 ch K 
 

We will see the dependence of mass points 

on this parameter (Kc) later. Considering (18) 

and (20), the upper bound for I(X; Y) can be 

expressed as: 
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and 2F3 has been defined in (21). Now, we 

maximize the upper bound of I(X; Y ) over all 

input distributions and derive an expression for 

the input. 

 

Determining Optimal input Distribution 

which Maximizes Our Upper Bound of I(X; Y ) 
 

We should determine ais such that the upper 

bound in (22), regarding the constraints, becomes 

maximum. We define J as the Lagrangian 

associated with the optimization problem. Again 

similar to previous section, to solve the 

optimization problem, considering constraints
K

i

i

a



0

1
 and 

K

i

i

a li P



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0
i

J

a





. 

For subset of input distribution with K + 1 

equally spaced mass points i.e., xi = il, where,

A
l

K


 we have: 

1 2 1 2( ) ( ).i iJ A I A I a a li P       1 2 1
  

by considering constraints 
K

i

i

a



0

1
 and

K

i

i

a li P



0 , the optimized ais 

which maximize the upper bound of I(X; Y), can 

be expressed as: 

1 2

1
ia

D D



    (25) 

Where, 
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So, the optimal input distribution, which 

maximizes the upper bound of I(X; Y ), has the 

above relation. 

It is clear that, (25) is non linear and depends 

on channel parameters. Notice that neither the 

correct 

Number of mass points (K) nor the values of 

them 

(ai) are known. The equation (25) is non 

linear and depends on the channel parameters. 

We should determine channel parameters, to 

compute ais. But due to complexity of equation 

(25), the numerical 

Calculation have been done just for K = 1. It 

can be seen easily that, when K = 1, ais just 

depend on ρ. So it is clear that they are 

independent on Kc, which is the upper limit of 

integral in computing expectation of I(X; Y |h), 

and other channel parameters. Thus, for K = 1, 

there is no need to know channel parameters. 

When K = 1, ais are determined as a function of 

ρ. By using (25) and (2), we have: 

 

1

1

0

1 0

1

1 1
,

i

i

K P a li a l

a a


 



   


  



  (26) 

 

It is the exact result, given in [1]. Farid and 

Hranilovic have shown that, for K = 1, the 

amplitude of mass points are given by the 

following 

Equation [1]: 

0 1

1 1
[ , ] [ , ].P P



 




 
For K = 1, the amplitude of mass points, for 

coherent and non coherent, are the same and 

determined from (26). 

4. Conclusion 

In this paper, by using a simple mathematical 

inequality, we determined new upper bounds for 

capacity of FSO channel in coherent and non 

coherent cases. For h = 1 we compare our results 

with previous works. At low SNR our upper 

bound shows tighter performance. For non 

coherent case, optimum input distribution 

depends on channel parameters, but for two mass 

points, optimum value of mass points are 

independent of channel parameters and just 

depend on ρ. Our results subsume some of the 

previous ones in special cases. 
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Abstract 
Effective algorithms in modern digital communication systems provide a fundamental basis for 

increasing the efficiency of the application networks which are in many cases neither optimized nor very 

close to their practical limits. Equalizations are one of the preferred methods for increasing the 

efficiency of application systems such as orthogonal frequency division multiplexing (OFDM). In this 

paper, we study the possibility of improving the OFDM modulation employing sliced multi-modulus 

algorithm (S-MMA) equalization. We compare applying the least mean square (LMS), multi modulus 

algorithm (MMA) and S-MMA equalizations to the per tone equalization in the OFDM modulation. The 

paper contribution lies in using the S-MMA technique, for weight adaptation, to decreasing the BER in 

the OFDM multicarrier modulation. For more efficiency, it is assumed that the channel impulse 

response is longer than the cyclic prefix (CP) length  and as a result, the system will be more efficient 

but at the expense of the high intersymbol interference (ISI) impairment existing. Both analysis and 

simulations demonstrate better performance of the S-MMA compared to LMS and MMA algorithms, in 

standard channels with additive white Gaussian noise (AWGN) and ISI impairment simultanously. 

Therefore, the S-MMA equalization is a good choice for high speed and real-time applications such as 

OFDM based systems. 

 

Keywords: Cyclic Prefix, Equalization, ISI, LMS, MMA, OFDM, SMMA. 
 

 

1. Introduction 

During recent years, the authors have 

designed different equalizations for different 

modulation schemes [1]. Achieving more 

efficiently orthogonal frequency division 

multiplexing (OFDM) performance, only by 

changing the equalization, is the main idea of 

this paper.  

In the most digital communication systems, 

the inter symbol interference (ISI) occurs due to 

band-limited channels or multipath propagation. 

The channel equalization is one of the techniques 

to decreasing the effect of the ISI [2]. Another 

way for the cost effective handling of the ISI 

comes at the expense of the bandwidth efficiency 

reduction caused by inserting the CP. It is 

apparent that for more efficiently, the OFDM 

modulation that can perform well at short CP 

length is highly desired [3].  

In recent years, because of the severity of 

distortion, the problem of alleviating insufficient-

CP length distortion has received a great deal of 

attention.  Following the early work in [4], where 

the authors have shorten the channel to reduce 

the complexity of maximum likelihood sequence 

estimation (MLSE), the authors in [5] propose a 

time domain equalizer (TEQ) for digital 

subscriber line (DSL) systems. In [6], the 

insufficient-CP distortion was eliminated by a 

precoder at the transmitter. Moreover, the 

precoder essentially performs a matrix inversion 

and thus is prohibitively complex. The work in 

[6] did not fully take into account the inherent 

receiver noise and the transmitter power 

constraint. For some channels, this precoder will 

result in increasing transmitter power budget and 

scaling down the precoder coefficients which 

causes a significant data rate loss. The 

complexity is then significantly reduced as 

reported in [5] but the implementation is only 

applicable for systems with zero CP and still 

suffers from the power increment problem [7]. 
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The purpose of an equalization algorithm, in 

single carrier systms, is to make the equalizer 

match to the inverse of the communication 

channel impulse response, thus opening the eye 

of the communication system and allowing for a 

correct retrieval of the transmitted symbols [8]. 

However, in the multicarrier systems a TEQ is 

usd in transmitter for shortening the channel 

impulse response length and also a per-tone 

equalizer is used in the receiver for decreasing 

the ISI. There are many different algorithms for 

updating the tap values of equalizers. The 

constant modulus algorithm (CMA) [9, 10] is 

one of these algorithms that have been used for 

quadrature amplitude modulation (QAM) signals. 

In order to improve its performance, the authors 

have been proposed the multi-modulus algorithm 

(MMA) [8]. In this work, we propose a new 

MMA algorithm i.e. sliced multi-modulus 

algorithm (S-MMA) equalization [8], for 

updating per-tone equalization [11] taps in the 

OFDM multicarrier modulation. For more 

qualifying the proposed S-MMA algorithm 

performance, we test the algorithm with Stanford 

University Interim (SUI) standard channels in the 

presence of the ISI, due to an insufficient CP 

length, and additive white Gaussian noise 

(AWGN) simultaneously. 

The paper is organized as follows. The 

OFDM modulation description is explained in 

Section 2 and analysis of the per-tone 

equalization in the OFDM modulation is 

explained in Section 3 and analysis of the CP 

insertion in OFDM modulation is described in 

Section 4 and S-MMA equalization performance 

analysis is described in Section 5. In Sections 6 

and 7, simulation results and conclusions are 

presented respectively. 

2. OFDM modulation description 

The basic idea of the OFDM is spliting up a 

high rate data stream into a number of parallel 

lower rate data sub-streams, which are 

transmitted simultaneously over different sub-

carriers [13]. The OFDM modulation is resistant 

to multipath interference and frequency selective 

fading. The OFDM systems also have a 

relatively simple receiver structure compared to 

single carrier transmission in frequency selective 

fading channels [4]. However, the OFDM 

utilizes the spectrum much more efficiently by 

spacing the channels much closer together [14]. 

The OFDM has good performances of anti-ISI, 

anti-decline, resisting interfere of narrow-band, 

fitting for asymmetrical transmission and 

robustness to multipath fading [15]. Because of 

these advantages, the OFDM has been adopted in 

both wireless and wired applications in recent 

years [16]. 

In the block diagram of an OFDM transmitter, 

as shown in Fig. 1, a sampled analog signal 

passes through an analog to digital (A/D) 

converter and then the resulting bitstream is 

divided into a number of parallel blocks with a 

serial to parallel (S/P) converter. These blocks 

are the input of the constellation mapper, which 

is basically representing segments of bits as 

spectral coefficients.  

 

 

 

 

 

 

 

Fig.1. OFDM transmitter block diagram 

The resulting sub-channels are orthogonal to 

each other as long as the CP is longer than the 

channel impulse response. Otherwise, the system 

will suffer from insufficient-CP length distortion, 

which is composed of inter carrier interference 

(ICI) and the ISI [7, 16].  

The channel is modeled so that it adds two 

forms of interference. i.e. ISI and ICI 

impairments. It is illustrated that not only ISI but 

also ICI is caused by the collapse of 

orthogonality in the received signal. As a result, 

both the channel identification and equalization 

become difficult, and the communication 

performance cannot be guaranteed [17]. The ISI 

and ICI impairments is removed by turning the 

linear convolution into a cyclic convolution via 

insertion a CP at the beginning of each input data 

stream blocks [18] - [19].  

In the receiver, as shown in Fig. 2, the 

received signal is again broken up into parallel 

blocks. The CPs are removed and then the FFT 

of each block is calculated. The equalizer 

attempts to reduce the ISI in the received signal 

and maximizes the SNR at the input of the 

decision circuit. A constellation demapper 

converts the complex values to a bit stream. 

Due to the additive noise, the received 

constellation points deviate from their location 

in the original constellation. For recovering the 

received bitstream, a nearest-neighbor 

approximation method is computed at each 

point. The blocks of bits are concatenated back 

into a single bitstream and then undergoes a 

D/A convertor and finally back to a sampled 

analog signal. 

http://cnx.rice.edu/content/m11723/latest
http://cnx.rice.edu/content/m11722/latest


 

Journal of Information Systems and Telecommunication, Vol. 1, No. 1, Jan – March 2013 9 

 
 

 

P/S 

 

 

F

E

Q 

 
 

Remove
cyclic 

prefix 

. 

. 

. 

. 

. 

 

 
 

F
F

T 

 
 

 

A/D 

 

 

 

 

Dec. 
. 
. 
. 
. 
. 

 

. 

. 

. 

. 

. 

 

3. Analysis of the per tone 

equalization in the OFDM modulation 

With the aid of inverse fast Fourier transform 

(IFFT) algorithm and appending a CP between 

the individual blocks at the transmitter and using 

the fast Fourier transform (FFT) algorithm at the 

receiver, a broadband frequency-selective 

channel is converted into a set of parallel flat 

fading sub-channels or tones [15].  

Multicarrier modulation is a powerful 

technique for providing broadband wireline and 

wireless communication to customer premises. In 

wireline applications, multicarrier systems are 

are used in discrete multitone (DMT) modulation 

in different variant DSL. Multicarrier is also used 

in wireless applications such as  OFDM defined 

in IEEE802.11a  and HIPERLAN2 standards. 

 

 

 

 

 

 

Fig.2. OFDM receiver block diagram 

Practical systems use a relatively short cyclic 

prefix and employ equalization to compensate 

for the channel effects. The OFDM receiver 

consists of a real T-tap TEQ, as shown in Fig. 3, 

for shortening channel impulse response which 

its outputs are fed to an FFT block that is 

followed by a complex 1-tap frequency domain 

equalizer (FEQ) to compensate for the channel 

amplitude and phase effects. In wireless 

applications, the goal of TEQ is bit error rate 

minimization and fast adaptation to non-

stationary environment are desired. Per tone 

equalizer is proposed in 2001 which the structure 

of a T-tap TEQ in combination with a complex 

1-tap FEQ per tone is modified into a structure 

with a complex T-tap FEQ per tone. As a result, 

each tone is equalized separately and this leads to 

a higher bit rate and reduced sensitivity to the 

synchronization delay[16].  

A crucial aspect in this process is that the 

channel impulse response length may be shorter 

or longer than the CP length. In the former, the 

ISI is removed and only the FEQ is required, 

whereas for the latter both the frequency and 

TEQ are needed [11]. The received symbol is the 

convolution of the transmitted symbol and the 

channel impulse response h=[h0,…, hL], plus 

additive noise. 

For inserting the CP to each symbol, we use 

the P matrix as bellow 
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(2) 

where INFFT is an N×N IFFT matrix that 

modulates the input symbols. Also O(1) and O(2) 

are zero matrices of size  

(N+T-1)×(N+ν-T+1-L+ν) and (N+T-

1)×(N+ν-K)  respectively.
],...,...,[

k0 Lـ
hhhh

 is 

the channel impulse response in reverse order, yi  

and ni for i= 1, 2,…, N, are 
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Fig. 3. T-tap TEQ equalizer for OFDM receiver 

 

the ith component of the received and noise 

vectors respectively. The conventional receiver 

with TEQ is based on the following operation  
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where Y matrix is a Toeplitz matrix and is 

defined as  
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(4) 

The main idea of per tone equalization is 

transferring TEQ from time domain to frequency 

domain which is performed the following 

permutation for each  tone i 

 
 (5) 

In this work, the per-tone equalizer, which is 

shown in Fig. 4, is used in the OFDM receiver 

part and instead of the well-known algorithms 

such as the LMS, the MMA and S-MMA 

algorithms are used for updating the per-tone 

equalizer taps. The CP block through a serial to 

parallel convertor, as shown in Fig. 4, is removed. 

Each CP bit and the corresponding bit are 

compared for determining the channel effects on 

the data bit stream [11, 16]. In this figure Δ=N+v 

is the OFDM symbol length, where N is symbol 

size and v is the CP length. Also Vi,l is the 

coefficient of the per-tone equalizer and finally 

↓N+v denotes down-sampling with period of 

N+v samples. The modified per tone equalizer is 

defined as 
T
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 and therefore Wi 

coefficients will be computed as 
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The Eq. (6) is written as recursive form as 

bellow 
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Fig. 4. Per-tone equalizer for OFDM receiver 

 

4. Analysis of the CP Insertion in the 

OFDM Modulation 

For considering the effects of the CP 

insertion, first we define the OFDM symbol in 

the baseband as  
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whereai,l denotes the complex symbol 

modulating of the ith subcarrier. The s[n] is a 

time rectangular window function in the interval 

[0,M], where M is the OFDM symbol period, 

and N is the number of subcarriers. 

After the CP insertion with the length of Ng, 

the lth discrete time domain of the OFDM 

symbol 
][~ nxl  will be   
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The channel impulse response with the 

channel tap weight coefficients hl and the 

symbol period T is  
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Therefore, the output of the OFDM 

transmitter will be  
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The received baseband signal at the input of 

the OFDM receiver will be as the linear 

convolution of the transmitted signal and the 

channel impulse response as bellow 
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The k'th subcarrier of the m'th demodulated 

OFDM symbol will be 

 

Fig. 5. Insertion of GI 
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It was proved [12] that the Eq. (14) will be 

rewriten as  
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In Eq. (15), the first term is the desired data, the 

second term represents the ICI caused by the other 

subcarriers belonging to the current OFDM symbol. 

Finally, the third term represents the ISI caused by 

the subcarriers of the previous OFDM symbol [12]. 

The ISI can be avoided by the insertion of a 

guard interval (GI) at the beginning of each 

OFDM symbol. The GI, with Ng length, should 

be longer than the maximum possible of the 

channel impulse response length. In order to 

avoid ICI, the last part of the OFDM symbol can 

be added to the beginning of the symbol, as 

shown in Fig. 5. This part is called the CP. After 

inserting the CP, the Eq. (15) will change to 
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which contains only the desired symbol, free of 

the ICI and ISI impairments. Therefore, by 

inserting a GI longer than the maximum delay 

spread of the channel and by cyclically extending 

the OFDM symbol over the GI, both the ICI and 

ISI eliminated completely and the channel appears 

to be flat fading for each subcarrier [11, 12].  

5. S-MMA Equalization Performance 

Analysis 

The relation between the transmitted symbol 

x(m) and the received signal u(m), as shown in 

Fig. 6, will be 

)()()(
1

0

mnimxhmu
L
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where hi is the ith tap of the channel impulse 

response with length L and n denotes the AWGN 

noise.  

 

 

 

 

 

 

 

Fig.6 .Blind equalizer block diagram 

Least mean square (LMS) is a well-known 

algorithm for updating different adaptive filter. 

For the LMS algorithm, the estimation error is 

expressed as 

        (18) 

where )(ˆ mw is the estimation of the tap-weight 

vector at iteration m and H denotes the Hermitian 

operator. In this case, the LMS cost function will 

be 
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where min
J

is the minimum mean-square error 

of Wiener filter and 
)(moε is the zero-order 

weight-error vector of the LMS filter [20]. The 

LMS tap updating algorithm is 

)()(.)()1( * memmm uww 
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where w(m) is the tap-weight vector at iteration 

m and μ is the step size and u(m) is the received 

signal vector or the LMS input vector [20].  

The CMA is a special case of Godard‟s family 

of blind equalization algorithms [21]. Its cost 

function is only amplitude-dependent, and 

knowledge about the signal constellation is 

dismissed. For signal constellation which all 

signal points have the same magnitude, the 

performance of CMA is reasonable [8]. Many 

MMA have been presented in the past to 

overcome the misadjustment caused by the CMA. 

Some of these MMA schemes, specifically for 

QAM constellations, fix the phase offset error 

without needing any rotator at the end of the 

equalizer stage. The MMA minimizes the 

dispersion of real and imaginary parts, yR and yI, 

of y(n) separately [22]. The MMA, unlike the 

CMA, ignores the cross term yRyI between the in-

phase and quadrature components. As a result, the 

MMA cost function is not a two-dimensional cost 

function and it is pseudo two-dimensional because 

it contains yR(n) and yI(n) only [8]. The MMA 

cost function and its parameters are given as  
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which yR(m) and yI(m) are the real and 

imaginary parts of y(m). The corresponding 

MMA tap updating algorithm is 
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In this paper, we propose the S-MMA for 

using in the OFDM applications which 

employing QAM signals. The S-MMA cost 

function satisfies a number of desirable 

properties, including multiple-modulus, 

symmetry, and (almost) uniformity. The S-MMA 

cost function exhibits a much lower 

misadjustment compared to CMA and MMA [8]. 

The proposed S-MMA algorithm is devised by 

embedding the sliced symbols in the dispersion 

constants [8]. The S-MMA cost function is 
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where )(ˆ mx is the predicted symbol and c is a 

positive constant. The S-MMA tap updating is 
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The S-MMA update mechanism is aware of 

the dispersion of y(n) away from the closest 

symbol )(ˆ mx  in some statistical sense. The 

performance of an equalization algorithm maybe 

measured as the bit error rate (BER), the 

convergence rate and the residual ISI[8]. In this 

paper, the performance is measured by BER 

criteria. 

6. Simulation Results 

In this work, three tap updating algorithms 

(well-known LMS, MMA and S-MMA) are 

applied to the OFDM multicarrier modulation. 

For comparison, six standard channels, SUI[1] 

through SUI[6], with length of L=18 taps and 

AWGN (with mean=0) noise are employed. For 

transmission efficiency, the CP length was set to 

be smaller than the channel length i.d. v=16, and 

hence the system had ISI impairment and 

AWGN noise simultaneously. 

For each experiment, the BER is obtained 

from the ensemble average of 1000 independent 

Monte Carlo experiments. Because the results for 

SUI[1] through SUI[6] channels are almost the 

same, we have shown the results only for SUI[1] 

in Fig. 7. It is clear that the S-MMA has a much 

lower BER than the LMS and MMA algorithms, 

especially for high SNR's.  

 
Fig.7. The effects of S-MMA on SUI[1] channel with 

AWGN noise 

7. Conclusions 

In this work, the S-MMA adaptive 

equalization was introduced for OFDM 

applications. The performance of the MMA and 

S-MMA was contrasted against the well-known 

LMS equalization in per-tone equalizer for SUI 

channels with the AWGN noise. For transmission 

efficiency, the length of the CP was set to be 

smaller than the channel length, and hence the 

system had simultaneous ISI impairment. Both 

analysis and simulations results show the gains 

and clearly verify that the S-MMA equalization, 

with an insufficient length of CP, has a lower BER 

than the most well-known LMS across all channel 

SNR‟s. Thus, the S-MMA equalization is a 

suitable candidate to replace for the LMS 

equalization in the OFDM modulation. 
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Abstract 
In current air traffic control system and especially in free flight method, the resolution of conflicts 

between different aircrafts is a critical problem. In recent years, conflict detection and resolution 

problem has been an active and hot research topic in the aviation industry. In this paper, we mapped the 

aircrafts’ conflict resolution process to graph coloring problem, then we used a prioritization method to 

solve this problem. Valid and optimal solutions for corresponding graph are equivalent to free conflict 

flight plans for aircrafts in airspace. The proposed prioritization method is based on some score 

allocation metrics. After score allocation process, how much the score of an aircraft be higher its priority 

will be higher and vice versa how much the score of an aircraft be lower its priority will be lower. We 

implemented and tested our proposed method by different test cases and test results indicate high 

efficiency of this method. 

 

Keywords: Air Traffic Control, Free Flight, Conflict Detection and Resolution, Graph Coloring 

Problem, Prioritization Method. 
 

 

1. Introduction 

Air traffic management is a very difficult, 

dynamic and complex problem [1]. Nowadays, 

the airspace management system has high flight 

capacity, therefore control of existing enormous 

volume of flights is very difficult [2, 3]. Current 

air transportation systems are faced with many 

problems. The aviation industry introduced a 

new approach called free flight for solving 

various problems in current air traffic 

management [4, 5]. Free flight or user preferred 

trajectories, is an innovative method introduced 

to improve the safety and efficiency of the 

national airspace system. Currently free flight 

method is technically practical because exist its 

required technologies. Free flight method has 

many advantages such as less fuel consumption, 

reduction of flight times, flights’ delays and 

reduction the workload of air traffic controllers. 

Despite many advantages of this method, free 

flight imposes some problems for air traffic 

management system that one of the important of 

them is the conflict problem between different 

aircrafts’ flights [6, 7]. Conflict detection and 

resolution is one of the major and fundamental 

challenges in safe, efficient and reliable air 

traffic management system. In this paper, 

conflict is defined as: ―the event in which two or 

more than two aircrafts experience a loss of 

minimum separation from each other‖ [8].  Also 

the conflict detection process is defined as: ―the 

process of deciding when conflict between 

aircrafts will occur‖, and conflict resolution 

process is considered as: ―specifying what action 

and how should be to resolve conflicts‖ [8]. 

Annually Conflicts between different aircrafts 

causes many losses for aviation industry. 

Generally many researchers have been 

presented various models to automate conflict 

detection and resolution system (e.g. in [9, 10, 

11]). In reference [8] Kuchar and Yang provided 

a review of some of proposed conflict detection 

and resolution modeling methods. Also in 

reference [12] we presented an overview of a 

number of multi-agent conflict detection and 

resolution methods. 

This paper presented a conflict resolution 

methodology for aircrafts’ flights in airspace. 

This method has high efficiency, flexibility and 

reliability. In this paper we used concept of 

graph coloring problem [13]. In fact we mapped 

congestion area to a corresponding state space 

graph. Each vertex of this graph indicates an 

aircraft in airspace and each edge of this graph 

indicates a predicted conflict between two 

aircrafts in future times. Also in this paper we 

proposed a new prioritization method for solving 
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conflicts problem. By using prioritization 

algorithm we make a priority list for aircrafts that 

exist in congestion area. In our proposed model, 

after mapping congestion area to a corresponding 

graph we used this priority order for coloring this 

graph (i.e. solving conflicts between aircrafts). A 

valid and optimal coloring for this graph is equal 

to a new free conflict flight plan. The simulation 

results indicate this algorithm has high efficiency 

and it is sound. 

The organization of this paper is as follows. In 

Section 2, graph coloring problem is described. 

Section 3 describes prioritization method. In 

Section 4 we explain our proposed model. Section 

5 discusses experiments and simulation results and 

finally in Section 6 we make some conclusion and 

present an outlook of future works. 

2. Graph coloring Problem 

Graph coloring problem (GCP) [13, 14] 

involves labeling each vertex of given graph G, 

so that no two adjacent vertices have the same 

colors. One of the goals of graph coloring 

problem is to minimize the number of colors 

used in the coloring process. Graph coloring 

problem is a practical method and is a NP-hard 

problem [15]. Graph coloring problem arises 

naturally in many real world application fields 

such as register allocation, frequency assignment, 

time scheduling, and circuit board testing. 

Assume an undirected graph G = (V, E) with 

a set of vertices V, and a set of edges E, a k-

coloring of G include assigning a color to each 

vertex of V such that no two adjacent vertices 

have the same color. In other word, a k-coloring 

of G = (V, E) can be stated as a function C from 

V to a set of colors K such that |K|=k and C (u) 

≠ C (v) whenever E contain an edge (u, v) for 

any two vertices u and v of V. The minimal 

number of colors k for which a k-coloring exists 

is called the chromatic number of G. Optimal 

coloring is one that uses exactly the predefined 

chromatic number for that graph. 

For example assume we have a graph G as 

illustrated in fig. 1.a. This graph has four nodes 

(i.e., V = 4) and four edges (i.e., E = 4). The 

chromatic number for this graph is equal to two 

(i.e., K = 2). For coloring this graph we use two 

colors (red and green). The colored graph 

indicated in fig. 1.b. 

 

 

 

 

 

 

(a) (b) 
 

Fig. 1 A simple example of graph coloring process.  

(a) graph G before coloring; (b) graph G after coloring. 

 

There are many methods presented for Graph 

Coloring Problem such as: evolutionary methods 

(e.g. genetic algorithm [16, 17]), local search 

algorithms (e.g. Tabu search [18] or simulated 

annealing [19] and etc). In this paper to solve the 

graph coloring problem we used a prioritization 

method described in next section. 

3. Prioritization Method 

In this section, we introduce a prioritization 

method to solve conflicts between different 

aircrafts. We assign a (unique) priority for each 

aircraft based on its scores. The scores of each 

aircraft are specified based on situation of that 

aircraft in airspace. So that in priority allocation 

process if an aircraft has higher score, its priority 

will be higher and vice versa if total score of an 

aircraft be lower its priority will be lower. 

We used simple score allocation criterions for 

each aircraft. These criterions are as follows: 

 The score of an aircraft will increase if it 

had least distance to destination. 

 This criterion is defined for prevention of 

congestion in airspace. 

 The score of an aircraft will increase if it 

flies in the satisfactory weather condition. 

 This criterion defined to consider 

environment conditions. 

 The score of an aircraft will increase if it 

had higher speed (under valid speed). 

 This criterion causes the traffic rate 

increases. 

 The score of an aircraft increases, when 

the aircraft flies at higher altitude (under 

valid altitude). 

 When aircrafts fly on higher altitude their 

fuel consumption decreases. 

1 2 

3 4 

1 2 

3 4 

after coloring 
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 The score of an aircraft increases, when its 

distance (horizontal or vertical) from the 

other aircrafts is higher. 

In conflict resolution process, the aircraft 

with a lower priority must change its original 

flight path in order to prevent of occurring 

conflicts. In fact, we use a hierarchy method to 

resolve conflicts. Perhaps, this prioritization 

method seems very similar to the greedy 

method but this method is general and 

reasonable. For example, when an aircraft is 

closer to its destination, and had appropriate 

speed and minimum deviation from the 

mainstream, it must be serviced in first and then 

other aircrafts must be serviced. Although, in 

this case starvation state occurring is not 

unexpected but we can avoid this problem by 

allocating scores to the aircrafts that for long 

time are on the flight paths, so these aircrafts 

also service immediately in least possible time. 

It is worthwhile to mention that we can use the 

prioritization method to solve conflicts without 

using of graph coloring problem. 

4. Our proposed model 

The block diagram of our proposed model is 

shown in fig. 2. As shown in fig. 2, firstly the 

traffic environment must be monitored and 

appropriate traffic information must be collected. 

This information provides an estimation of 

current traffic situation (such as, the position, 

direction, destination and speed of the aircraft). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 our proposed model. 
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After this stage we specify domain of 

congestion area and then we map this area to a 

corresponding graph. Each vertex of this graph 

indicates an aircraft in congestion area and each 

edge in this graph indicate a predicted conflict in 

future states. In other words in this stage we map 

the congestion area to a state space graph. 

In next step, the scores of aircrafts in 

congestion area are computed based on some 

score allocation criterions. Then based on 

allocated scores to aircrafts, the priority of each 

aircraft is specified. 

In the third stage, the corresponding graph is 

colored using prioritization method. The output 

of the algorithm is an optimal and reliable 

coloring (an efficient solution for solving 

conflicts between aircrafts in congestion area). 

If there is no collision, the algorithm ends. 

Then, we send the new free conflict flight plan to 

the aircrafts on flight paths. Here we emphasize 

that our proposed model can interact with 

innovative technologies (such as multi-agent 

systems technology) to conflicts detection and 

resolution in air traffic management and also in 

ground traffic and related applications. 

5. Experiments and Results 

To evaluate our proposed model explained in 

previous sections, we used randomly generated 

test cases. Each test case consists of several 

aircrafts with different or same velocity, altitude, 

position and heading. These scenarios based on a 

test case used by krozel et al. [20, 21], and hill et 

al. [22], comprise of two concentric circles in 

open airspace. All aircrafts appears at random 

points on the outer circle with 100 miles, and 

destination of each of aircrafts at random point 

on inner circle with 80 miles. 

We have used supposed test cases to test our 

proposed conflict resolution model, but we 

attempted to test samples very similar to the real 

world patterns. These test cases provide a wide 

range of conflict patterns that any conflict 

detection and resolution method must be 

evaluated across these test cases. Conflict 

resolution maneuvers used in our proposed 

model include small altitude and heading 

changes.  

Table 1 shows the average of system 

efficiency from five simulation runs of the 

proposed model at each reported density. In table 

1, column 1 indicates the number of aircrafts in 

airspace, column 2 indicates the average number 

of predicted conflicts and last columns indicate 

the efficiency of our proposed conflict detection 

and resolution model. The results of simulations 

show proposed model has high efficiency; this 

means our proposed model decrease flight delays 

and increases passengers’ comfort.  

Here we used a simple efficiency metric. This 

metric is same as the metric used in reference [20, 

21]. This metric measure the degree to which an 

aircraft are able to track direct and optimal flight 

path from origin to its destination. In fact in 

conflict resolution process some aircrafts (in 

general aircrafts with lower priorities) should be 

deviate from their optimal and ideal mainstream 

in order to prevent of conflicts. In conflict 

resolution process our proposed model tries to 

decrease the number of deviations for aircrafts.  

For a test case with N aircraft at the end of 

simulation run the efficiency of the proposed 

conflict detection and resolution model is as 

Eq.(1). In the ideal system the efficiency value 

equals to 1. As traffic density and number of 

conflicts increases the value of efficiency metric 

decreases.  

N1 tidealefficiency  = 
t  + tN ideal delayi =1


 
 
   (1) 

 

   (2) 

 

t
ideal = the ideal flight time for aircraft ―i‖ 

(specified when the aircraft first arrived in 

simulation) 

t
delay

= the delay time for aircraft ―i‖  

t
actual  = the actual flight time for aircraft ―i‖ 

 
Table 1: Result for the random flight scenarios after five 

simulation runs. 

Aircrafts Predicted conflicts Efficiency (%) 

24 18 92.6 

20 10 95 

16 8 95.8 

12 7 96.1 

10 6 97 

8 5 98 

6 4 98.8 

4 2 99.5 

2 1 99.8 

2 0 1 

 

In fact our proposed model is a preliminary 

and abstract conflict resolution methodology; 

t = t - t
delay actual ideal
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nonetheless this model has high efficiency and 

works as better. 

5.1 Example Scenario 

To illustrate the process of proposed 

prioritization method, consider two-aircraft 

scenario depicted in fig. 3. This example 

involves two aircrafts A1 and A2 that these 

aircrafts are headed directly their destination. We 

supposed these aircrafts restricted to fly in same 

altitude. As shown in fig. 3, if aircraft A1, A2 

continue on their current heading without any 

deviation from their mainstreams, the aircrafts 

will collide. In fig. 3, if aircraft A1 and A2 

continue on their previous trajectories after 7.5 

minutes will collide. Aircraft A1 and A2 have 

500 mph speed. These two aircrafts fly at the 

same altitude. Aircraft A1 has 140nm distance to 

its destination and distance to destination of 

aircraft A2 is 200nm.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
A1: A2: 

Airspeed: 500 mph 

Distance to Destination: 

140 nm 

Airspeed: 500 mph 

Distance to Destination: 

200 nm 

Fig. 3 Example Scenario 

 

In our proposed model we used nominal 

state projection method to predict and detect 

possible conflicts that going to occur. In first 

step to resolve conflicts we compute scores of 

aircrafts and then allocate a (unique) priority for 

each aircraft. For instance, here we only used 

―distance to destination‖ score allocation metric. 

According to this metric the score of aircraft A1 

and A2 respectively is equal to 2.43 and 1.7. As 

we mentioned in our proposed model the 

aircrafts which had higher score will have 

higher priority and the aircrafts that had lower 

score will have lower priority. So aircraft A1 

has higher score and subsequently its priority is 

equal to 1, and aircraft A2 has priority order 2. 

The lesser number indicates the high priority. 

Then to resolve predicted conflict between two 

aircrafts we send a command to aircraft with 

lower priority to deviate from its original 

trajectory in order to prevent collision. The 

aircraft which has lesser priority after receiving 

the deviation command, according to its 

conditions reply to other aircrafts acceptance or 

rejection message. In this scenario aircraft A2 

has lower priority therefore this aircraft 

deviates from its mainstream, hence the 

predicted conflict resolved. 

6. Conclusions 

In this paper we proposed a systematic 

conflict resolution approach using graph coloring 

problem concept and prioritization method. Also 

in this paper we introduced some score allocation 

criterions and allocated a priority for each 

aircraft based on these criterions. The proposed 

prioritization method is natural, sound and 

flexible. This method considers traffic conditions 

to make the best decisions in critical 

environmental conditions for solving conflicts 

between aircrafts. 

Simulation results on different test cases 

indicate the prioritization method can offer 

good efficiency and safety for resolving 

conflicts in free flight air traffic control method. 

Air traffic control is a dynamic problem, so that 

one problem in proposed prioritization method 

is that we can’t accurately adjust the weight of 

different score allocation metrics, therefore in 

priority assigning process may be allocated 

priorities not correct. 

Future work will comprise the extension of 

prioritization method to have high adaptability 

with traffic situations. Also we will focus on 

using multi agent systems with prioritization 

method to present a comprehensive model with 

high efficiency for conflict detection and 

resolution in air traffic management system. 
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Abstract 
In the present paper, a basic proof method is provided for representing the verification, Validation and 

evaluation of expert systems. The result provides an overview of the basic method for formal proof such 

as: partition larger systems into small systems prove correctness on small systems by non-recursive 

means, prove that the correctness of all subsystems implies the correctness of the entire system. 
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1. Introduction 

An expert system is correct when it is 

complete, consistent, and satisfies the 

requirements that express expert knowledge 

about how the system should behave. 

For real-world knowledge bases containing 

hundreds of rules, however, these aspects of 

correctness are hard to establish. There may be 

millions of distinct computational paths through 

an expert system, and each must be dealt with 

through testing or formal proof to establish 

correctness. 

To reduce the size of the tests and proofs, one 

useful approach for some knowledge bases is to 

partition them into two or more interrelated 

knowledge bases. In this way the VV&E 

problem can be minimized [1]. 

2. Overview the Proofs Using Partitions 

The basic method of proving each of these 

aspects of correctness is basically the same. If 

the system is small, a technique designed for 

proving correctness of small systems should be 

used. If the system is large, a technique for 

partitioning the expert system must be applied 

and the required conditions for applying the 

partition to the system as a whole should be 

proven. In addition the correctness of any 

subsystem required by the partition must be 

ensured. Once this has been accomplished this 

basic proof method should be applied recursively 

to the sub-expert systems. Once the top level 

structure of the Knowledge base has been 

validated, to show the correctness of the expert 

system, the following criteria must be 

accomplished [6]: 

 Show that the Knowledge base and 

inference engine implement the top level 

structure; 

 Prove any required relationships among 

sub-expert systems or parts of the top 

level Knowledge representation; 

 Prove any required properties of the sub-

Knowledge bases. 

2.1 A Simple Example 

To illustrate the basic proof method, 

Knowledge Base 1 will be proved correct in 

Table 1 and although this Knowledge base is 

small enough to verify by inspection. 

2.1.1 Illustrations of Knowledge Base 1 

The Knowledge Base 1 (KB1) has six rules. 

There are seven variables which can take two 

possible values. It is, therefore a seven 

dimensional, binary problem [5]. Let's focus on 

Rule 3 to understand the illustrations of KB1. 

It has two hypotheses, and one conclusion. 

The hypotheses are “Do you buy lottery 

tickets?”=”yes”, and “Do you currently own 

stock”=”yes”. They are associated with the 

logical operator “or”. The consequent is Risk 

Tolerance”=”high”. This is illustrated in Figure 1. 

For the two variables of the hypotheses in Rule 3, 

there are two possible values: “yes” or “no”. The 

number of possible combinations of values for 

the variables is four. These four combinations 

appear in Figure 1 as four square regions defined 
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by the closed boundary (defining the domain or 

the variables) and the line boundaries separating 

the possible values for each variable. Each 

square is a Hoffman region. 

 

 

 

Table 1: Knowledge Base 1 [7] 

 

 

If variable “Do you buy lottery tickets” is 

assigned a value “yes”, then two of the four 

regions are relevant. In Figure 1.a, they are 

shown with a hatch. The two regions 

corresponding to hypotheses “Do you currently 

own stock?”=”yes” are hatched in Figure 1.b. 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1: Knowledge Base 1 [7] 

 

In two dimensions, a Hoffman region is a 

surface as shown in this example. In three 

dimensions, it would be a volume. 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2: Knowledge Base 1 [7] 

 

The logical operators are “and”, “or” and 

“not”. In Figure 1.a and 1.b, the Hoffman regions 

corresponding to hypothesis of Rule 3 are 

hatched. When combined with an “and” logical 

operator, intersection of the two sets of Hoffman 

regions. This is shown in Figure 2.a.  

The intersection in this case is a unique 

Hoffman region. In Rule 3, an “or” operator 

connects the two hypotheses.  

In this case, the union two sets of Hoffman 

regions are taken, as shown in Figure 2.b. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3: Knowledge Base 1 [7] 

 

Next, the region by the logical expression of 

the hypotheses is labeled with its rule. For Rule 3, 

the three Hoffman regions are labeled with a 

circled 3 as shown in Figure 3.a. Consequence 

for the Rule is linked to the label of the region of 

the hypotheses. In Figure 3.b, an arrow starts at 

the circled 3 and ends at the value “low” of the 

variable “Risk”. 

 

Rule 1 
If “Risk tolerance” = high AND “Discretionary income exists”= yes then 

investment = stocks. 

Rule 2 
If “Risk tolerance” = low OR “Discretionary income exists” = no then investment = 

“bank account”. 

Rule 3 
If “Do you buy lottery tickets” = yes OR “Do you currently own stocks” = yes then 

“Risk tolerance” = high. 

Rule 4 
If “Do you buy lottery tickets” = no AND “Do you currently own stocks” = no then 

“Risk tolerance”= low. 

Rule 5 
If “Do you own a boa” = yes OR “Do you own a luxury car” = yes then 

“Discretionary income exists” = yes. 

Rule 6 
If “Do you own a boat” = no AND “Do you own a luxury car” = no then 

“Discretionary income exists” = no. 
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2.2 Step 1-Determine Knowledge Base 

Structure 

To prove the correctness of Knowledge Base 

1 (KB1), the expert Knowledge can determine 

that the system represents a 2-step process [3]: 

 Find the values of some important 

intermediate variables, such as risk 

tolerance and discretionary income; 

 Use these values to assign a type of 

investment. 

KB1 was built using this Knowledge; 

therefore, it can be partitioned into the following 

pieces: 

  A subsystem to find risk tolerance (Part 

of Step 1); 

 A subsystem to find discretionary income  

(Part of Step 1); 

 A subsystem to find type of investment 

given this Information (Part of Step 2). 

2.3 Step 2-Find Knowledge Base 

Partition 

To find each of the three subsystems of KB1, 

an iterative procedure can be followed: 

 Start with the variables that are goals for 

the subsystem, e.g., risk tolerance for the 

risk tolerance subsystem; 

  Include all the rules that set subsystem 

variables in their conclusions. For the risk 

tolerance subsystem, Rules 3 and 4 are 

included;  

 Include all variables that appeared in rules 

already in the subsystem and are not goals 

of another subsystem;  

 For the risk tolerance subsystem, include 

“Do you buy lottery tickets” and “Do you 

currently own stocks”;  

 Quit if all rules setting subsystem 

variables are in the subsystem, or else go 

to Step 2. For the risk tolerance subsystem, 

there are no more rules to be added. 

Figure 4 below shows the partitioning of 

KB1 using this method. 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4: Knowledge Base 1 [3] 

 

2.4 Step 3-Completeness of expert 

systems 

2.4.1 Completeness Step 1-Completeness of 

Subsystems 

The first step in proving the completeness of 

the entire expert system is to prove the 

completeness of each subsystem. To this end it 

must be shown that for all possible inputs there is 

an output, i.e., the goal variables of the 

subsystem are set. This can be done by showing 

that the OR of the hypotheses of the rules that 

assign to a goal variable is true [7]. 

2.4.2 Completeness Step 2-Completeness of 

the entire system 

The results of subsystem completeness are 

used to establish the completeness of the entire 

system. The basic argument is to use results on 

subsystems to prove that successively larger 

subsystems are complete. At each stage of the 

proof there are some subsystems known to be 

complete; initially the subsystem that concludes 

overall goals of the expert system will be 

complete. At each stage of the proof, a 

subsystem that concludes some of the input 

variables of the currently-proved-complete 

subsystem is added to the currently complete 

subsystem. After a number of steps equal to the 

number of subsystems, the entire system can be 

shown to be complete. 

2.5 Step 4-Consistency of the entire 

system 

The first step in proving the consistency of 

the entire expert system is to prove the 

consistency of each sub- system. To do this, the 

user must show that for all possible inputs, the 

outputs are consistent, i.e., that the AND of the 

conclusions can be satisfied. 

For example, if an expert system concludes: 

“temperature >0” and “temperature <100” 

The AND of these conclusions can be 

satisfied. However, if the system concludes: 

“temperature <0” and “temperature>100” 

The AND of these two conclusions has to be 

false. It is clear that based on the input that 

produced these two conclusions, it is not possible 

for all of the system's conclusions to be true at 

the same time and thus the system producing 

these conclusions is inconsistent. 

2.5.1 Consistency Step 1-Find the mutually 

inconsistent conclusions 

The first step in proving consistency is to 

identify those sets of mutually inconsistent 

conclusions for each of the subsystems identified 

in the “Find partitions” step above. Some sets of 
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conclusions are mathematically inconsistent [2]. 

For example, if a system describes temperature, 

the set: “temperature <0”, “temperature >100” is 

mathematically inconsistent. 

Because some sets of conclusions are 

inconsistent because of domain expertise, finding 

all sets of inconsistent conclusions generally 

requires expert Knowledge. 

Note that if there are no mutually inconsistent 

conclusions in the expert system as a whole, then 

consistency is true by default, and no further 

consistency proof is necessary. 

2.5.2 Consistency Step 2-Prove consistency of 

subsystems 

If there are inconsistent conclusions in the 

Knowledge base as a whole, then the next step in 

proving consistency is to prove the subsystems 

consistent. This can be done by showing that no 

set of inputs to a subsystem can result in any of 

the sets of inconsistent conclusions. 

2.5.3 Consistency Step 3-Consistency of 

entire system 

The results of subsystem consistency are used 

to establish the consistency of the entire system. 

The basic argument is to use results on 

subsystems to prove that successively larger 

subsystems are consistent. At each stage of the 

proof, there are some subsystem known to be 

consistent; initially, this is the subsystem that 

concludes goals of the expert system as a whole. 

At each stage of the proof, a subsystem that 

concludes some of the input variables of the 

currently-proved-consistent subsystem is added 

to the currently consistent subsystem. After a 

number of steps equal to the number of 

subsystems, the entire system can be shown to be 

consistent [2]. 

2.6 Step 5-Specification satisfaction 

In order to prove that KB1 satisfies its 

specifications, the user must actually know what 

its specifications are. This is a special case of the 

general truth that in order to verify and validate, 

the user must know what a system is supposed to 

do. Specifications should be defined in the 

planning stage of an expert system project [4]. 

To illustrate the proof of specifications it will 

be assumed that KB1 is supposed to satisfy:  

A financial advisor should only recommend 

investments that an investor can afford. 

As with many other aspects of verification 

and validation, expert Knowledge must be 

brought to bear on the proof process. For KB1, 

an expert might say that anyone can afford a 

savings account. Therefore, the user only has to 

look at the conditions under which stocks are 

recommended. However, that same expert would 

probably say that just having discretionary 

income does not mean that the user can afford 

stocks; that judgment should be made on more 

than one variable. Therefore, it would be 

reasonable to conclude that KB1 does not satisfy 

the above specification. 

3. Conclusion 

This paper has argued that V&V techniques 

are an essential part of the Knowledge 

engineering process,  because they offer the only 

way to judge the success (or otherwise) of a KBS 

development project. This is equally true in the 

context of Knowledge management, where V&V 

techniques tell us whether or not the KBS can be 

relied upon to accurately embody the Knowledge 

of the human experts that supplied it. 

However, examination of known studies on 

the effectiveness of existing KBS VV&E 

techniques has shown that the state of 

Knowledge in this area is sparse. The way to 

improve this situation would be by 

systematically gathering data from a 

representative set of KBS projects and V&V 

techniques. Without such a study, Knowledge 

engineering will remain very much an art and, by 

extension, so will the use of KBS technology in 

Knowledge management. 

It is difficult to generalize our results to all 

Knowledge based systems and, of course, further 

evaluations of other applications are necessary to 

confirm (or challenge) our conclusions. However, 

since the method we have used minimizes the 

need for experts' interpretation of the faults, we 

can reasonably conclude that if we use an 

application of similar size and complexity to 

GIBUS, we would expect to obtain similar 

results. Consequently, since our application has a 

size and a complexity which is representative of 

actual practice, we would expect that consistency 

and completeness checking, in addition to testing, 

would be an effective combination of methods to 

validate many of the Knowledge based systems 

actually under development. 
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Abstract 
The dependability of concurrent programs is usually limited by concurrency errors like deadlocks and 

data races in allocation of resources. Deadlocks are difficult to find during the program testing because 

they happen under very specific thread or process scheduling and environmental conditions. In this 

study, we extended our previous approach for online potential deadlock detection in resources allocated 

by multithread programs. Our approach is based on reasoning about deadlock possibility using the 

prediction of future behavior of threads. Due to the nondeterministic nature, future behavior of 

multithread programs, in most of cases, cannot be easily specified. Before the prediction, the behavior of 

threads should be translated into a predictable format. Time series is our choice to this conversion 

because many Statistical and Artificial Intelligence techniques can be developed to predict the future 

members of the time series. Among all the prediction techniques, artificial neural networks showed 

applicable performance and flexibility in predicting complex behavioral patterns which are the most 

usual cases in real world applications. Our model focuses on the multithread programs which use locks 

to allocate resources. The proposed model was used to deadlock prediction in resources allocated by 

multithread Java programs and the results were evaluated. 

 

Keywords: Detecting Potential Deadlocks, Time Series Prediction, Multithread Programs, Behavior 

Extraction. 
 

 

1. Introduction 

Multithread programs are becoming 

increasingly common. Since multi-core 

processor generation has brought more cores, 

developers must parallelize programs if they 

want to speed the program execution up. 

However, applying concurrency method causes 

some integrity and mutual exclusion issues in 

allocating resources. To resolve them, locking 

mechanism was developed. However, this 

mechanism leads to some other known problems 

like starvation and deadlock in resources 

allocated by concurrent systems. Detection of 

such errors in the program testing phase may be 

difficult since they often occur in the special 

sequence of events [1]. This is why that, these 

errors are sensitive to timings, workloads, 

compiler options and memory models. In 

addition, if a deadlock or data race in resource 

allocation emerges in the testing phase, it is 

difficult to find out its root cause; because in a 

multithread program, even if there is a deadlock 

between some threads in allocating resources at 

runtime, other threads still can run. The effects of 

such a situation can manifest itself millions of 

cycles after occurring the error. Deadlock is a 

common form of bug in software nowadays. 

Sun‟s bug database showed that 6,500 bug 

reports out of 198,000 contain “deadlock” [2]. 

Main reasons of deadlock are: (1) software 

systems are often written by diverse 

programmers; therefore, it is difficult to follow a 

lock order discipline in allocating resources, (2) 

programmers often introduce deadlocks when 

they fix race conditions by adding new locks and 

(3) using third-party software such as plug-in 

because the third-party software may not follow 

the locking discipline followed by the parent 

software [3]. This is why that “deadlock 

avoidance” techniques became unusable. Such 

techniques are simple in theory but so restrictive 

in real application.  

Therefore “detecting potential deadlocks” 

became an acceptable method to solve deadlock 

problem in resources allocation. “Potential 

deadlock detection” techniques are Online or 

Offline, which Online ones try to find the 

concurrency errors at runtime. Such approaches 

mostly use a monitor to observe the program 

mailto:Elm.hasanzade@grad.kash%20anu.ac.ir
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execution and based on the observations, they 

decide about the error possibility. In comparison 

with offline techniques, online ones have the 

following advantages: 

1. They only visit feasible paths of program 

executions and have accurate views of the 

values [1], 

2. Because of their accurate view, they 

generate fewer false alarms. False alarm 

means a fake report of an error (in our case, 

a deadlock), 

3. They don‟t need considerable programmer 

effort, 

4. These approaches are language independent 

meaning that the solution is not depended 

on features of a specific programming 

language. 

 In this paper, we demonstrate and extend a 

novel online potential deadlock detection 

approach, whose base was presented in [4]. It 

was based on the prediction of processes or 

threads behavior at runtime and dealt with 

reasoning about the deadlock possibility in the 

future. In this work, we introduce time series 

analysis approaches in configuring prediction 

parameters. Also, we include the environmental 

conditions in predicting the threads behavior to 

improve the correctness of obtained results. We 

obtained considerable improvement in detecting 

potential deadlocks in comparison with our 

previous work.  

This paper is organized as follows: Section 2 

overviews the related works and our proposed 

model is discussed in Section 3. We analyze our 

approach and evaluate its results in Section 4. 

We draw conclusions in Section 5. 

2. Related works 

As mentioned in the previous section, our 

approach is based on finding potential deadlocks 

in allocating resources at runtime using program 

behavior extraction and time series prediction. 

Therefore in this section, we first overview 

online approaches detecting potential deadlocks 

in resources allocated by concurrent programs. 

Afterwards, we discuss different approaches used 

time series for the prediction. 

2.1 Online potential deadlock detection 

Informally, in multi-threaded systems used 

shared memory, deadlocks in allocating 

resources happen when a set of threads are 

blocked forever; this is because each thread in 

the set is waiting to acquire a lock held by some 

thread [2]. Generally in a concurrent system, the 

order of acquiring and releasing locks in 

allocating and freeing resources can be described 

as a directed graph where nodes indicate locking 

resources so that an edge from node A to node B 

means the system has locked resource A and is 

waiting for resource B. There will be a deadlock 

in allocation of resources if a circle is found in 

the graph. Lock graphs and their variations have 

been used for detection of deadlocks in resources 

allocated by concurrent programs.  

GoodLock algorithm [5] is an approach to 

detect potential deadlocks in multithread 

programs. It only detects potential deadlocks 

caused through interleaving locks by just two 

threads. To overcome this limitation, some 

generalized versions of GoodLock algorithm was 

presented in [6] and [7] which detect potential 

deadlocks caused by any number of threads. 

Their approach address programs that use bloc 

and non-block structured locking. 

In [8], authors constructed an online lock 

graph and found specific paths, which named 

“not guarded SCC (strongly connected 

components)”. “Not guarded SCC” indicates one 

or more potential deadlocks because there can be 

several cycles in the SCC. They tried to exhibit 

the deadlocks using injection of noises in the 

SCCs. A noise is inserted to create a delay to 

acquire a lock; accordingly, they raised the 

probability of manifesting the real deadlocks. 

Although this approach is based on GoodLock 

algorithm, its advantage over one that presented 

in [6] and [7] is regarding different runs. The 

Goodlock looks at the scope of one process run. 

This means, when a cycle in the graph is caused 

by sequences of two different runs, Goodlock 

can‟t detect.  

GoodLock algorithm also was used in 

combination with other techniques to find the 

potential deadlock at runtime such as 

DEADLOCKFUZZER [2]. This approach 

consists of two phases. In the first phase, a 

simple variant of the Goodlock algorithm, called 

informative Goodlock, was used to discover 

cycles of potential deadlock. In the second phase, 

DEADLOCKFUZZER executed the program at 

a random schedule in order to create a real 

deadlock corresponding to a cycle which 

reported in the previous phase. In [3] “deadlock 

immunity” concept was introduced for avoiding 

occurrence of deadlocks occurred in the past. 

When a deadlock occurs for the first time, the 

deadlock information is saved in a "context" in 

order to avoid the similar contexts in future runs. 

This approach achieved “immunity” against the 

corresponding deadlocks. To avoid deadlock 

whose context has been already seen, the 

approach changed the schedule of threads. As the 

several deadlocks occur, the numbers of contexts 
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increases; therefore it can avoid a wider range of 

deadlocks. However, if a deadlock does not have 

a pattern similar to one that already encountered, 

the approach cannot avoid its occurrence. 

As we mentioned in Section Introduction, all 

the online deadlock detection approaches share 

some common advantages like: language 

independency, accurate views of the values, 

fewer false alarms and programmer efforts. But 

online techniques suffer from some 

disadvantages too. The most common problem is 

imposing the heavy overhead at runtime, both in 

time or space. All the mentioned techniques try 

to extract some relevant traces before their real 

execution based on observed current execution. 

In fact, they pre-run these extracted traces to find 

out whether there is any deadlock in the trace or 

not. This phase is time consuming because of 

extracting and running relevant traces. Also, one 

of the important steps for online techniques is the 

code instrumentation. Code instrumentation 

means modifying the target code for runtime 

monitoring code behavior. This step could be 

time consuming too and for the legacy codes it is 

more difficult. Sometimes, online potential 

deadlock detection techniques may show 

deadlocks late. This leads to finding a potential 

deadlock when the rollback mechanism is 

impossible because of some preclude actions like 

I/O.  

2.2 Time series prediction approaches 

Because of weaknesses of the online potential 

deadlock detection techniques mentioned in 

previous section, we proposed a novel online 

approach which targets the increase of 

performance, decrease of instrumentation and the 

enhancement of the prediction [4]. In this 

approach, we needed to predict future members 

of the generated time series at runtime. In 

general, time series prediction techniques can be 

classified in two categories: statistical and neural 

network based techniques. The statistical 

prediction techniques such as Autoregressive 

(AR), Moving Average (MA) and combined AR 

and MA (ARIMA) [9] have several limitations, 

such as inefficiency for real world problems 

which are often complex and nonlinear. This is 

due to the fact that these techniques assume that 

a time series is generated by a linear process. 

Thus, they are called linear statistical predictors.  

The nonlinear statistical predictors such as 

predictors, “threshold”, “exponential”, 

“polynomial” and “bilinear” were proposed to 

increase of the prediction precision [9],[10]. 

However, the selection of a suitable nonlinear 

model and the computation of its parameters are 

difficult tasks for a practical problem especially 

when the time series behavior is non-

deterministic. Moreover, it has been shown that 

the capability of the nonlinear model is limited, 

because it is unable to provide a long-term 

prediction [11].  

In recent years, artificial intelligence tools 

have been extensively used for time-series based 

prediction [12, 13]. In particular, artificial neural 

networks are frequently exploited for time-series 

based prediction of systems behavior. A neural 

network is an information processing system that 

is capable of treating complex problems of 

pattern recognition, dynamic and nonlinear 

processes. In particular, it can be an efficient tool 

for prediction applications. The advantage of 

neural networks based approaches over statistical 

ones is the capability of learning and accordingly 

generalization of their knowledge [14]. Also the 

neural networks are based on training and in 

many cases their prediction results are more 

precise, even if the training set has considerable 

noise [14]. These approaches are much more 

suitable for real world problems which do not 

have specific rules.  

There are some composite approaches which 

try to take the advantage of the accuracy of 

statistical models and the generality of neural 

network approaches. In [15], authors composed 

statistical model ARIMA and a feed-forward 

neural network to forecast time series. A feed 

forward network is a type of neural networks 

where all of its connections have the same 

direction [16]. This composition could be 

efficient in predicting some well-known time 

series. However, in the case of other time series, 

finding the proper value for statistical part of the 

composition is a difficult task and wrong values 

could affect the accuracy of prediction. Also it 

has been proved that the capability of recurrent 

neural networks is equivalent to the Turing 

machine [17]. Recurrent network is a class of 

neural network where connections between the 

layers of it could be backward or forward [16]. 

Therefore recurrent networks can approximate 

any function by learning from the function inputs 

and outputs. 

3. Potential deadlock prediction 

In our previous work we proposed an online 

predictive model to detect the potential 

deadlocks in multithread programs which is the 

basis of our approach [4]. Figure 1 shows our 

proposed model architecture. This model is 

consists of four components which are 

collaborating together at runtime. In this work, 

we aim to extend the basis model, indeed we 

extend “predictor” component, to be able to 

generate much more accurate prediction. 

http://en.wikipedia.org/wiki/Neural_network
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3.1 The basis of proposed model 

We used dependency graph in our model 

which nodes are the concurrent threads or 

processes. There is an edge from node A to node 

B if and only if thread A wants to acquire a lock 

which held by thread B and A has to wait until B 

release the lock, after that the edge will be erased. 

There is a deadlock in the system if there is a 

cycle in dependency graph. Therefore, except 

requesting or releasing the locks, other behavior 

of threads does not play any role in deadlock 

occurrence. For this reason in our proposed 

model we target only the instructions which are 

related to acquiring or releasing the locks. We 

named this type of instructions deadlock-prone 

behavior. The main difference between our 

approach and other online potential deadlock 

detection approaches which we explained in 

Section 2, is that we try to predict the future 

deadlock-prone behavior of threads at runtime 

rather than try to abstract different execution 

traces from the current execution by changing 

threads schedules or noise injection. If we could 

have an accurate view of future deadlock-prone 

behavior of threads then we can accurately result 

about the deadlock occurrence in the future [4]. 

 

 
 

Fig 1. The basis of proposed model [4] 

 

The start point of our model is the "Behavior 

extractor & Time series generator" component. 

Actually this component is composed of two 

elements:  

Two annotated Java functions: one for 

extracting deadlock-prone behavior and another 

for converting extracted behavior to univariate 

time series. Figure 2 shows these two functions: 

1- extractor & convertor () 2- this Period 

behaviors (). The first one task is catching lock () 

and unlock () at runtime and the second one task, 

is appending these instructions to the proper time 

series.  

 

1. @AfterRunning( pointcut = "execution(* 

java.util.concurrent.locks.unlock(..))") 

2. @Before(pointcut = "execution(* 

java.util.concurrent.locks.lock(..))") 

3. public void extarctor&convertor 

(JoinPoint joinPoint) { 

4. String 

functionName=joinPoint.getSignature().ge

tName(); 

5. If(functionName.eguals(“lock”)){ 

6. thisPeriodBehaviors(“1”, 

Arrays.toString(joinPoint.getArgs()),this.n

ame); 

7. } 

8. Else{ 

9. thisPeriodbehaviors(“2”, 

Arrays.toString(joinPoint.getArgs()),this.n

ame); 

10. } 

} 
Fig 2. Functions pseudo code 

 

Line 1, shows an annotation which means: 

whenever an Unlock() instruction executed, the 

extractor&convertor(…) method, should be 

executed immediately. Line 2, shows an 

annotation which means: right before the 

execution of a Lock() instruction, the 

extractor&convertor(…) method, should be 

executed. Line 3 is the method sign and line 4, is 

for obtaining the name of the event which caused 

the extractor&convertor(…) method to be 

executed. In line 5 to 10, based on the name of 

event (lock or unlock), a specific character will 

be appended to a specific time series. In this way 

all the lock() and unlock() events which are 
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issued from threads at runtime, are caught and 

converted to time series. 

ApectJ compiler. The task of this compiler is 

weaving two Java functions to the target 

multithread programs in the locations which are 

specified by annotations above the method. 

We mentioned that, one of the problems in 

runtime verification approaches is source code 

instrumentation step. The instrumentation is a 

time consuming task and when the verification 

logic is complex, it could be inefficient at 

runtime, both in time and space. But our two 

Java functions which are weaved to the target 

multithread program, are easy and light weight 

thus their runtime overhead is negligible. 

As we said, there are two Java functions for 

extracting dedicated behavior and time series 

generating goals. Time series is a set of 

observations from past until present, denoted by 

s(t-i) {i= 0.. P }, where P is the number of 

observations. Time series prediction is to 

estimate future observations, let's say s (t+i) for 

{i= 1.. N}, where N is the size of prediction 

window. Also, a univariate time series refers to 

the set of values over the time of a single 

quantity.  

The next component in our model is "Online 

Lock Tracker". According to Figure 1, this 

component takes the deadlock-prone behavior 

from "Behavior extractor & Time series 

generator" component at runtime and draws a 

dependency graph. This dependency graph will 

be updated whenever a thread issues a deadlock-

prone behavior.  

The "predictor" component takes the 

generated time series from "Behavior extractor & 

Time series generator" and tries to predict the 

next members of the time series. In a multithread 

program, the order of executed instructions of a 

thread could be affected by other threads 

executions. This fact makes the concurrent 

systems nondeterministic thus it is hard to 

predict the future thread behavior. We can't 

assume any pre-defined generator for the time 

series which are representing threads behavior. 

This property makes the statistical prediction 

techniques useless for our purpose. Because the 

statistical prediction techniques, assume that a 

time series is generated by linear or nonlinear 

process, but the selection of the suitable 

nonlinear or linear model and computation of its 

parameters is a difficult task for a practical 

problem without a priori knowledge about the 

time series[10]. The prediction requirements of 

our model lead us to use artificial intelligence 

prediction techniques. Time series prediction 

techniques which are based on AI use several 

Artificial Neural Networks [10]. Based on the 

properties of time series, there are different 

network topologies and learning algorithms. The 

selection of a proper network model and 

adjustment of its parameters should be carried 

out by considering the problem requirements. 

The predictions of the “predictor” component 

are also in the form of time series. These 

predictions and current dependency graph (the 

output of “online lock tracker” component) are 

injected to the "Decision maker" component. 

This component is responsible for deciding about 

the deadlock possibility in the next period. We 

try to clarify our model using an example. 

Assume that we have four threads named 

T1,…,T4 and five locks named L1, …,L5. Also 

assume the current dependency graph is 

something like Figure 3 (a). This graph 

represents that T1 has held L1 and L3 and wants 

to hold L2 which held by T2 thus T1 stops 

proceeding and waits until T2 releases L2. Also 

T4 has held L5 and wants to hold L3 which held 

by T1 thus T4 stops proceeding. Suppose the 

predictions of "Predictor" component are the 

following: 

“Predictor” component predictions  

T3={ will request L5}, T2={ will request L4} 

"Decision maker" takes current lock graph 

and predictions and composes them together to 

construct an abstract graph. Afterwards, decision 

maker searches the abstract graph to find a cycle. 

If so, it reports a possibility of deadlock in the 

next period. Figure 3 (b) shows the abstract 

graph of our example as a composition of 

predictions and dependency graph.  

 

 
Fig 3 (a). Current lock graph                                       Fig 3(b). Resulted abstract graph 
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In our example, the abstract graph has a cycle, 

therefore the "Decision maker" component reports: 

(1) a deadlock possibility in the next period and (2) 

T1 to T4 as the threads will be involved in this 

deadlock. But, if the predictions are:  

“Predictor” component predictions  

T3={will request L5}, T2={ will request L4 and 

will release L2} 

For this case, Figure 4 shows the abstract 

graph where there is not any cycle. Therefore, 

the "Decision maker" component will not report 

any possibility of deadlock in the next period. 

 
Fig 4. Resulted another abstract graph 

3.2 Applying the Extensions 

In our previous work we used a recurrent 

neural network named non-linear autoregressive 

(NAR) in predictor component. A NAR network 

tries to predict the future element of a given time 

series using d last values of that series [18]. That 

is, NAR network assumes the future element of a 

series is a function of its last values (Formula 1).  

                           
                  

 

The structure of NAR network has been 

shown in Figure 5. This network has d inputs, 

each for one of the last values of time series. 

 
Fig 5. Structure of a NAR network 

We named d as the delay parameter and it is 

one of the important factors which directly 

imposes the precision of predictions in a 

predictor neural network. Suppose in a time 

series each element is dependent on two last 

elements, That is                      . If 
we try to predict      using a predictor neural 

network such as NAR, the most accurate results 

will be acquired if         . Actually in this 

way the network considers two last elements in 

predicting the future element. In previous work 

we obtained the proper value for delay parameter 

using “try & fail” approach. That is, we gathered 

the runtime behavior of our multithread test 

program and converted them into the time series. 

Then we tried to predict the future members of 

test time series, using multiple NAR networks so 

that every network had a different value for delay 

parameter from others. After that we chose the 

delay value of a network which made the most 

precise predictions.  

In this work we improve the prediction 

precision of our “predictor” component, by 

configuring the delay parameter of network using 

a time series analysis methods. “Embedded 

dimension” is a factor which determines the 

relationships among the past and future members 

of a time series [19]. The value of the 

“Embedded dimension” for a time series 

represents the optimum number of last elements 

which every element is dependent on. Therefore 

we apply the “Embedded dimension “as the 

delay parameter in our predictor network. To 

obtain the “Embedded dimension” of a time 

series there are multiple approaches. The most 

known approach is False-Nearest-Neighbor, 

algorithm. This algorithm was firstly proposed 

by Kennel et al [20]. The calculation of the 

“Embedded dimension” allows one to extract the 

process behavior parameters from the observed 

series of events [19]. The predictor network can 

be further configured according to the obtained 

results from False-Nearest-Neighbor (FNN), in 

order to remember the required number of last 

elements in time series. 

In this work, in addition to applying 

“Embedded dimension” as the delay parameter, 

we use “Nonlinear Autoregressive with External 

input” (NARX) network instead of NAR network. 

Because in our model the major task of the 

predictor network is predicting threads behavior 

at runtime. But the behavior of threads is not 

completely separate from each other, actually the 

future behavior of each thread is affected by 

other threads past and current behavior. Thus we 

need a prediction methodology which could 

satisfy this requirement. As it is obvious, the 

NAR does not consider an external input in its 

prediction procedure. Because of this limitation 

of NAR, it may not meet our prediction 

requirements properly. We need a prediction 

method which could consider other series (that is, 
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other thread‟s behavior) in predicting a time 

series. 

NARX network, like NAR network, is a 

recurrent network with an external input [21]. 

The main idea of recurrent networks is providing 

a weighted feedback connection between layers 

of neurons and adding time significance to entire 

network. Therefore, recurrent neural networks 

simulate a temporal memory and are suitable for 

tasks like prediction which need a memory for 

the past events. NARX network assumes the 

future element of a given time series is a function 

of its last elements and another series last 

elements (Formula 2). 

        (                  

                      

   )                
Using this external input, it is possible to 

predict a time series considering the last 

elements of the time series under prediction and 

also considering other time series last elements. 

Figure 6 shows our extended “Predictor” 

component. 

 
Fig 6. The extended “Predictor” component 

 

 
Fig 7. The NARX networks of example 

 

To clarify the differences between the 

previous and current “Predictor” component at 

runtime, we use an example. Suppose there are 

three time series at runtime, then the "predictor" 

component will have three networks, each for 

predicting one of the series future elements. Each 

network uses some last members of target time 

series named y(t), and some last members of the 

other series named x(t), as its inputs. Therefore 

the new predictor networks have been shown in 

Figure 7, but the networks of our “previous” 

predictor component have been shown in Figure 

8. It is obvious from the Figure 7 that, in the 

“predictor” component there are three NARX 

networks, each for predicting one of the threads 

(time series) future behavior. The output of a 

NARX network is a function of its two inputs 

named x(t) and y(t), therefore each network takes 

a target time series last behavior and another 

time series which represents the last behavior of 

the other threads. Future behavior of y(t) 

predicted by its past behavior and also the past 

behavior of x(t) and the number of last behavior 

obtained by FNN algorithm. 
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But in our previous work for this example, 

we there were three NAR networks and Future 

behavior of y(t) predicted by only its past 

behavior and the number of last behavior 

obtained by “try & fail ” approach. 

 

 
 

Fig 8. The NAR networks of example 

 

4. Evaluation of the results 

4.1 Experiments 

Our model needs a preparation phase before 

that it could be used at runtime. This phase is 

related to configuring and training the predictor 

networks. For this reason first of all we should 

run the target multithread program for a while 

and gather the generated time series by 

"Behavior extractor & Time series generator" 

component during these test runs. We named 

these time series training phase information. 

Therefore we have to apply this information to 

train the networks and to measure the embedded 

dimension of time series using False-nearest-

neighbor algorithm. Afterwards the obtained 

embedded dimensions should be used as the 

delay parameters in the networks. After this 

phase our model is ready to be used at runtime. 

We tested our proposed model using a Java 

written multithread program which consists of 50 

threads and 10 shared locks. We will refer to the 

test multithread program as the target program in 

the remaining of this paper. We ran the target 

program 100, 500 and 1000 times. We measured 

and divided the failure rate in predicting future 

behavior of threads in four categories:  

1. Failure rate based on our previous work [4] 

(which we: (1) considered no embedded 

dimension as the delay parameter and (2) did not 

count the other threads behavior in predicting 

each thread behavior)  

2. Failure rate when we count the other 

threads behavior in predicting each thread 

behavior  

3. Failure rate when we include embedded 

dimension as the delay parameter  

4. Failure rate when we: (1) include 

embedded dimension as the delay parameter and 

(2) count the other threads behavior in predicting 

each thread behavior  

Each category was considered using different 

trains, validations and test sets. Tables 1 to 4 

show results using Markov Chain where 15%, 

20%, 30% and 40% of data were respectively 

used for testing and 85%, 80%, 70% and 60% of 

data were respectively used for validating and 

training the networks. Similarly, Tables 5 to 8 

show results using NARX model where 15%, 

20%, 30% and 40% of data were respectively 

used for testing and 85%, 80%, 70% and 60% of 

data were respectively used for validating and 

training the networks.  
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Table 1. Failure rate using markov chain with 15% test data and 85% validation and train data 

Train Data Percentage Validation Data Percentage Test  Data Percentage Failure Rate Runs 

70% 15% 15% -2.16 100 

70% 15% 15% -2.3 500 

70% 15% 15% -2.5 1000 

 
Table 2. Failure rate using Markov Chain with 20% test data and 80% validation and train data 

Train Data Percentage Validation Data Percentage Test Data Percentage Failure Rate Runs 

65% 15% 20% -2.2 100 

65% 15% 20% -2.45 500 

65% 15% 20% -2.36 1000 

 
Table 3. Failure rate using Markov Chain with 30% test data and 70% validation and train data 

Train Data Percentage Validation Data Percentage Test  Data Percentage Failure Rate Runs 

55% 15% 30% -2.39 100 

55% 15% 30% -2.49 500 

55% 15% 30% -2.62 1000 

 
Table 4. Failure rate using Markov Chain with 40% test data and 60% validation and train data 

Train Data Percentage Validation Data Percentage Test  Data Percentage Failure Rate Runs 

45% 15% 40% -3.59 100 

45% 15% 40% -3.89 500 

45% 15% 40% -3.87 1000 

 
Table 5. Failure Rate using NARX with 15% test data and 85% validation and train data 

Failure Rate Train Data 

Percentage 

Validation Data 

Percentage 

Test Data  

Percentage 

Environment 

Conditions 

Embedding  

Dimension 

Runs 

6.119e-1 70% 15% 15% NO NO 100 

6.054e-1 70% 15% 15% NO YES 100 

6.043e-1 70% 15% 15% YES NO 100 

5.801e-1 70% 15% 15% YES YES 100 

8.719e-1 70% 15% 15% NO NO 500 

4.57e-1 70% 15% 15% NO YES 500 

5.962e-1 70% 15% 15% YES NO 500 

4.411e-2 70% 15% 15% YES YES 500 

8.212e-1 70% 15% 15% NO NO 1000 

4.008e-1 70% 15% 15% NO YES 1000 

6.009e-1 70% 15% 15% YES NO 1000 

3.089e-1 70% 15% 15% YES YES 1000 

 
Table 6. Failure Rate using NARX with 20% test data and 80% validation and train data 

Failure Rate Train Data  

Percentage 

Validation Data  

Percentage 

Test Data  

Percentage 

Environment  

Conditions 

Embedding  

Dimension 

Runs 

6.093e-1 65% 15% 20% NO NO 100 

6.043e-1 65% 15% 20% NO YES 100 

6.085e-1 65% 15% 20% YES NO 100 

5.221e-1 65% 15% 20% YES YES 100 

8.332e-1 65% 15% 20% NO NO 500 

4.431e-1 65% 15% 20% NO YES 500 

5.101e-1 65% 15% 20% YES NO 500 

4.01e-2 65% 15% 20% YES YES 500 

8.77e-1 65% 15% 20% NO NO 1000 

3.981e-1 65% 15% 20% NO YES 1000 

6.764e-1 65% 15% 20% YES NO 1000 

3.821e-1 65% 15% 20% YES YES 1000 
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Table 7. Failure Rate using NARX with 30% test data and 70% validation and train data 

Failure Rate Train Data 

Percentage 

Validation Data 

Percentage 

Test Data  

Percentage 

Environment 

 Conditions 

Embedding  

Dimension 

Runs 

7.498e-1 55% 15% 30% NO NO 100 

6.327e-1 55% 15% 30% NO YES 100 

6.59e-1 55% 15% 30% YES NO 100 

6.481e-1 55% 15% 30% YES YES 100 

10.112e-1 55% 15% 30% NO NO 500 

6.001e-1 55% 15% 30% NO YES 500 

6.439e-1 55% 15% 30% YES NO 500 

5.021e-1 55% 15% 30% YES YES 500 

9.114e-1 55% 15% 30% NO NO 1000 

5.11e-1 55% 15% 30% NO YES 1000 

7.872e-1 55% 15% 30% YES NO 1000 

5.082e-1 55% 15% 30% YES YES 1000 

 
Table 8. Failure Rate using NARX with 40% test data and 60% validation and train data 

Average 

Failure 

Failure 

Rate 

Train Data  

Percentage 

Validation Data  

Percentage 

Test Data  

Percentage 

Environment 

Conditions 

Embedded  

Dimension 

Runs 

8.61E-01 13.309e-1 45% 15% 40% NO NO 100 

7.006e-1 45% 15% 40% NO YES 100 

8.12e-1 45% 15% 40% YES NO 100 

6.006e-1 45% 15% 40% YES YES 100 

7.99E-01 14.589e-1 45% 15% 40% NO NO 500 

5.043e-1 45% 15% 40% NO YES 500 

8.229e-1 45% 15% 40% YES NO 500 

4.1e-1 45% 15% 40% YES YES 500 

4.90E-01 12.984e-1 45% 15% 40% NO NO 1000 

9.034e-2 45% 15% 40% NO YES 1000 

5.002e-1 45% 15% 40% YES NO 1000 

7.001e-2 45% 15% 40% YES YES 1000 

 

The 1st, 5th and 9th rows from every NARX 

table show the results of prediction based on our 

previous work. The failure rate of the rows 

which consider the extensions is much more 

accurate. Therefore we can say, importing the 

new extensions in this work, that is, embedded 

dimension as the delay parameter and 

considering each thread behavior in predicting 

other threads future behavior, made considerable 

improvement in prediction results particularly 

when the number of runs increases. We also 

showed the prediction results of NARX networks 

was much more accurate than the results 

obtained by Markov Chain, which is a statistical 

approach. As we stated, our test target program 

behaves randomly at runtime. Therefore, it was 

not possible to suppose an accurate model for 

Markov Chain prediction strategy. This is why 

that the failure rate of this strategy, as shown in 

Tables 1 to 4, are imprecise in comparison with 

the similar tables of the NARX prediction. 

The average results of every NARX table 

(Figure 9) show a comparative view of the 

results of this strategy. Every line marked with a 

(X,Y,Z) statement, which X means the test set 

percentage, Y means validation set percentage 

and Z means the training set percentage.  When 

the training set percentage is significantly lower 

than twofold test set percentage, the failure rate 

will increase. Also as the number of runs 

increases the effect of training is much more 

visible. According to the chart, the best overall 

result is in the case of (20, 15 and 65). This result 

is dedicated for our target multithread program 

and it may differ for other multithread programs. 

In [4], after training networks we ran target 

program 500 times and tried to predict the 

deadlock possibility during these runs. During 

these runs deadlock occurred 17 times. Our 

approach reported 13 before their occurrences 

and missed 4. Also in 3 cases, it reported false 

positive, thus the precision was about 74%. In 

this work, after training the networks using 

considered extensions, we again ran test 

multithread program 500 times to see how many 

deadlocks will be reported correctly. It results 15 

deadlocks during 500 times. Our model, this time, 

reported 14 and missed just one deadlock not 

reported; also it didn‟t report any false positive. 

This time, the precision was about 88%. In 
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comparison with our previous work [4], the 

extensions made a clear improvement in the 

results up to 15%. 

5. Conclusion 

Online potential deadlock detection 

techniques received lots of attention in recent 

years. But these techniques often are not cost 

efficient, neither in time or space. Also they need 

extra programmer effort to instrument the code 

and in some cases the results of these techniques 

may come too late. Considering these problems 

we proposed a novel online model to predict the 

deadlock at runtime in multithread programs 

rather than discovering deadlocks by pre-running 

some execution traces to find the potential 

deadlocks. In our proposed model the main 

runtime overhead is through the predictor 

component which predicts the future behavior of 

threads using neural network. In this work we 

used the "Nonlinear Autoregressive with external 

input (NARX)" network. The learning phase of 

NARX network has the order of complexity 

)( 3nO  in worst case [22]. But this complexity is 

related to offline phase of our proposed model 

and once the networks were trained, then at 

runtime the output of predictor will be generated 

with a lower order of complexity, therefore our 

model doesn„t force considerable overhead at 

runtime. Also our model could be execute on a 

completely different core from the main program 

and because of the simplicity of instrumentation 

logic it doesn„t interfere in the target program 

execution. 

In this work we extended our previous work 

in two ways:  

1. Using time series analysis approaches in 

configuring predictor network parameter  

2. Using NARX network instead of NAR 

network.  

The obtained results showed that the 

extensions described in this paper, made 

improvement in the prediction of potential 

deadlocks. The configuring a predictor neural 

network considering the problem specification 

and requirements resulted the more precise 

predictions. Because of this experience, in our 

future work, we are planning to configure the 

predictor networks parameters based on the static 

analysis and structure of the target multithread 

program, we hope to obtain more accurate results. 

 

 

 
Fig. 9. Average results of NARX strategy with different test, validation and train data 
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Abstract 
Process migration is critical to dynamic balancing of workloads on cluster nodes in any high 

performance computing cluster to achieve high overall throughput and performance.   Most existing 

process migration mechanisms are however unsuccessful in achieving this goal proper because they 

either allow once-only migration of processes or have complex implementations of address space 

transfer that degrade process migration performance. We propose a new process migration mechanism 

for HPC clusters that allows multiple migrations of each process by using the network RAM feature of 

clusters to transfer the address spaces of processes upon their multiple migrations. We show 

experimentally that the superiority of our proposed mechanism in attaining higher performance 

compared to existing comparable mechanisms is due to effective management of residual data 

dependencies. 

 

Keywords: High Performance Computing (HPC) Clusters, Process Migration, Network RAM, Load 

Balancing, Address Space Transfer. 
 

 

1. Introduction 

A standard approach to reducing the runtime 

of any high performance scientific computing 

application on a high performance computing 

(HPC) cluster is to partition the application into 

several portions that can be run in parallel by 

multiple cluster nodes simultaneously.  

HPC clusters generally consist of three main 

parts: a collection of off-the-shelf (COTS) 

computing and storage nodes, a network 

connecting the nodes, and a cluster manager 

system software that manages all nodes and 

presents a single system image to applications 

while exploiting the parallel processing power of 

multiple nodes. 

The cluster manager system software 

provides a set of global services that aim at 

making resource distribution transparent to all 

applications, managing resource sharing between 

applications, deploying as much cluster resources 

as possible for demanding applications, and 

scheduling parallel processes on all cluster nodes. 

The services include global resource 

management, distributed scheduling, load 

sharing, process migration, and network RAM.  

Dynamic load sharing can be achieved by 

moving processes from heavily-loaded nodes to 

lightly-loaded nodes at runtime. This can lead to 

fault resilience, ease of system administration, 

and data access locality in addition to an 

enhanced degree of dynamic load distribution [1].  

Upon migration of a process, the process 

must be suspended and its context information in 

the source node extracted and transferred to the 

destination node. The process can only then 

resume executing from the point it was 

suspended. Two critical challenges of process 

migration are the transfer of the process address 

space from the source node to the destination 

node, and access to the opened files in the 

destination node after process migration [2].  

In this paper we only focus on resolving the 

first challenge of process migration by 

introducing a new process migration mechanism 

by using the network RAM feature of HPC 

clusters, wherein the aggregate main memory of 

all cluster nodes in a cluster represents the 

network RAM of that cluster [3]. In addition to 

achieve comparably higher performance than 

existing process migration mechanisms, our 

proposed mechanism is intended to allow for 

multiple-migration of each process that is a 

missing feature in existing process migration 

mechanisms that is accounted as a source of 

inefficiency. 

The rest of paper is organized as follows. 

Sections 2 and 3 introduce process migration and 

network RAM. Section 4 reviews related works 

on process migration with respect to transfer of 
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process address space. Sections 5 and 6 present 

our network RAM based mechanism and its 

evaluation, and Section 7 concludes the paper. 

2. Process Migration 

Process migration is the act of transferring an 

active process between two computers and 

restoring its execution in a destination node from 

the point it left off in the source node. The goals 

of process migration are closely tied to 

applications that use migration. The primary 

goals include resource locality, resource sharing, 

dynamic load balancing, fault resilience, and 

ease of system administration [1]. Any process 

migration mechanism can thus be benchmarked 

and evaluated with respect to the degree it 

satisfies these goals.   

Considering an HPC cluster, process 

migration has three main phases [4] (note that 

these phases are applicable to process migration 

in all types of networks of computers in general 

including HPC clusters that are the main focus of 

this paper): 

1. Detaching Phase that involves the 

suspension and the extraction of the 

context of a migrant process in its current 

node. These activities must be done in a 

way that none of the other processes 

running on the current node or in other 

nodes of the cluster experience any 

execution inconsistencies. At the start of 

this phase, the execution of the migrant 

process is frozen. 

2. Transfer Phase that involves the transfer 

of the extracted context of the migrant 

process to the destination node. 

3. Attaching Phase that involves the 

reconstruction of the migrant process on 

the destination node. The reconstruction in 

turn involves the allocation of resources on 

the target node to the migrant process, 

informing the beneficiaries and/or brokers 

of the migrant process about the current 

executing place of the migrant process, 

and resuming the execution of the migrant 

process on the destination node from the 

point it left off on the source node. 

The time interval between freezing a migrant 

process on a source node and resuming its 

execution on a destination node is called the 

freeze time representing the status wherein the 

migrant process is neither executing on the 

source nor executing on the destination node. 

The longer the freeze time the lower will be the 

performance of the process migration. 

The context of a process to be migrated 

includes the process’s running state; stack 

contents; processor registers; address space; heap 

data; and process’s communication state (like 

open files or message channels). The whole 

context must be transferred to the destination 

node before the process can continue its 

execution on the destination node. The process 

address space is the largest part of the process 

context that might have hundreds of megabyte of 

data [5] taking longest to be transferred to the 

destination node. This can adversely affect the 

performance of process migration. Therefore, the 

performance of any process migration 

mechanism largely depends on how long it takes 

to transfer the context of migrant processes to 

destination nodes.  

Various data transfer techniques have been 

presented in the literature that try to reduce the 

high cost of address space transfer [6]. A well-

known technique is to transfer only parts of 

process address space to allow resumption of 

processes on destination nodes without waiting 

for the transfer of the whole process address 

space and context. Though very attractive on 

grounds of improving the performance of process 

migration, this technique leaves parts (pages) of 

process address space on different nodes when 

multiple migrations in the lifetime of process is 

allowed and occurs. In other words, the process 

address space is scattered on multiple nodes 

resulting in residual dependencies. Management 

of residual dependencies increases the 

implementation complexity of process migration 

that in turn results in performance degradation of 

process migration.  

Our proposed mechanism is particularly 

useful to strong migrations wherein the entire 

process state (rather than code and some 

initialization data in weak code migration) must 

be transferred to destination. 

3. Network RAM 

Large-memory high-performance applications 

such as scientific computing, weather prediction 

simulations, data warehousing and graphic 

rendering applications need massive fast 

accessible address spaces [7] that are not provided 

by even high capacity DRAMs. The runtime 

performance of these applications degrades 

quickly when system encounters memory shortage 

and starts swapping memory to local disks. 

In today’s clusters with very low-latency 

networks, the idle memory of other nodes can be 

used as storage media faster than local disks, 

called network RAM. The goal of network RAM 
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is to improve the performance of memory 

intensive workloads by paging to idle memory 

over the network rather than to disk [8].  

Some common uses of network RAM are 

remote memory paging [9], network memory file 

systems, and swap block devices [10,11]. 

Locating unused memory in every node requires 

that network RAM keeps up-to-date information 

about all unused memories.  

Since network RAM stores data on remote 

memories, it includes remote memory paging 

facility to keep information on all remote data. 

This functionality of network RAM can be used 

to alleviate the performance overhead of process 

migration in transferring and managing the 

address spaces of migrant processes. This 

describes why we have deployed network RAM 

technology to propose a novel process migration 

mechanism for HPC clusters in this paper. 

4. Related Works 

We can categorize into three categories the 

works on process migration that have presented 

solutions to cope with the address space transfer 

issue in particular into three categories. 

4.1 Address Space Transfer Techniques 

To avoid the high cost of process address 

space transfer, several techniques have been 

introduced. In the total-copy technique, which is 

the simplest and weakest one, the whole process 

address space is copied to destination node at the 

migration time [12,13,14,15,16]. The pre-copy 

technique transfers the whole process address 

space to destination node before starting to 

migrate the process in order to reduce the freeze 

time of the process [17]. The copy-on-reference 

technique transfers only the process state to the 

destination node and pages of process address 

space are transferred on demand [18,19]. In the 

flushing technique, dirty pages are flushed to disk 

and the process accesses them on demand from 

disk instead of memory on the source node [20]. 

4.2 Prefetching Techniques 

Besides techniques for transferring process 

address space, another technique is proposed to 

increase the performance of address space 

transfer while migrant is running on the 

destination node. This technique includes 

prefetching of those pages that are likely to be 

accessed by the migrant to avoid remote page 

faults. This solution is used in openMosix and it 

is called Lightweight Prefetching [21]. 

4.3 DSM-based Techniques 

Some HPC clusters have used the distributed 

shared memory (DSM) mechanism to transfer 

process address spaces between nodes upon 

process migrations. Pages stored on DSM need 

not be transferred at all during process migration. 

Only pages accessed by the migrant after 

migration are provided to the migrant process 

using the DSM mechanisms. Kerrighed is a kind 

of SSI operating system that has used this 

technique for process migration [2]. CORAL [4] 

and Mach [6] use the same technique for process 

migration and MigThread [22] uses a DSM 

framework for thread migration. 

4.4 Comparison 

DSM-based and copy-on-reference techniques 

in support of process address space transfer are 

more efficient than their counterparts because they 

do not transfer the whole process address space 

and avoid storing pages on disk. However, 

systems such as Mosix [15], Accent [19] and 

RHODOS [18] that have used the copy-on-

reference migration technique allow processes to 

migrate just once in their lifetime in order to avoid 

the complex implementation of multiple process 

migrations or better said the complex management 

of dependencies of data residual on different 

nodes if multiple migrations were allowed. On the 

other hand, systems that have used the DSM-

based technique are quite dependent on the 

implementation of their DSM manager for 

handling dependencies between residual data on 

different nodes that are provided to migrant 

processes on demand. In this paper, we propose a 

transfer technique in the face of multiple process 

migration allowance whose performance is higher 

than existing implementations of the DSM-based 

technique. 

5. Motivation 

Process migration has gained popularity for 

several reasons. Traditional process scheduling 

mechanisms lack enough flexibility to cope with 

changing loads of very large HPC clusters and 

process migration can be beneficial here. Unlike 

other mechanisms such as check-pointing, 

process migration needs no server coordination 

[20] and is more suited to make clusters scalable. 

By growing the size of data in high performance 

applications rather than process code size which 

is quite stable, process migration will be very 

promising when data are located on several 

nodes.  

In spite of above advantages, process 

migration has not been widely used in HPC 
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clusters.  This is mainly due to the low 

performance of process migration mechanisms 

and the complexity of implementing the 

migration support in commodity operating 

systems.  

In HPC clusters executing applications with 

huge address spaces, the use of idle memories of 

remote cluster nodes instead of disk is more 

attractive. This can be achieved by network 

RAM. With growing applications with large data, 

the use of network RAM has become more 

advantageous. That is why various models have 

been implemented in recent years 

[7,9,10,11,23,24]. In such applications whose 

address spaces are very large and distributed 

among multiple nodes, process migration is more 

beneficial because of the smaller sizes of the 

process states, though data distribution makes 

data provision to migrant processes more 

difficult. 

By using the network RAM technology, 

memory is managed without any direct 

interference of process migration mechanism 

simplifying the implementation of process 

migration and improving the overall performance 

of process migration mechanism. 

6. Proposed Mechanism 

Network RAM uses memories of remote cluster 

nodes to store data. When a process migrates to 

another node, some parts of its address space are 

remained on the source node. This is similar to 

the case that the process is on the destination and 

data are stored in remote memory of the network 

RAM that becomes accessible to the migrant 

process on demand. Inspired by this similarity, 

we propose a new process migration mechanism 

that uses network RAM for the purpose of 

transferring process address spaces during 

process migrations. This approach decreases the 

implementation complexity of our process 

migration mechanism, reduces the overhead of 

residual data dependencies, and improves the 

performance of migrant processes. 

Network RAM has good facilities that can 

be used in process migration. These facilities 

include remote memory pager and an efficient 

module to locate remote pages across an HPC 

cluster. Thanks to these facilities, we can transfer 

only the required pages and at the same time, 

allow processes to migrate multiple times on 

various nodes. 

In our mechanism, there is no need for 

transfer of the whole process address space and 

pages required by the migrant process can be 

accessed through the network RAM remotely. 

Fig. 1 shows the schema of our proposed 

mechanism. 

When a process is selected for migration, no 

pages are transferred. Instead, each page in 

address space of the migrant process is added to 

the data structures of the network RAM and 

marked as a remote page. Then, page faults of 

migrant are handled by the network RAM faster 

than DSM-based solutions. 

The network RAM module manages all 

memory-related issues of process migration 

mechanism including the transfer of process 

address space during migration, management of 

residual dependencies and handling page faults 

in addition to its own work. This simplifies the 

implementation of process migration mechanism. 

 

 

Fig.1. A schematic view of our network RAM-based process 

migration mechanism 

7. Experimental Result 

To evaluate our proposed mechanism, we 

simulated our mechanism by running it on a 

homogenous cluster with 20 nodes connected to 

an Ethernet switch via a 10Gbps cluster network 

connection. Each node had a 3GHz CPU. The 

cluster has global distributed shared memory, 

global network RAM and global process and 

network management features in addition to 

process migration facility. 

We evaluated our mechanism by DGEMM 

HPC benchmark. Fig. 3 shows the migration 

times of processes with different sizes of address 

spaces under DSM-based, network RAM-based 

and copy-on-reference process migration 

mechanisms. Among previous solutions only 

DSM-based migration method support multiple 

migration of a process in its lifetime on different 

workstations. 



 

Journal of Information Systems and Telecommunication, Vol. 1, No. 1, Jan – March 2013 43 

0

10

20

30

40

50

60

70

20x20 50x50 100x100 250x250 500x500

T
o

ta
l 

M
ig

r
a

ti
o
n

 T
im

e
 (

m
s)

 

Matrix Size 

Copy_on_Reference

DSM-based

NetworkRAM-based

As Fig. 3 shows, the migration times under 

DSM-based and our proposed mechanisms were 

almost equal. The migration time has increased 

linearly with increases in the size of process 

address space. In both mechanisms, the whole 

process address space was not transferred to the 

destination node at migration time. However, the 

larger the process address space the higher was 

the migration time implying that bigger address 

spaces take longer to be managed that is quite 

logical and sensible. The migration time under 

copy-on-reference mechanism is not dependent 

on address space size of process and almost 

remains unchanged. 

So far our experiments showed the same 

performance for DSM-based vs. network RAM-

based process migration mechanisms. 

Fig.2. Total migration time for different matrix Sizes 

 

Fig.3. Page fault handle time for process migration 

mechanisms 

The key improvement in our network RAM-

based mechanism is handling page faults of the 

migrant process on destination node.  Fig. 3 

shows the average page fault handling time for 

DSM-based, copy-on-reference and network 

RAM-based mechanisms. As Fig. 3 shows, our 

proposed mechanism handle page fault of the 

migrant process faster than DSM-based 

mechanism. That is because network RAM-

based does not consider memory sharing issues 

and providing pages to the demanding process is 

performed without locking operations. However, 

copy-on-reference mechanism has minimum 

page fault time, because in this way, requested 

pages are being brought from one specified 

workstation namely the source workstation. 

Due to the fact that page faults may occur 

thousands of times while executing the migrant 

process on destination node, improvement of 

page fault time in our proposed mechanism 

results in improvement of execution time of 

process compared to DSM-based mechanism. 

Given that our network RAM-based 

mechanism supports multiple migration of the 

process, the advantage of our network RAM-

based mechanism showed even more when a 

process was allowed to migrate to more than one 

cluster node in its lifetime. The more a process is 

selected to migrate, the more page faults it may 

experience in its execution.  

Fig. 4 shows the execution times of the 

DGEMM process with 500×500 matrix size after 

multiple migrations on different cluster nodes in 

its lifetime. As a result of effective page fault 

handling by the network RAM, the execution 

times of the migrant were reduced compared to 

those of DSM-based mechanism. 

8. Conclusion and Future Works 

In this paper, we proposed a mechanism that 

exploited the network RAM facility existing in 

clusters to transfer  

 

 

Fig.4. Execution time of DGEMM process after multiple 
migration in DSM- and Network RAM-based process migrations 
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process address spaces during process 

migrations in HPC clusters. 

Our simulative experiments showed higher 

overall performance of migrant processes under 

our proposed mechanism compared to a 

simulated DSM-based process migration 

mechanism when processes were allowed to 

migrate to more than one cluster node in their 

life-time. This implies that our proposed 

mechanism is especially attractive to scientific 

applications with coarse-grain long-lived 

processes that may require multiple migrations in 

their life-time; we know as a fact that migration 

of short-lived processes is not efficient [6]. The 

network RAM facility we used in our proposed 

process migration mechanism managed access to 

remote memory and consequently simplified the 

implementation of our mechanism.  

We can further improve the performance of 

our proposed process migration mechanism by 

reducing the numbers of required page transfers 

by coordinating the network RAM as to where to 

store remote pages with the task that selects a 

node as destination upon migration. 
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Abstract 

Smart and timely detection of fire can be very useful in coping with this phenomenon and its inhibition. 

Enhancing some image analysis methods such as converting RGB image to HSV image, smart selecting 

the threshold in fire separation, Gaussian mixture model, forming polygon the enclosed area resulted 

from edge detection and its combination with original image, this papers addresses fire detection. 

Accuracy and precision in performance and rapid detection of fire are among the features that 

distinguish this proposed system from similar fire detection systems such as Markov model, GM, 

DBFIR and other algorithms introduced in valid articles. The average accuracy (95%) resulted from 

testing 35000 frames in different fire environments and the high sensitivity (96%) was quite significant. 

This system be regarded as a reliable suitable alternative for the sensory set used in residential areas, but 

also the high speed image processing and accurate detection of fire in wide areas makes it low cost, 

reliable and appropriate. 

Keywords: Fire Detection, Gaussian Mixture Model, Image Processing, HSV Space, Edge Detection. 

 

 

1. Introduction 

Fire Detection is an important issue in today's 

world because it directly threatens the life of 

living organisms, especially human life. 

Researches dealing with fire detection have 

always been important since the spread and the 

impact of fire detection in residential areas, 

business centers, industrial areas and open areas 

is critical. However, the field of smart fire 

detection is not confined to these areas. Fire 

detection without human intervention seems 

necessary in jungles, parks and farms too. The 

conventional sensors of fire detection such as 

environmental heat detector or smoke detector 

has a significant role in fire and smoke detection. 

Nevertheless, recent studies have shown that in 

large places and buildings, smoke detectors and 

heat sensors are not desirables due to point 

detection [1]. On the other hand, the employment 

of these systems in such open areas as jungles 

and spacious storages is expensive, having 

reduced capability and accuracy and unable to 

entirely cover these areas. In jungles, we need 

monitoring, employing human resources and 

large quantity of sensory network. Fire detection 

through image processing system is a new 

method based on one or some main color 

indexes, composition or formal structure and 

brightness. In some methods, colored mass of 

fire used for fire detection. Turgay et al [2] 

attempted to detect fire using fuzzy logic and 

colored mass of fire. Of course they first attempt 

to trace the smoke in video sequences, but they 

detect fire flames by using combine methods in 

next steps. Wirth and Zaremba [3] developed an 

efficient system by analyzing Back projection 

histogram image and properties of fire pixels in 

the image. Flame region is target for them in 

video sequences with high rate detection to 
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prevention from sudden firing in apartments. 

Cho and Bae [4] proposed a system which drew 

upon statistical models of flame 

color combination and image processing 

techniques. Xu and He [5], using neural-fuzzy 

grids in residential buildings, developed a fire 

detection system. This system is designed as 

alarm system in high-rise building. The main 

application in high-rise building was reason to 

detect the fire events. Chen and Chiou [6] also 

used image processing method for fire detection. 

But the main advantage of this system is 

prediction of fire events. Firstly the proposed 

system by tracking smokes in ambient, predicts 

the probability of fire event and so is called early 

fire-detection system. Phillips et al. [7] suggested 

an algorithm based on color and data obtained 

from flame movement in video images. Video 

sequences are analyzed by using image and 

video processing techniques in their work. 

Haralick et al. [8] detected fire flames using 

gray-level matrix (GLCM) and wavelet analysis 

as well as extraction of contextual features of 

image. Another method suggested by Healey et 

al. [9] drew on colored data of image for fire 

detection. But their work was real-time system 

that uses image processing techniques and 

features extracted from fire flames in images. Liu 

and Ahuja [10], used formal combination of fire 

for the sake of fire detection in Fourier transform 

space. They attempt to develop the accuracy and 

process speed for early fire detection. 

In some of these systems, fire detection takes more 

than tens of seconds. Obviously, this problem 

would be very serious because the fire detection in 

early stages is very important in extinguishing fire. 

Low accuracy in detecting fires is another problem 

observed in some other methods. For example, the 

location of growing areas of fire is not addressed in 

some methods. Thus, there seems to be a need for 

a smart efficient system which is capable detecting 

fire accurately and rapidly. Using enhanced image 

processing techniques, this paper introduces an 

accurate reliable system.  

2. The Proposed System 

The method proposed for detection of the fire 

flames in this paper draw mainly on video 

processing techniques to detect the target area.   

2-1Threshold 

The brightness intensity of a gray-scale image 

can only vary between [0-255]. This is a very 

useful feature. Partial separation of an image 

through selecting appropriate threshold is based 

on dividing the image into background and 

foreground classes [11].  One of the effective 

methods in image processing, which is often 

used to separate the background from image, is 

threshold method which is based on selecting an 

appropriate threshold from image histogram. The 

more careful is this selection, the more accurate 

will be the accuracy of separating image 

background from its main framework. In image 

processing, mainly symmetrical threshold 

method is used. Image histogram will be split in 

half at t0. Then, as to brightness intensity of t < 

t0, t > t0 average value will be calculated and we 

will be able to witness the greater average (either 

on left or right side). Thus, by changing the value 

of t0 within certain brightness intensity, the 

means become equal, or at least, the difference 

between these two means becomes smaller than a 

minimal number. However, if partial separation 

of image is conducted according to brightness 

intensity, the threshold value or boundary is 

considered as the basic brightness intensity in 

division. That is, brightness intensities greater 

than threshold value will be equal to 1 and 

brightness intensities less than that will be equal 

to 0. Thus, we will have a binary image 

consisting of zero and one elements. Hence, the 

threshold of the image f (x, y) means to convert 

it into a binary image according to Eq. (1): 

(1)                      
1 ( , )

( , )
0 ( , )

f x y T
g x y

f x y T
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where T is the selected threshold in separating 

background and foreground of the image. Figure 

1 displays the stages of separation process based 

on overall separation for selecting appropriate 

threshold.  

 

Figure 1.  separation based on overall threshold selection 
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Drawing on this procedure, which is commonly 

called overall thresholding, the ideal condition takes 

place when there are sufficient changes between 

different parts of image. To select proper threshold 

for separating fire from other parts of image, in 

some methods, the formal and colored combination 

property will be used [12]. In Figure 2, the 

histogram of three constituting spectrum of RGB 

image for a random frame has been displayed. The 

main advantage of the histogram is capability 

detection the adequate threshold in image. 

 

Figure 2.  (a) Histogram of Red (b) Green and (c) Blue 

components in original frame 

2-2 Gaussian Mixture Model 

The subtraction of the backgrounds of a video 

sequence from each other is a method by which 

the target foreground section in each frame is 

separated. Among the conventional methods of 

thresholding, Gaussian mixture model is one of 

the techniques used for separation and display of 

different background images [13]. According to 

Eq. (2), Gaussian model for each pixel is the 

Gaussian density, i.e.: 
2

1 1
( ) exp

22

x
p x





  
   

   

                  (2) 

Where μ is the mean intensity of pixels 

brightness and σ is the variance. By constructing 

probability density function (PDF) with μ and σ 

variables, each pixel in each frame is distributed 

by K mixture in Gaussian model and the 

probability of the pixel having the value of Xn at 

the time of N is calculated according to Eq. (3): 
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
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In which wK is the weight parameter of K Gaussian 

factor and ɳ (x,θK) is the normal distribution of K 

factor, which is calculated according to Eq. (4). 
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μk and Σk are respectively mean and 

covariance of K factor and 
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. The number of 

distribution K is estimated according to the wK 

divided σk sufficiency function and the first 

distribution of (B) is used as a foreground model. 

B function is calculated according to Eq. (5)  

1
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b
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where T threshold is the lowest decimal value in 

the foreground model.  

2-3 HSV Space 

The space which is useful for segmentation of 

the fire is the conversion of HSV space. Using 

the features of color space change in HSV, the 

fire position can be detected by calculating the 

final area relative to the area of the original 

image. Using features of color space change in 

HSV space, the complexity between the level of 

image and undesired light intensity, which can 

produces error, is largely reduced. Section H is 

formed after converting RGB input image into 

HSV space according to M=max (R, G, B), 

m=min (R, G, B) and d=M-m. Finally RGB 

image in form of Figure 1 is converted into HSV 

space. The values of r, g and b is calculated as a 

set of ( ) /b M B d  , ( ) /g M G d  and

( ) /r M R d  . All three H, S and V components 

change in [1-0] interval. 

 

Figure 3.  The final diagram of converting RGB space into 
HSV space for input frames contain fire flames 

After converting image from RGB to HSV 

space, considering the difference between fire 

color and changes in the image histogram, we 

will separate the fire. During the conversion, the 

foreground and background are separated. Figure 

4 shows a set of frames taken from a video 

sequence with threshold implementation as well 

as application of conversion to HSV space and 

Gaussian mixture model. 
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Figure 4.  Images from top left to the right show 89 to 94 frames of a sample video sequence from the a fire event, in amidst 

column frames is converted to the HSV space and in the bottom column, the images produced after using Gaussian mixture model 

and thresholding has been presented in RGB format. 

2-4 Edge Detection and Image Combining 

Edge detection is one of the most widely used 

techniques in image processing in which basic 

components of the image like the framework of 

original image are extracted. Edge detection is 

the use of gradient matrix to detect those image 

pixels whose brightness intensities have sudden 

changes in contrast to their adjacent pixels [14]. 

This technique usually draws on first order and 

second order derivatives for each pixel. The 

operator of the first order derivative displays 

pixels in which the range of brightness intensity 

is greater than defined threshold value in the 

same part of image, and second order derivative 

seeks to find intersecting points of zero-crossing. 

If we display original image with f (x, y) the first 

order derivative will be 
x

f




and

y

f



  . Pixel 

gradient of (x, y) is f


  which has been shown in 

Eq. (6): 
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Where Gx and Gy respectively are the gradient 

along the x and y-axis, and the value of gradient 

operator has been introduced in Eq. (7):  

  2122

yx GGf 
                                             

(7) 

In discrete space, variables x and y are replaced 

by quantized values of discrete m and n that 

represent the position of pixels in the image. 

Thus, the gradient is calculated in form of 

equation (8):  

)(
2

)(
2 ,+,=∇ nmfnmff

yx                                
(8) 

Where fx and fy are resulted gradients along X 

and Y axis respectively. To remove the extra 

elements that are associated with the threshold 

process, we use a range between [1-0] in edge 

detection. That is, if after processing of an edge 

pixel, the number of its adjacent pixels is less 

than a basic value, the brightness intensity of the 

target pixel becomes zero; otherwise, it will 

retain its previous brightness intensity. These 

two operators are applied to the images obtained 

from threshold stage. 

For graphical display of fire and precise 

detection of its location, the brightness intensity 

of new edge color spectrum is turned into a red 

spectrum. If the original image is F and 

restructured colored edge matrix is t, then 

according to equation (9) we will have: 

( ) 0 F t =                                                         (9) 

Thus, all elements of F matrix which are similar 

to zero elements of t remain and other elements 

become zero. Filling polygons of empty and 

enclosed areas is an algorithm which is carried 

out according to data structures, morphological 

properties and partial image processing. Filling 

the internal area of an enclosed region takes 

place within two classes of polygon filling and 

pixel filling [15]. Drawing on 

morphological reconstruction algorithm [16][17] 

of image which is based on technique of edge 
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formal repairing, and using constructive lines of 

polygon, we will retrieve the data lost during 

threshold stage. It, thus, increase the accuracy of 

this stage. In Figure 5, the Filling polygons edge 

detection and combining images to trace the fire 

flames is shown. 

 

Figure 5.  Images from top left to the right show new edge image after filling polygon and and in the bottom column the final 

composition of the fire location and original image is shown. 

3. Performance Analysis 

The system was implemented on 57425 video 

frames taken from AMC channel [18] and video 

sequences containing the occurrence of the fires. 

There were 7 fire event cases in video sequences. 

All sequences were randomly converted into 4 

categories of Movie with these details: AVI 

format, 120 × 160 pixels resolution and 15 fps. 

In Table 1, mean accuracy (MAC) and detection 

rate (DR) and false alarm rate (FAR) have been 

calculated according to Eq. (10) to Eq. (12) 

which are used for measuring the accuracy of 

detection in video sequences.    

( ) 100TP TN

TP TN FP FN

N N
AAC

N N N N


 

  
   (10) 

 

Number of True Positive
DR

Number of Fire Video Frames
         (11) 

Detected ROI
FAR

Number of Video Frames



             (12) 

In these equations, 

NTP is the number of frames in which fire flames 

has been detected by the algorithm.  

NFN is the number of frames in which the 

algorithm has failed to detect fire flames.  

NTN is the number of frames in which there is no 

sign of fire flames and the algorithm has not 

detected any by mistake. 

NFP is the number of frames in which there is no 

sign of fire but the algorithm has detected some 

by mistake. 

And ROI is also the objective area in the image 

which includes all three signs of fire in the 

ambient. 

Table 1: How average accuracy, detection rate and false alarm rate are calculated. 

False 

Alarm 

Rate 

(FAR) 

Detection 

Rate (DR) 

Average 

Accuracy 

(AAC) 

The number frames 

without any fire events 

The number frames 

with fire flames No. 

Frames 
Video 

Clips 
NFP NTN NFN NTP 

4.71% 94.81% 95.13% 14 283 7 128 10755 Movie 1 

5.63% 100% 95.72% 8 134 0 45 5690 Movie 2 

8.69% 96.96% 93.28% 16 168 3 96 9661 Movie 3 

4.36% 97.80% 96.29% 9 197 2 89 8917 Movie 4 

5.84% 97.39% 95.105% 47 782 12 358 35023 Total 

 

 

( ) 100TN

TN FP

N
SP

N N
= ´

+
and

( ) 100TP

TP FN

N
SE

N N
= ´

+
are specificity and 

sensitivity which were respectively equal to 

94.33% and 96.75%. It should be noted that this 

method is a new technique and a comparison 

has been drawn between the performance of this 

system and other methods used for detection of 

the fire events. Different methods use various 

databases. The proposed method in this paper, 

however, has been applied to a greater database. 

At first, it should be noted that the use of a 

single camera would decrease the sensitivity 

and specificity of the third technique in contrast 

to other two techniques. Figure 6 displays the 

implementation of this method as well as 
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detection of the location and condition of fire 

spread in different spaces. The experiments 

show that the algorithm is reliable and accurate. 

Also the fire experiments show that the shape 

and color of flame change randomly in fire 

image sequences.  

 

 

 

 
 

 

 
 

Figure 6.  Implementation the proposed algorithm on 2 clips which contain fire events. The algorithm is implemented on two 

images in bottom coloumn  

3-1 Discussion  

The occurrence of error is only natural. Using 

multiple cameras, which simultaneously identify 

fire events, increases the accuracy, sensitivity 

and specificity of this system more than the other 

two techniques. Table 2 shows the greater ability 

of the system in detecting the occurrence of a 

fire. Inconsistency is another problem that may 

occur when decreasing the frames and the 

resulted time delay might result in lower 

sensitivity. In Figure 7 the proposed algorithm 

has been compared in 15 images using DFBIR 

and GM [19][20] methods. Randomly selecting 

15 images out of 83 tested images, the average 

accuracy of 95% was compared in Table 2 with 

valid techniques. The highest accuracy belonged 

to the jungle image with 515×972 resolution and 

99.58% accuracy. The least accuracy in detection 

of fire belonged to the image of house flames 

with 689×1034 resolution and 94.07% accuracy.   
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Figure 7.  Comparison of the proposed algorithm with 

DFBIR and GM 

Table 2. Comparison of detection rates and false alarm rates 
in different techniques with proposed algorithm 

Technique 
Detection 

Rate  

False Alarm 

Rate  

Chen et al [6] 93.90% 66.42% 

Celik et al [21] 78.50% 28.21% 

Celik et al [22] 97.00% 78.39% 

YCbCr [2] 99.00% 31.00% 

Lee [23] 85.2% 1.7% 

Proposed 

Algorithm 
97.39% 5.84% 

4. Conclusions 

This paper proposed a system with high accuracy 

and efficiency which was able to detect fire and 

its expansion pattern in a short time. In contrast 

to other fire detection, the performance of the 

proposed algorithm was at an acceptable level 

with an average error of 5% and sensitivity of 

96%. The implementation of this system in 

residential and industrial areas as well as open 

areas such as jungles and farms obviates the need 

for employment of expensive sensory networks 

since such factors as low design cost, fast 

processing and response as well as high accuracy 

distinguishes this system from similar ones.  
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