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had a great impact on the enhancement of the published articles. We would like to congratulate and 

appreciate all these people for their contributions in this success. 

Our community has grown; thanks to the devotion and tireless efforts shown by the staff and contributors of 

the “JIST and we hope that in the coming year we can repay their dedication by providing our readers with 

a high quality accessible and above all beneficial magazine. Special thanks are also due to the editorial 

board of JIST who have contributed their time and efforts to make this magazine what it is today. All of us 

will continue to do our utmost to make the “JIST” a name recognized for excellence in the scientific 

community. 

As the last noteworthy point in this issue, we would like to attract the attention of our colleagues to the fifth 

issue. Keeping in mind that the deadline of paper submission is February 15, 2014, the interested people are 

kindly invited to read the call for papers page in www.jist.ir. 
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Masoud Shafiee  

Editor- in- Chief   
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Abstract 
This paper deals with optimal beamforming in wireless multiple-input-multiple-output (MIMO) relay networks that 

involves multiple concurrent source-destination pairs with imperfect channel state information (CSI) at the relays. Our 

aim is the optimization of the MIMO relay weights that minimize the total relay transmit power subject to signal-to-

interference-plus-noise ratio (SINR) of all destinations to be kept above a certain threshold. Since power minimization is a 

non-convex quadratically constrained quadratic programming (QCQP), we use semi-definite programming (SDP) 

relaxation of above mentioned problem by using a randomization technique. Numerical Monte Carlo simulations verify 

the performance gain of our proposed multiple antenna relay system in terms of transmit power and symbol error 

probability. 

 

Keywords: MIMO-Relay Networks, Power Allocation, Beamforming , Semi-Definite Programming 
 

 

1. Introduction 

Recently, using MIMO-relays in wireless networks 

has attracted significant attention. Due to the shadowing, 

multipath fading and interference, the link quality 

between the source and destination in a wireless network 

degrades intensively. Several schemes to achieve spatial 

diversity are considered in literature. The most popular 

cooperative schemes are amplify-and-forward (AF) [1], 

decode-and-forward (DF)[2], compress-and forward [3] 

and coded cooperation [4]. In the AF scheme, sources 

transmit messages to the relays, which then simply scale 

their received signals according to a power constraint and 

forward the scaled signals toward the destinations. AF 

scheme has received extensive attention due to its 

simplicity. 

In [5], distributed beamforming relay system with 

single transmitter-receiver pair and several relaying nodes 

has been proposed and perfect CSI knowledge is 

supposed to be available for each node. The authors in [6] 

have investigated the same scenario as in [5], but have 

assumed that the second-order statistics of all channel 

coefficients are available at the receiver. In [6,7], the 

beamforming weights are obtained in order to maximize 

the signal-to-noise ratio (SNR) at the destination subject 

to individual relay power. In the subsequent scenario, the 

problem has been solved subject to the total relay power 

constraints, while [5] solved the beamforming weights 

only subject to individual relay power constraints. 

Although, both of them have the same problem 

formulation, they have completely different approaches to 

solving the problem. 

MIMO systems attracted considerable attention 

because of their ability to support high data rate and 

wireless network improvement [8]. In this paper, we aim 

to design optimal beamforming in MIMO relay networks. 

Conic optimization techniques, as a result of modern 

convex optimization, have been extensively used in [9] to 

obtain a computational attractive problem emerged from 

the original difficult problem. The optimization problem 

of [7,10,11] is shown to be nonconvex quadratically 

constrained quadratic program, which can be solved by 

relaxing the original problem SDP problem [12], and 

employing the interior point methods (IPM) [13] for 

solving the SDP problem. Its problem has been solved 

efficiently because their solutions have been rank-one. 

The aim of this paper is the optimization of MIMO 

relay weights that minimize the total relay transmit power 

subject to SINR of all destinations be kept above a certain 

threshold. We show that such a power minimization 

problem is a non-convex QCQP problem. We turn it into 

a semi-definite programing problem using a well-known 

relaxation technique which is NP-hard in general, but in 

our case can be efficiently and exactly solved using a 

randomization technique. 
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Figure 1: A MIMO-Relay Multiuser Network 

2. System Model 

We consider a peer to peer MIMO-relay network with 

d pairs of source-destination nodes as shown in Fig. 1. 

We have assumed that all source and destination nodes 

are equipped with one antenna and each source aims to 

maintain communication with its corresponding 

destination. All nodes work in half duplex mode and it is 

assumed that there is no direct link between source and 

destination. We use a two-step AF protocol. During the 

first step, each source broadcasts its signals to MIMO-

relay. For the     user, given    as the source signal, the 

received signals at the MIMO-relay are collectively given 

as 

1

1

d
R

p rr rp
p

f s v 



  
 

where     is the channel coefficient from the     

source to the     MIMO-relay antenna,    is the 

information symbol assumed to be uncorrelated 

i.e. {    
 }        and     represents the AWGN at the 

MIMO relay, whose components are i.i.d. zero mean 

circularly symmetric Gaussian noise with unit 

variance ,i.e., CN(0,1). For simplicity, we rewrite the 

vector notation of the received signals as 

  ∑   
 
            (1) 

 

where  
 

  ,          -      ,          -  
 

and    [             ]
 
 

At MIMO-relay, the received signal for     user is 

processed by a complex beamforming weights       
, 

which should be designed appropriately. During the 2nd 

step, the adjusted signal retransmitted by MIMO-relay is 

          (2) 

where t is an     vector whose     entry is the 

signal transmitted by the     MIMO-relay antenna. Let us 

denote the vector of the channel coefficient from the 

MIMO-relay to the     destination as 

   ,            -
 .The received signal at the     

destination is expressed as  

     
        

        
 

   
   ∑      

 
      

         

   
          

   ∑    

 

       

     
         

 

 

(3) 

where    is the noise at the receiver, which is also 

assumed to be CN(0,1). 

3. Optimal Relay Power Control 

We aim to find the beamforming weights such that the 

MIMO-relay transmit power is minimized while 

maintaining the destinations QOS at a certain level, i.e., 

every destination SINR is required to be larger than a 

certain threshold value. The optimization problem is 

formulated as follows:  

Minimize

Subject to , 1,2,...,

T
w

k k

P

SINR for k d 
  (4) 

where    is the MIMO-relay transmit power,       

and    are the SINR and the target SINR at the 

   destination, respectively. Then, the SINR at the 

   destination is given by 
k

s
k k k

n i

P
SINR

P P



    (5) 

Here,   
     

  and   
  represent the power of  desired 

signal, noise and interference at the     destination, 

respectively. 

We now derive the expressions for the total transmit 

power of the MIMO-relay and      . Using (2), the total 

MIMO-relay transmit power can be obtained as 
 

    *   +   *      +   (6) 
 

      *     + 
 

where     *   + and can be expressed    as  

   ∑   

 

   

 {    
 }    

      

      (7) 

where   
 
  {    

 } and trace{.} represents the trace 

of a matrix. 

Using Kronecker identity, we have 
 

     (     )     ( ) (    )   ( ) 
 

Then, we can rewrite the total transmit power of 

MIMO-Relay as 
 

      ( ) (       )   ( )  (8) 
 

      
 

Let us define      ( )     (       )  where 

   ( )  is the vectorization operator which stacks all 

columns of a matrix on top of each other and   

desired signal Interfereence totalnoise 
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represents the kronecker multiplication of two matrices. 

Using desired signal component of (3), we can obtain   
  

as 
 

   
     

2*
k

k k

k T H H

s k k k k

H T

f

H

k

P E E s

Vec Vec



 



g

g W f f Wg

W R R W

w R w   (9) 

where,      *  
   

 +    (   
     ), and the total 

noise power is given by 
 

 

 

      

* 2

2 2

2 2

2

trace
k

k

k H T H

n k k n

H

v n

H T

v n

H

k n

P E v v

Vec Vec



 

 



 

 

  

 

g

g

Wg g W

W WR

W R I W

w D w    (10) 

where      
 (   

   ). 
 

Denoting    *       +  * +  and using the 

interference component of (3), the interference power at 

    destination can be obtained as 

 

       

* *

,

*

k

k

p

k

k k

k T H H

i k p q p q k

p q D

H T

p k k

p

HH T

k k

H

P E s s

trace P E

trace Vec Vec





   
   

   

   
   

   

  





 f

D

g g

g W f f Wg

W R W g g

W A WR W R A W

w Q w  (11) 

where  

   (  ∑    

    

)     (   
    ) 

Finally, the optimization problem can be written as: 

  2

Minimize

Subject to

1,2,...,

H

w

H

k
kH

k K n

for k d





 



w Dw

w R w

w D Q w

  (12) 

Since   (     )    
   , the above problem 

is equivalent to  

   2

Minimize

Subject to

1,2,...,

H

w

H

k k k K k n

for k d

    



w Dw

w R D Q w

 (13) 

Let us define         (     ). In our QCQP 

problem, since all the matrices    are negative 

semidefinite for all k, the problem is convex and can be 

solved efficiently. However, the feasible set of our 

optimization problem is empty, since         for all 

k and w. Therefore, the non-convex equality constraint 

(13) reveals that the QCQP problem is non-convex and 

NP-hard in general. However, we will show that an exact 

and simple solution can be found in our specific problem 

4. Solution via SDP Relaxation 

We first turned our QCQP problem into the 

semidefinite programing (SDP) problem. Let us define 

     , thus we recast the problem as follows: 

 

  2

Minimize trace

Subject to trace , 1,2,...,

( ) 1, 0

X

k n for k d

and Rank

  

 

k

DX

T X

X X
 (14) 

The rank-one constraint on X is nonconvex, hence the 

problem is nonconvex. By dropping the nonconvex rank-

one constraint, the problem can be relaxed to a convex 

SDP problem. The relaxed version of the problem 

Error! Reference source not found. can be represented 

by the following SDR
1
 form. Now we can obtain a lower 

bound on the optimal value of 

Error! Reference source not found. by solving this 

relaxed problem. 

 

  2

Minimize trace

Subject to trace , for

0

kk k = 1,2,...,d 



X

k

DX

T X

X   (15) 

Modern SDP solvers, such as SeDuMi [14,15], use 

interior point methods to find an efficient optimal solution 

for the problem, if it be feasible; otherwise, they return to 

an assertion of infeasibility. Generally, the optimal value 

of SDP problem is a lower bound for the optimal value of 

the nonconvex QCQP problem, because the feasible set of 

problem Error! Reference source not found. is only a 

subset of the feasible set of problem 

Error! Reference source not found.. If the optimal 

value in Error! Reference source not found. ,i.e.     , 

is rank-one, then its principal eigenvector is exactly the 

optimal solution of the original optimization problem, 

otherwise, a rank-one solution for the original problem 

can be found using a randomization technique. The idea 

behind this technique is to generate candidate sets of 

beamforming vectors from the optimal solution matrix 

     of problem Error! Reference source not found. 

[16]. The accuracy of these techniques for semidefinite 

problem has been analyzed for different problems in 

[17,18] and it has been found that the randomization has 

acceptable performance in practical scenarios. In order to 

achieve this goal, first the eigenvalue decomposition of 

     should be calculated as          . Then the 

candidate vector is generated as      (   )  , where    

is a circularly symmetric complex white Gaussian vector 

generated as        
   (   ) . Hence, it can be 

recognized that the vector    satisfies  *    
 +      . 

This random vector generation procedure should be 

performed multiple times and in each iteration, any vector 

(or its scaled version) that satisfies SINR constraints of 

problem Error! Reference source not found. is saved as 

a candidate vector     along with corresponding objective 

values. The vector generation should be performed for a 

                                                           
1 Semi Definite Representation 
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predetermined number of times. The final minimum 

solution can be obtained by a simple minimization over 

the finite set of objective values as an approximate 

solution for the problem 

Error! Reference source not found.. One way to solve 

the problem Error! Reference source not found. by    

is to find a proper scaling factor √   . Applying   to 

Error! Reference source not found., the following 

problem will be attained 

 

  2

Minimize trace

Subject to trace , for
kk k = 1,2,...,d



  

X

k

DX

T X
 

Rank( ) 1 , 0 X X    (16) 

In the above algorithm, the acceptable scaling factors 

are those that        (   )   . Thus, the maximum 

scaling factor should be selected as [10]: 

 

2

1,...,
max

trace

kk

k d
k

 




  
  

  T X
   (17) 

Consequently, the approximate solution of problem 

Error! Reference source not found. is √   . In our 

case, after an acceptable number of iterations (around 40 

iterations), the solution of the randomization problem 

approached to its lower bound (the optimal value of 

relaxed problem). Therefore,      is an acceptable and 

near optimal solution for the original nonconvex problem. 

Another Suboptimal solution of the original problem 

Error! Reference source not found. can be found by 

using penalty function in the objective part of the problem 

and converting the objective function into the difference 

of two convex functions [19] subject to current convex 

constraints. [20,21] have developed an effective 

nonsmooth optimization algorithm based on the sub-

gradient of Rank one function. 

5. Computational Complexity 

The aim of this section is to analyze the computational 

complexity of related the MIMO relay systems used in 

practice. According to records, Nesterov and Nemirovskii 

[22] were the pioneers who extended interior-point 

methods from linear optimization to semi-definite 

optimization problem and built up the polynomial 

complexity of the algorithm, at least in theory.  

In this part, we assess the computational complexity 

of a standard problem with only equality constraints and 

then we extend conclusions to our case with inequality 

and/or equality constraints. The standard form of SDP 

problem is defined as: 

 

 i i

Minimize trace

Subject to trace , for i = 1,...,d

0

b



X
CX

A X

X
  (18) 

where C and   (     )  are symmetric     

matrices and     . Thus, for such a problem the 

complexity order with large-update (or long-step) 

algorithm based on the primal dual SDP algorithm is  

  log logn n n 
    (19) 

where   denotes the accuracy parameter of the 

algorithm, while this algorithm with small-update (or 

short-step) still has  (√    (   )) iterations bound [13]. 

Small-update IPMs are confined to unacceptably slow 

progress, while large-update IPMs are more efficient for 

faster progress in practice. Although, large-update IPMs 

perform much more efficiently and IPM algorithms are 

effective in practice, they often have somewhat worse 

complexity bounds. 

The complexity order of solving the SDP problem in 

Error! Reference source not found. is polynomial time. 

To evaluate the complexity of the original problem, the 

dimension parameter n should be specified. 

Therefore, the dimensions of the matrices used in the 

objective and constraints of the problem 

Error! Reference source not found. should be 

determined. 

Regarding to Kronecker product of two matrices, if 

      
 and       

, then     will be a       

matrix. According to the vectors definite in (8) and the 

sizes of        
 and       

, the dimension of D 

will be 
2 2R RD  

The same approach can be used to find the size of X 

and   , and as a result we have:            

. 

Consequently, the dimension of matrices        is   . It 

is notable that the constraints of our problem are not the 

same as the ones in the standard SDP problem. Therefore, 

they have to be modified to be similar to the standard 

format. In order to achieve this goal, the first step is to 

define    so that the inequality constraints of 

Error! Reference source not found. change to equality 

relations.  

  2

i i

i

trace , for i =1,...,d

0, 0

k
y

y

  

 

iTX

X
 

Next, a new variable  ̂ should be defined in order to 

standardize the problem: 

2

2

1 0
ˆ

0

R d

d R

d

y

y





 
 

  
  
  
    

X 0

X
0

 
As a result, the following standard form will be 

attained. 

 

 i

ˆ ˆMinimize trace

ˆ ˆSubject to trace , for i = 1,...,d

ˆ 0

b



X

i

DX

TX

X
  (20) 

where  ̂ [
      

         
]   ̂  [

       

         
]  
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Then, it is clear that  
2 2n R d R       (21) 

Consequently, the worst case complexity of solving 

Error! Reference source not found. is 

 (    (  )    (    ))   (22) 

6. Numerical Results 

In this section, we examine the performance of the 

proposed MIMO relay system in various scenarios. The 

channel vectors, f and g are assumed to be statistically 

independent and generated as i.i.d. complex Gaussian 

random variables with zero mean and different values of 

variances. Moreover, in all simulation results, the output 

power of all sources are assumed to be equal, i.e., 

*  +   
       , and also 

1{ }d

k k th  
 , 

2 2 2

1 1{ } { }
k

R d

v i k    
 

Throughout our numerical examples, the noise power 

is normalized by the source transmit power, i.e.    
   . Also, we assume that all of the channel coefficients 

are exactly known at a processing center in which the 

beamforming weights should be optimized. 

In all of the cases, we solved the relaxed version of 

optimization problem using CVX software. If      is 

rank-one matrix, its principal component is used to 

determine the solution of problem 

Error! Reference source not found.; otherwise the best 

rank-one approximation is obtained using the 

randomization procedure as described in section  4. In all 

of our scenarios, the relay transmit power is plotted for 

those values which qualify QoS constraint and each curve 

is plotted only for those threshold values for which the 

beamforming problem is feasible for at least 80% of the 

total realizations. 

 

Figure 2: Minimum MIMO-relay transmit power   
    versus destination 

SINR threshold value    , for different values of   
  and   

        

 

Figure 3: Minimum MIMO-relay transmit power   
    versus destination 

SINR threshold value    , for different values of   
  and   

        

  
  and   

  show the effect of the quality of the 

downlink and uplink channels, respectively. In Figure 2, 

we have plotted minimum MIMO-relay transmit power 

  
    versus destination SINR threshold value    , for 

  
       and different values of   

 . In this simulation 

setup, we have quantified the total relay transmit power 

by changing the SINR threshold value    , from 0 dB to 

25dB. The results are averaged over 1000 realizations of 

channel coefficients with CSG
1

 distribution shown in 

Figure 2 for different values of   
 . As can be seen from 

this figure, the better quality of uplink channel, the less 

minimum transmit power required to meet a certain QOS.  

Moreover, as expected, this figure shows that the 

transmit power for all cases increases with increasing    , 

due to the fact that, in order to achieve higher QOS 

requirement, the MIMO relay needs to spend more of its 

transmit power.  

Figure 3 illustrates the minimum transmit power of 

MIMO-relay versus    , for   
       and different 

values of   
 . This figure also shows the effect of the quality 

of downlink channel on the minimum transmit power. 

 

Figure 4: Minimum MIMO relay transmit power   
    versus destination 

SINR threshold value    , for different number of antennas. 
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Figure 5: Minimum MIMO relay transmit power   
    versus destination 

SINR threshold value    , for different number of source-destination pairs. 

To study the effect of the number of MIMO-relay 

antennas in terms of quality of channels, we consider three 

different networks with different number of relay antennas, 

while setting   
      ,   

      . Figure 4 illustrates 

the average minimum transmit power of MIMO-relay 

versus     for two users and different number of antennas. 

As expected, it is observed that for a certain minimum 

value of received SINR, more power saving will be 

obtained by increasing the number of antennas. It can be 

seen that increasing the number of antennas from 5 to 10 

results in at least 9 dB improvement in transmit power. 

This performance improvement decreases as the number of 

antennas increases.  

In Figure 5, we investigate the performance of the 

network by changing the number of source-destination 

pairs. This figure reveals that the lower the number of 

user, the lower the minimum MIMO-relay transmit power 

required to meet a certain threshold level. 

7. Conclusions 

This paper has studied the optimal beamforming 

design in wireless multi-user MIMO-relay network to 

minimize MIMO-relay transmit power with guaranteed 

QOS at destinations. The proposed designs are based on a 

two-step amplify-and-forward protocol and imperfect 

channel state information. It has been shown that the 

corresponding optimization problem is nonconvex, but it 

can be converted into a convex problem by using a 

semidefinite relaxation technique and can be solved 

efficiently and accurately using well-known 

randomization technique. 
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Abstract 
In this paper, various identification methods based on least-squares technique to estimate the unknown parameters of 

structural systems with hysteresis are investigated. The Bouc-Wen model is used to describe the behavior of hysteretic 

nonlinear systems. The adaptive versions are based on the fixed and variable forgetting factor and the optimized version is 

based on optimized adaptive coefficient matrix. Simulation results show the efficient performance of the proposed 

technique in identification and tracking of hysteretic structural system parameters compared with other least square based 

algorithms. 

 

Keywords: Hysteresis, Least-Squares Estimation (LSE), Optimization, System Identification. 
 

 

1. Introduction 

The System identification and fault detection based on 

measured vibration data through condition monitoring 

systems has been noticeable in recent years. Identifying 

the status of a structure and fault detection is the main 

goal of the condition monitoring systems for civil 

structures. Different methods of data analysis are 

reviewed in [1], which includes frequency domain 

analysis and time domain analysis methods. The 

advantages and shortcomings of damage identification 

methods are analyzed in [2]. Identification of structural 

systems can be categorized into two parts: online and 

offline. For online structural parameters changes 

identification, time domain analysis methods such as 

least-squares estimation [3-5] and filter-based methods 

such as Kalman filter [6,7],    filters [8], and wavelet 

technique [9] are used. Today, real-time detection of 

changes in structural parameters due to failures during 

events such as earthquakes is a challenging issue. Civil 

structures faced with intense earthquakes usually show 

hysteresis behavior. Various models have been proposed 

to identify and simulate the hysteresis, and Bouc-Wen 

model is the most appropriate [10]. This model is a quasi-

physical and It can be used to describe the behavior of the 

wide range of considered systems [11,12]. 

Least-squares parameter estimation algorithm cannot 

estimate the time-varying parameters well. Adaptive LSE 

method to estimate time-varying parameters have been 

presented in [3,5]. A frequency domain nonlinear least-

squares estimation algorithm was proposed in [13]. Fuzzy 

least-squares estimator was investigated in [14] by 

proposing a confidence region. A new structured total least-

squares based frequency estimation algorithm for real 

sinusoids corrupted by white noise was adapted in [15]. 

In this paper, least-squares estimation algorithm and 

the adaptive versions based on the fixed and variable 

forgetting factor and optimized version to determine 

coefficients for tracking time-varying parameters are 

presented. Considered methods are applied for online 

identification of parameter changes of the nonlinear 

structural systems with hysteresis. The ability of the 

methods to track instantaneous changes in the parameters 

of a structural system due to failures is evaluated. 

2. Problem Statement 

Motion Equations of a m degrees of freedom can be 

described with Eq. (1). 

( ) [ ( )] [ ( )] ( )
c s

Mx t F x t F x t f t
    (1) 

Where M is the mass matrix, x(t) is the displacement 

vector,     ̇( )  is the dissipative force vector,     ( )  is 

the non dissipative restoring force vector, f(t) is the 

excitation vector, and   is the excitation influence matrix. 

Suppose we have a structure for estimating the unknown 

parameters including damping, stiffness, and hysteresis 

parameters; i.e.,    ( )   ( )     ( )  . The observation 

equation associated with the motion equation of the 

structural system is expressed as 

[ , , ; ] ( ) ( ) ( )x x x t t t y t
    (2) 
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where  ( ) is a vector of n unknown parameters.  ̈   ̇ 

and x are the measured acceleration, velocity and 

displacement response vectors. y(t) and  ( )  are the 

excitation and noise vectors.    is a     data matrix. 

The Eq. (2) can be written at the time instant      as 

k k k k
y

      (3) 

The solution of the recursive LSE,  ̂    to estimate 

     are given by the following equations [16]. 

1 1 1 1
1

1 1 1 1

1

ˆ ˆ ˆ[ ]

[ ]

[ ]

k k k k k k
T T

k k k k k k

k k k k

K y

K P I P

P I K P
    (4) 

where      and   
       are the estimation and 

adaptation gain matrices. 

3. Least-squares Estimation Based Algorithms 

The Least-squares parameter estimation algorithm can 

not estimate the time-varying parameters well. A simple 

method is to use a fixed forgetting factor. In this method, 

   is replaced by   ̅   , where  ̅  (     is a constant 

forgetting factor. The ability to track parameters changes 

and the sensitivity to measurement noises increase in this 

method for a small forgetting factor. To enhance the 

performance a constant factor  ̅ is replaced by  ̅  in the 

variable forgetting factor method. Although in both 

methods when a parameter is changed other parameters 

are estimated with oscillations. To solve these problems 

and improve the real-time changes in parameter 

estimation the adaptive coefficient matrix method is 

proposed where each factor is adaptive to a specific 

changing parameter. The estimation error is corrected by 

a adaptive factor   (   ) for estimating the parameter 

  (   ). Recursive solution for the vector of variable 

parameters is achieved as follows [5]. 

1 1 1 1
1

1 1 1 1 1 1 1 1

1

ˆ ˆ ˆ[ ]

( ) [ ( ) ]

[ ]( ), 1,2,...

k k k k k k
T T T T

k k k k k k k k k k
T

k k k k k k

K y

K P I P

P I K P k
  (5) 

where  

            (   )   (   )     (   )  is a 

diagonal adaptive factor matrix. 

The residual and predicted output error vectors  ̅    

and      are defined as Eq. (6) and Eq. (7). 

1 1 1 1
ˆ

k k k k
y

     (6) 

1 1 1
ˆ

k k k k
y

     (7) 

Predicted output error covariance matrix is denoted by 

               
  , and when  ̂    reaches to     . It 

would be 
2

1 1 1 1 1
[ ] [ ]T T

k k k k k
E E

    (8) 

The adaptive tracking condition has been obtained as 

Eq. (9) follows in [5]. 

2

1 1 1 1 1 1

1 1 1 1

[ ( ) ]

[ ( ) ] 0

T T

k k k k k k k
T T T

k k k k k

V I P

I P
   (9) 

     is measured and         and     
  are estimated. 

Eq. (9) is nonlinear, and it is difficult to find a solution. 

The objective function in Eq. (10) is used to find the 

optimal solution [5]. 

1 1
1

ˆ ˆ( 1) ( )
ˆ[ ( )]

ˆ ( )

n
j j

k k
j j

k k
J

k
   (10) 

Objective function (10) is the adding of the variation 

of parameters from  ̂( ) to  ̂(   ). Finding the optimal 

solution      is a constrained optimization problem with 

the objective function (10) subject to the constraint of the 

Eq. (9) norm, 
2

1 1 1 1 1 1

1 1 1 1

[ ( ) ]

[ ( ) ]

T T

k k k k k k k

T T T

k k k k k

V I P

I P
   (11) 

The function “fmincon” in MATLAB is used to 

find an optimal solution for the adaptive factor matrix 

    . The initial value for      is supposed to be  ̅   
   

 , 

where  ̅     (          
 )       (          

 ) . If 

the calculated  ̅    is smaller than one, it is set to be one. 

In this case all the parameters are constant at     . 

4. Numerical Simulations 

A nonlinear hysteretic structural system with one 

degree of freedom subject to earthquake acceleration 

 ̈ ( ) is considered. 

0
( ) ( , ) ( )mx t r x x mx t

    (12) 

where x is the relative displacement and  ( ̇  )  
  ( ̇)    ( ) is the total restoring force in which   ( ̇)  
  ̇. Bouc-Wen model is used to describe  ( ̇  ) [12]: 

1n n
r cx kx x r r x r

   (13) 

where c is the damping coefficient, k is the equivalent 

stiffness, and  , n and   are hysteresis parameters. Values 

of the parameters used in the simulation are shown in 

Table 1 ([3,5]). The El-Centro earthquake with a 5g peak 

ground acceleration is used. For measured quantities the 

assumed sampling time is 1KHz. 

To identify the parameters, Eq. (12) and Eq. (13) must 

be discrete and be converted to observation Eq. (3). The 

incremental component of restoring force    based on a 

3rd order corrector method could be expressed as Eq. (14). 

1 1 2
( /12)(5 8 )

k k k k k
r r t r r r

   (14) 

The unknown parameter vector is defined as a 4-vector 

             . The me asured vector    can be 

computed from the measured data and is defined as Eq. (15). 

1

1 0, 0, 1

(12 / )( )

( 12 / )( )
k k k

k k k k

y t r r

m t x x x x
   (15) 
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The data matrix                             could be 

obtained as follows: 

,1 1 2

,2 1 2
1

,3 0, 0,
1

1 1 0, 1 1 0, 1
1

2 2 0, 2 2 0, 2

5 8

5 8

5 | || ( ) | ( )

8 | || ( ) | ( )

| || ( ) | ( )

k k k k

k k k k

k k k k k k

k k k k k

k k k k k

x x x

x x x

x m x x m x x

x m x x m x x

x m x x m x x
  

,4 0, 1 1 0, 1

2 2 0, 2

5 | ( ) | 8 | ( ) |

| ( ) |
k k k k k k k

k k k

x m x x x m x x

x m x x
 (16) 

Data matrix includes structural responses  ̈ ,  ̇  and also 

the earthquake acceleration  ̈   . Seismic acceleration  ̈    

and acceleration response  ̈  are measured using 

accelerometers. Velocity response  ̇  can be calculated 

using numerical integration of  ̈ . The hysteretic 

structural system parameters are shown in Table 1. The 

system stiffness k decreases suddenly at the moment of 

t=15s from 24.2kN/m to 20kN/m due to failure. Initial 

values were set to             , 
         ,                     .  

The identification results of a single degree of 

freedom structural system (SDOF) parameters using LSE 

algorithm, fixed and variable forgetting factor and the 

adaptive algorithm based on LSE and optimization are 

shown in Fig. 1 to Fig. 4. The time part t<2 is not used for 

parameter identification, because the earthquake and its 

response are too small in this segment. 

As shown in Fig. 1 the LSE algorithm can be used to 

identify fixed parameters, but this algorithm can not 

correctly identify the time-varying parameters. The 

constant forgetting factor which is used and shown in Fig. 

2 modifies the variable parameter identification to a large 

extent, but other parameters are not well identified. 

LSE with variable forgetting factor algorithm 

improves the results of the algorithm with a constant 

forgetting factor in Fig. 3. However, the identification of 

these two methods works regardless of which parameter 

changes and the oscillations seen in Fig. 2 and Fig. 3. 

Parameter identification in adaptive algorithm based 

on LSE and optimized adaptive factor matrix is 

performed by setting the optimal coefficients and the 

identification error is very little in Fig. 4. Also the exact 

and identified hysteresis cycle with taking the stiffness 

variation in t=15s are shown in Fig. . 

Table 1. Hysteretic system parameters 

Parameter Value 

m, c, k 

      
125.53kg, 0.07kNs/ m, 24.2kN/ m 2, 1, 2 

 

Fig. 1. Parameters         identified using least-squares estimation algorithm. 

 

Fig. 2. Parameters         identified using least-squares estimation 

algorithm with constant forgetting factor. 

 

Fig. 3. Parameters         identified using least-squares estimation 

algorithm with variable forgetting factor. 

 

Fig. 4. Parameters         identified using adaptive least-squares 

estimation algorithm with optimization. 
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Fig. 5. Estimated and exact hysteresis cycles for a system with one 
degree of freedom with a stiffness loss. 

 

 

5. Conclusions 

Different identification algorithms based on least-

squares estimation are used for identification of variable 

parameters of a hysteretic structural system. Efficiency of 

the adaptive coefficient matrix method is shown using the 

results of numerical simulations and compared with the 

results of ordinary least-squares estimation algorithms, 

fixed and variable forgetting factor algorithm. Results 

indicate that the adaptive coefficient matrix algorithm 

compared with other methods have better performance 

especially at the fault moment modeled as the immediate 

stiffness parameter change. Evaluation of the method to 

measurement noise, application to more complex 

structures and improvement of the optimization method 

are some future research topics. 
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Abstract 
Digital video stabilization (DVS) allows acquiring video sequences without disturbing jerkiness, removing unwanted 

camera movements. A good DVS should remove the unwanted camera movements while maintains the intentional camera 

movements. In this article, we propose a novel DVS algorithm that compensates the camera jitters applying an adaptive 

fuzzy filter on the global motion of video frames. The adaptive fuzzy filter is a Kalman filter which is tuned by a fuzzy 

system adaptively to the camera motion characteristics. The fuzzy system is also tuned during operation according to the 

amount of camera jitters. The fuzzy system uses two inputs which are quantitative representations of the unwanted and the 

intentional camera movements. Since motion estimation is a computation intensive operation, the global motion of video 

frames is estimated based on the block motion vectors which resulted by video encoder during motion estimation 

operation. Furthermore, the proposed method also utilizes an adaptive criterion for filtering and validation of motion 

vectors. Experimental results indicate a good performance for the proposed algorithm. 

 

Keywords: Adaptive, Digital Video Stabilization, Fuzzy Filter, Kalman Filter, Motion Estimation, Motion Vector, 

Video Coding. 
 

 

1. Introduction 

Digital video stabilization (DVS) techniques have 

been studied for decades to improve visual quality of 

image sequences captured by compact and light weight 

digital video cameras. When such cameras are hand held 

or mounted on unstable platforms, the captured video 

generally looks shaky because of undesired camera 

motions. Unwanted video vibrations would lead to 

degraded view experience and also greatly affect the 

performances of applications such as video encoding [1-4] 

and video surveillance [5,6]. With recent advances in  

Wireless technology, video stabilization systems are 

also considered for integration into wireless video 

communication equipment for the stabilization of 

acquired sequences before transmission, not only to 

improve visual quality but also to increase the 

compression performance [1]. Solutions to the 

stabilization problem involve either hardware or software 

to compensate the unwanted camera motion. The 

hardware-based stabilizers are generally expensive and 

lack the kind of compactness that is crucial for today’s 

consumer electronic devices [7, 8]. On the contrary, a 

DVS system that is implemented by software can easily 

be miniaturized and updated. Consequently, DVS system 

is suitable for portable digital devices, such as digital 

camera and mobile phone. 

In general, a DVS system consists of two principal 

units including motion estimation (ME) and motion 

correction (MC) units. The ME unit estimates a global 

motion vector (GMV) between every two consecutive 

frames of the video sequence. Using the GMVs, the MC 

unit then generates smoothing motion vectors (SMVs) 

needed to compensate the frame jitters and warp the 

frames to create a more visual stable image sequence. 

According to the motion models being considered, the 

already proposed global ME techniques for DVS system 

can roughly be divided into two categories: 

(1) Two- dimensional stabilization techniques which 

deal with translational jitter only [9-20] and 

(2) multi-dimensional stabilization techniques which 

aim at stabilizing more complicated fluctuations in 

addition to translation [21-25]. Most of the existing 

algorithms fall into the first category because the 

translation is the most commonly encountered motion and 

the complexity of estimating translation parameters is 

relatively low for real-time stabilization. In the second 

category, the majority of algorithms [21,22,24] 

considered a three-dimensional or perspective motion 

model, while a few algorithms considered affine motion 
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model [23] or sensors attached to the camera to provide 

absolute 3D orientation [25]. 

Regarding to the two-dimensional ME task of DVS 

systems, most previous approaches attempt to reduce the 

computational cost by using fast ME algorithms, e.g. 

gray-coded bit-plane matching [9], two-bit transform [10], 

multiplication-free one-bit transform [11], Laplacian two-

bit transform [12], and binary image matching of color 

weight [13]. In another approach, the global ME is limited 

to small, pre-defined regions [16,17]. Such approaches 

consider DVS and video encoding separately and attempt 

to trade the accuracy of motion vectors (MVs) for the 

computational efficiency; nevertheless they improve the 

computational efficiency at the expense of degradation in 

the accuracy in ME and thereafter in MC tasks. 

Since both the video encoder and the digital stabilizer 

of a digital video camera use a ME unit, we can integrate 

digital stabilizer with video encoder [2,4,26] by making 

the two modules of a digital video camera share a 

common local motion vectors (LMVs) estimation process, 

as shown in Fig. 1. ME can take up 90% of the total 

computation of a digital stabilizer and 50% -70% of a 

video codec. Combined together, the operation required 

for ME can consume more than 70% of the total 

computation [4]. The ME task in video encoders usually 

is implemented on frame blocks by a block matching 

process to estimate a MV for each block (BMV). 

The ME unit plays an important role in DVS system 

and its estimation accuracy is a decisive factor for the 

overall stabilization performance of the system. In video 

frames with smooth or complex texture regions, the 

estimated BMVs may not be in coincidence with the real 

motion of the blocks. Although such LMVs are applicable 

to the local motion compensation task which is executed 

in the encoder, they cannot be used for the global motion 

compensation which is executed by the DVS. These 

LMVs include some noises that degrade the global ME 

task. In order to remove the noisy LMVs in these regions 

some algorithms are proposed in [27-30]. The valid 

BMVs as LMVs are used for the global ME and MC 

compensation in next steps. 

After global ME, the next essential task of a DVS system 

is MC in which the unwanted camera jitters are separated 

and removed from the intentional camera movement. 

Among the various MC algorithms proposed in the literature, 

smoothing of the GMV by low-pass filtering is the most 

popular. For instance, an MV integration method is used in 

[9,31] which utilizes a first-order infinite impulse response 

(IIR) low-pass filter to integrate  

 

Fig.1 Integration scheme of the video stabilizer and the video encoder. 

Differential motion and to smoothen the global 

movement trajectory. A frame position smoothing (FPS) 

algorithm, based on smoothing absolute frame positions that 

achieve successful stabilization performance with retained 

smooth camera movements, is utilized for MC in [17,32-41]. 

Off-line discrete Fourier transform (DFT) domain 

filtering is proposed for FPS-based stabilization in [32].  

Kalman filter and fuzzy systems have widely been 

used in DVS applications [33-41]. A real-time FPS-based 

stabilizer using Kalman filtering of absolute frame 

positions has been proposed in [17,33]. In the presented 

algorithm in [34] two Kalman filters are operated in 

parallel, one of which is used as a reference filter with a 

constant high process noise variance and another one is 

used as stabilization filter in which a fuzzy system lets the 

process noise variance to be adjusted. In this case, the 

process noise variance of the stabilization filter is 

adaptively changed by the fuzzy system according to the 

residual between the stabilization and reference filter 

output. Presented DVS in [35] utilizes an fuzzy system in 

which membership functions (MFs) are optimized to 

motion dynamics [35]. A membership selective fuzzy 

stabilization, in which the stabilization system selects 

between a pre-determined set of MFs according to 

instantaneous motion characteristics is proposed in [36]. 

A MF adaptive fuzzy filter based on smoothing of 

absolute frame position for video stabilization is 

presented in [37]. In this method initially a short mean 

filter is applied to raw absolute frame displacement as 

pre-process, to reduce the dynamic range of the fuzzy 

system input. Fuzzy stabilization is then achieved through 

fuzzy correction mapping. In this method output MFs of 

the fuzzy system are continuously adapted so as to 

constitute a MF adaptive fuzzy filtering process. It is 

shown in [38] that the performance of the Kalman filter 

can be improved by a fuzzy system that improves the 

Kalman filter output. In presented algorithm in [33,39], 

the process noise variance in Kalman filter is adjusted 

adaptively according to the camera motion characteristics.  

Almost all fuzzy systems utilized by presented 

algorithms [34-38] have a similar structure with two 

inputs as fuzzy inputs and a little difference in fuzzy MFs. 

In these algorithms, the first input is the difference 

between the absolute frame displacement and the a priori 

estimate of the stabilized frame position that achieve by a 

Kalman filter or another predictor. The second input 

indicates the change of first input over the last two frames. 

Regarding to the MC task of DVS systems, almost all 

published algorithms try to smoothen the global 

movement trajectory by a kind of low-pass filtering. An 

important drawback of the low-pass filtering is that 

smoothened movement trajectory is delayed with respect 

to the desired camera displacements. A stricter filtering 

provides more stabilization at the expense of more 

trajectory delay and vice versa. More trajectory delay 

means losing more image content after stabilization. 

In this article, we propose a DVS algorithm with new 

features in ME and MC units. The ME unit estimates a 
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GMV based on the BMVs which are estimated by the 

video encoder. Therefore, the computational complexity 

of the DVS is very low and the accurate motion 

information is used without extra computation cost. 

Moreover, in order to improve the accuracy of GMV 

estimation task an adaptive thresholding algorithm is used 

to remove the noisy invalid LMVs. The MC unit of the 

proposed DVS system is an adaptive fuzzy filter that 

applied on the global motion of video frames to smooth 

the camera movement trajectory adaptively. The adaptive 

fuzzy filter is a Kalman filter which is tuned by a fuzzy 

system adaptively to the characteristics of unwanted and 

intentional camera motions. The fuzzy system itself is 

also tuned during operation according to the amount of 

camera jitters. The fuzzy system uses two inputs which 

are quantitative representations of the unwanted and the 

intentional camera movements. Experimental results 

show a good performance for the proposed DVS 

algorithm. Also in order to have a generic comparison 

between our method and some relevant MC algorithms 

proposed in the literature, Table1 is presented. A good 

MC unit should remove the unwanted camera motion 

while tracks the intentional motion without any delay. For 

this purpose, it should discriminate the unwanted and 

intentional camera motions while adjust the smoothing 

filter adaptively according to the amount of unwanted and 

intentional camera motions. The studied published MC 

algorithms lack some of these features. For example in 

the Table1, it is shown that the algorithms presented in 

[27,39,40] suffer from the lack of discrimination of 

unwanted and intentional camera motions. Moreover, the 

proposed adaptive algorithm in [27] suffers from a 

continuous and well adaptation. They use an adaptive 

filter with a smoothing factor that is switched between 

only two values and therefore it leads to undesirable 

jumps in frame position while our proposed MC 

algorithm discriminate between the unwanted and 

intentional camera motions and also uses a fuzzy system 

to improve the quality of adaptive filter. 

The remainder of this article is organized as follows. The 

details of the proposed video stabilization algorithm are  

Table 1: Comparison results for some MC algorithms proposed in the 

literature and our Method 

Criteria 
Adaptive 

Filter 
Kalman 
Filter 

Fuzzy 
System 

Discriminating 

Unwanted and 

Intentional Motions 

Adaptive IIR Filter [27] Y    

Adaptive Kalman Filter 

[33] 
Y Y   

Fuzzy Adaptive Kalman 

Filter [34] 
Y Y Y  

MF Adaptive Fuzzy 

Filter [37] 
Y  Y  

Recursive Fuzzy System 
[38] 

 Y Y  

Adaptive Kalman 

Filtering [39] 
Y Y   

Adaptive Kalman 
Filtering [40] 

Y Y   

Proposed Method Y Y Y Y 

described in Section 2. Some experimental results are 

presented in Section 3, and the article is concluded in 

Section 4. 

2. The Proposed Method 

A flowchart of the proposed DVS system is depicted 

in Fig.2. The details of the proposed system are described 

in the sequel. 

2.1 Block-Based ME 

The block-based ME is used to generate the LMVs. 

Since the ME is done by the video encoder, the 

computational complexity of the DVS is very low and the 

accurate motion information is used without extra 

computation cost. In this article, to test the proposed DVS 

system independent of the encoder, a full search ME 

algorithm with full-pixel resolution is taken for 88 blocks 

over a search range of 3333 pixel to achieve the BMVs. 

The ME algorithm works as follows. First, the current 

frame is divided into a number of NN blocks and an MV 

for each block is computed. The resulting MV points to 

the most correlated reference block in the previous frame 

within the search area. To measure the goodness of each  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Flowchart of the proposed DVS system. 

candidate MV (x,y), the mean absolute difference 

(MAD) measure is used as 
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where C(x+k, y+L) and R(x+i+k, y+j+L) denote the 

block pixels in the target frame, and the displaced block 

pixels in the reference frame, respectively. The candidate 

MV (i,j) with the smallest MAD is chosen as the MV of 

the current block according to: 
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     (   )      (   )              (2) 
 

Where p defines the motion search range. 

2.2 LMV Validation 

The ME unit plays an important role in DVS system 

and its estimation accuracy is a decisive factor for the 

overall performance of stabilization system. Block ME 

process typically computes some wrong MVs which are 

not in coincidence to the real motion direction of the 

blocks. Although, such MVs can be useful for the motion 

compensation in encoder, they include noise and should 

not be used for the global motion compensation and video 

stabilization operations. These LMVs include some noises 

that degrade the global ME task. The noisy MVs are 

mostly obtained from two types of regions including: very 

smooth regions with lack of features and very complex 

uneven regions [27-30]. Inspiring from the algorithm 

presented in [27], two qualifying tests, namely 

“Smoothness Test” and “Complexity Test”, are used to 

detect and remove the noisy MVs by an adaptive 

thresholding method as follows. The valid BMVs as 

LMVs are used for the global ME and MC in next steps. 

2.2.1 Smoothness Test 

The noisy MVs corresponding to the smooth regions 

such as sky image are detected by thresholding of the 

average of MAD as:  
 

      
   h       (3) 

 

where       
  denotes the average of calculated 

MADs within the search area, during ME of n
th

 block. th1 

is also defined as  
 

 h        
         (      

 )   (4) 
 

Where       
  and       

  denote the minimum and 

the average values of computed MADs, respectively, 

during ME of n
th

 block within the search area. T1 is an 

experimentally defined constant coefficient about 0.45 

and     (      
 ) denotes the average of       

 , over 

all blocks of the frame. In fact the threshold th1 includes a 

global average value over the frame plus a margin.  

2.2.2 Complexity Test 

The noisy MVs corresponding to the complex texture 

regions are identified by another thresholding as: 
 

      
           (5) 

 

Where threshold th2 is defined adaptively as: 
 

          (      
 )    (6) 

 

Where T2 is an experimentally defined constant 

coefficient about 0.45, and     (      
 )  denotes the 

maximum value of        
 , over all blocks of the frame. 

According to the equations above, the       
  is compared 

against a portion of its global maximum over a frame. 

It is notable that MAD is computed during ME by 

encoder. Therefore, the smoothness test and complexity 

test have no additional computational complexity cost for 

the proposed DVS system. 

Provided results on different video contents show that, 

using fixed thresholds for different video contents may 

cause a remarkable amount of invalid noisy LMVs remain 

or a notable amount of valid LMVs be removed. To solve 

this problem, the values of thresholds th1 and th2 are 

adjusted adaptively based on the video content for each 

frame. Note, if ME is executed by a fast search algorithm 

rather than full-search algorithm at the encoder, the 

MADs calculated during ME are used for adaptation of 

thresholds th1 and th2. 

Original LMVs and validated LMVs for a sample frame 

are presented in Fig.3. This figure shows that many noisy 

LMVs have been removed by the LMV validation process. 

2.3 Global ME 

The global ME unit produces a unique GMV for each 

video frame, which represents the camera movement 

during the time interval of two frames. Since the LMVs 

obtained from the image background tend to be very 

similar in both magnitude and direction, we used a 

clustering process to classify the motion field into clusters 

corresponding to the background and foreground objects.  

 
(a) 

 
(b) 

Fig. 3 Example of noisy LMV removal on a frame of the avenue 

sequence. (a) Original MVs, (b) Valid MVs. 
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The global motion induced by camera movement is 

determined by a clustering process that consists of the 

following steps.  

Step 1) Construct the histogram H of the valid LMVs. 

The value of H(x,y) is incremented by one each time the 

LMV(x,y) is encountered. 

Step 2) As long as the scene is not dominated by 

moving objects, the cluster corresponding to background 

blocks has the maximum votes in the clustering process. 

The position (x,y) of the largest cluster or histogram bin is 

considered as the GMV. 

As an example, Fig. 4 shows the largest histogram bin 

at coordinates (5,12), yields the GMV. 

2.4 Unwanted ME and Correction 

An estimated GMV may consist of two major 

components: an intentional motion component (e.g., 

corresponding to camera panning) and unintentional 

motion component (e.g., corresponding to handshake). A 

good MC algorithm should only remove the unwanted 

motion while maintain and track the intentional motion. 

Assuming that the unwanted motion is corresponding to 

the high-frequency components, the proposed algorithm 

uses a low-pass filter to remove the unwanted motion 

component. An SMV is resulted by a Kalman filtering on 

the GMVs that resembles the intentional camera 

movement. The Kalman filter provides an estimation to 

the state of a discrete-time process defined as a linear 

dynamical system as 

 (   )     ( )   ( )       (7) 

Where F and w(t) represent state transition matrix and 

the process noise, respectively. The Kalman filter 

operates  

 

Fig. 4 Clusters of Motion field 

using observations defined by the observation system as 

 ( )     ( )   ( )     (8) 

Where H and v(t) show measurement matrix and noise, 

respectively. Process and measurement noise are assumed 

to be independent of each other, white, and with normal 

probability distributions: w ~ N (0, Q) and v ~ N (0, R). 

The Q (process noise variance) in Kalman filter has a 

direct effect on the operation of stabilizer. A relative small 

variance value provides expanded stabilization with 

reduced adaptability to changes in intentional motion 

dynamics, it means Kalman acts as a strong filter and 

provides expanded stabilization. While a relative large 

variance value enables close tracking of intentional camera 

movements but at the cost of slightly reduced stabilization 

capabilities, it means Kalman acts as a weak filter and 

quickly adjusts to changes in intentional motion dynamics. 

So, we can have an adaptive Kalman filter if the process 

noise variance of Kalman filter changes automatically 

during filtering operation. A fixed value of Q not 

effectively leads to good stabilized image sequences [13]. 

To avoid the lag of intentional movement and to smooth 

the unwanted camera motion efficiently, the following 

fuzzy adaptation mechanism of Q is proposed. 

2.4.1 Fuzzy Adaptation of Kalman Filter 

The Kalman filter is implemented on the vertical and 

horizontal components of the GMVs separately. The 

process noise variance of Kalman filter i.e., Q(n) is 

adjusted by a fuzzy system continuously for MC of each 

frame. In facts, two fuzzy systems with a similar structure 

are used corresponding to the vertical and horizontal 

motion components. The fuzzy system has two inputs 

(Input1, Input2) and one output. The fuzzy inputs are 

defined as: 

    
 

 
∑ |    ( )      (   )|
 
            (9) 

   |    ( )      (   )|                     (10) 

    
 

 
∑ |    ( )      (   )|
 
          (11) 

   |    ( )      (   )|                   (12) 

where x1 and x2 denote the inputs of fuzzy system used 

for the adaptive filtering of the horizontal motion 

component and also y1 and y2 are the inputs of fuzzy 

system used for the adaptive filtering of the vertical motion 

component. GMVx(n) and GMVy(n) indicate the horizontal 

and vertical components of the GMV of last frame and 

M+1 is the number of last GMVs used for decision. The 

fuzzy system inputs, Input1 (x1,y1) and Input2 (x2,y2), are 

used as quantitative representations of unwanted and 

intentional camera movements, respectively. The value of 

Input1 is proportional to the noise amplitude and the value 

of Input2 is proportional to the intentional camera motion 

when it has an accelerating movement. 

Defining suitable inputs for an adaptive DVS system 

has a great impact on the performance of system. Only 

relevant inputs can provide precise discriminating 

between unwanted and intentional camera motions to be 

used for the adaptation of Process Noise Variance. 

Different scenarios for the combination of unwanted and 

intentional camera motion can be considered. As 

examples, some scenarios are presented graphically in Fig. 

5. In graphs (a) and (b), camera has an intentional 

accelerating movement plus noise or unwanted motion. 

The noise amplitude is high in (a) while it can be ignored 

in (b). Graph (e) is corresponding to a camera movement 

path while panning in which the camera is moving with a 

constant velocity without any acceleration and noise. The 

explanations of all graphs are summarized in Table2. 

From the adaptive filtering point of view it is 

important to measure the amount of noise and the 
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intentional camera movement velocity and acceleration. A 

softer Process Noise Variance is needed when the noise 

amplitude is high to remove the noise. On the other hand 

the soft Process Noise Variance prevents following of 

camera path when  

 

Fig.5 Sample scenarios for combination of unwanted and intentional 

camera motions: (a) high acceleration with high noise, (b) high 

acceleration with no noise, (c) high noise with no acceleration, (d) low 
acceleration with low noise, (e) constant velocity without noise and 

acceleration, (f) constant velocity with noise. 

Table 2: Sample scenarios for combination of unwanted and intentional 
camera motion 

Graph Noise Velocity Acceleration 

a High High High 

b Low High High 

c High Zero Zero 

d Low Low Low 

e Zero High Zero 

F High High Zero 

 

it has an intentional high acceleration. Therefore, the 

Process Noise Variance of Kalman filter should be tuned 

carefully proportional to the amount of noise and camera 

movement acceleration. According to this, we defined the 

fuzzy inputs so that Input1 gives information about the 

amount of noise and Input2 gives information about the 

amount of camera movement acceleration. It is notable 

that amount of camera movement velocity itself does not 

have any constrain on the filtering so it is not measured 

and used here. The proposed fuzzy system tunes the 

Process Noise Variance of the Kalman filter, Q(n), 

adaptively according to the amount of noise and the 

camera intentional accelerating movement. In the 

proposed fuzzy system, trapezoidal and triangular MFs 

are used for the inputs and the outputs, respectively. The 

number of MFs has been selected so as to obtain decent 

performance with as few MFs as possible to maintain low 

system complexity. The experimentally designed input 

and output membership functions and also the surface of 

desired outputs are shown in Fig. 6. 

According to experimental results, the performance of 

used Kalman filter is more sensitive to Q’s changes where 

Q has a small value. Therefore, more MFs of the fuzzy 

output are concentrated in this operating area. The 

constructed rule base is containing 30 rules as presented in 

Table3. The proposed fuzzy system was implemented 

while the min function was used for the fuzzy implication 

and the max function used for the fuzzy aggregation. 

Furthermore, the centroid defuzzification method was 

applied. The output of fuzzy system defines the Q of 

Kalman filter, i.e., Q (n). for MC of n
th
 video frame. 

2.4.2 Adaptive Fuzzy MFs 

Study on a number of video sequences has shown that 

the range of fuzzy inputs (Input1, Input2) is very variable 

on different video contents. Therefore, fixed MFs for the 

inputs of fuzzy system cannot provide a good stabilization 

performance over all video contents. In order to have a 

good performance for the proposed DVS system over 

different video contents, it is proposed to adjust the MFs 

of fuzzy inputs adaptively to recently received video 

frames. The range of MFs for the fuzzy inputs, i.e., 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 6 (a) MFs of fuzzy Input1(x1,y1), (b) MFs of fuzzy Input2(x2,y2) (c) MFs of 

fuzzy output, (d) Surface of desired outputs. 
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(0, Input1(max)) and (0, Input2(max)) are modified 

adaptively as 

Input1(max)= Max of input1over K recent frames, 

      (13) 

Input2(max)= Max of input2 over K recent frames, 

      (14) 

where Input1 and Input2 are clipped to a range from 1 

to 10% of video frame height in term of pixel, and the K 

corresponds to the number of frames received in last few 

seconds, e.g., 2 s. This means that the system is adapted 

to the time-varying noise conditions while the frame size 

and frame rate are considered. 

2.4.3 Motion Correction Algorithm 

After computing the Q(n) (Process noise variance) by the 

fuzzy system, the camera motion path constructed by the  

Table 3: Central Values of Fuzzy System Output*. 

 

 Input1 

In
p
u

t2
 

 L ML M MH H VH 

L 0.04 0.02 0.008 0.004 0.004 0.0009 

ML 0.07 0.04 0.02 0.008 0.004 0.0009 

M 0.1 0.07 0.04 0.02 0.008 0.0009 

MH 0.14 0.1 0.07 0.04 0.02 0.0009 

H 0.17 0.14 0.1 0.07 0.04 0.004 

 

* L, low; ML, medium low; M, medium; MH, medium high; H, high; 

VH, very high 

GMVs is filtered by the Kalman filter to compute the 

smoothened motion vectors (SMVs). For the first three 

frames, a fixed small value for Q(n) is used. After 

computing SMV, the unwanted motion vector (UMV) is 

obtained by 

UMV (n) = GMV (n) - SMV (n).   (15) 

To restore the current frame to its stabilized position, 

we offset the current frame by the accumulated UMV, 

AMV, defined by  

   ( )  ∑    ( )  
       (16) 

Where m is the frame number of the last scene cut frame. 

3. Experimental Results 

The performance of the proposed DVS method is 

evaluated over 15 video sequences covering different 

types of scenes. Since there is no well-known video 

sequence in this research field, the algorithm is tested on a 

number of sequences which are easily available. For 

example, some used video sequences are available at 

[42,43]. These sequences have a frame rate of 25 fps and 

a picture size of 352×288 pixels. Sample frames of used 

video sequences are shown in Fig. 7. We worked with 

both gray-scale and color test sequences where in both 

cases ME is implemented on the luminance component. 

Good experimental results are obtained with M=3. 

However, a larger M provides more smoothness at the 

expense of more tracking delay and vice versa. 

Performance evaluation of the proposed DVS system are 

assessed according to the accuracy and computational 

complexity cost of the GMV estimation and also assessed 

according to the smoothness of the resultant global 

motion compared to the original sequence and the gross 

movement preservation capability.  

 
(a)                                   (b) 

 
(c)                                   (d) 

Fig. 7 Images taken by a camera (a-c) held by a hand; (d) in a moving vehicle 

In this article, we propose a DVS algorithm with new 

features in ME and MC units. The ME unit estimates a 

GMV based on the BMVs which are estimated by the 

video encoder. Therefore, the computational complexity 

of the DVS is very low and the accurate motion 

information is used without extra computation cost. 

Moreover, in order to improve the accuracy of GMV 

estimation task an adaptive thresholding algorithm is used 

to remove the noisy invalid LMVs. It is notable that the 

adaptive thresholding algorithm uses MAD and MAD is 

computed during ME by encoder. Therefore, the adaptive 

thresholding algorithm have no additional computational 

complexity cost for the proposed DVS system. Regarding 

the mentioned modifications, we believe the ME unit of 

the proposed DVS outperforms the ME unit of the anchor 

systems, such as presented algorithms in [38,40], in terms 

of accuracy and computational cost. Therefore, only the 

performance of MC unit of proposed DVS system was 

compared with that of presented algorithms in [38,40] 

which are the most relevant known competitors. Fuzzy 

systems and adaptive Kalman filters are utilized for MC 

unit in [38,40]. The algorithms were applied on several 

data sets to simulate various scenarios. Since the 

performance of proposed algorithm in [38] depends on 

the value of Q parameter (process noise variance) of 

Kalman filter, so it was tuned with two different values of 

noise variance including Q=0.1 and Q=0.01. Some 

graphical comparison results are presented in Fig. 8. 

According to the results, the competitor algorithm 

proposed in [38] with small Q provides expand 

stabilization but reduces the capability of close tracking 

the intentional camera motion. Moreover, with a large Q, 

it enables close tracking of intentional camera movements 
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but at the cost of slightly reduced stabilization capabilities. 

On the other hand,  

 

 

Fig. 8 Comparison results of proposed DVS algorithm with presented 
algorithm in [38] by two different Kalman filters: Q=0.1, Q=0.01, and 

presented algorithm in [40]. 

according to the comparison results, the proposed 

algorithm in [40] provides expand stabilization but 

reduces the capability of close tracking the intentional 

camera motion. Whereas results demonstrate that this 

article provides good stabilization and close tracking of 

intentional camera movements at the same time for all 

cases by adaptive tuning of the noise variance value. 

Numerical performance assessment of MC unit of a DVS 

system is a difficult task since the ground truth of 

unwanted motions as reference is not available. To solve 

this problem, we produced a synthetic signal as reference. 

The reference signal includes three parts corresponding to 

intentional camera movements with positive, negative, 

and zero value accelerations. Moreover, a sequence of 

normal random numbers was generated and the random 

numbers were rounded to integer values to simulate the 

unwanted camera motion in terms of pixel displacement. 

Provided sequence was added to the reference signal to 

obtain a synthetic signal including both the intentional 

and the unwanted camera motions. Two copies of the 

synthetic signal (y1,y2) were generated to be processed by 

MC units of the proposed DVS algorithm and also by the 

anchor algorithms presented in [38,40]. While the 

reference signal is known that the performance of 

compared algorithms can be evaluated numerically by 

computing a distance measure such as mean square error 

(MSE) between the reference signal as GMVs of the 

reference and the processed signals as smoothed GMVs. 

The MSE measure is computed between the smoothed 

GMVs and  

the GMVs as:         

      
 

 
∑ [    ( )     ( )] 

  
         (17) 

Where GMVR(n) and SMV(n) denote n
th

 GMV of the 

reference and the smoothed video sequence, respectively. 

It is noted the performance of proposed algorithm in [38] 

depends on the value of Q parameter (process noise 

variance) of Kalman filter, so it cannot provide a well 

daptation. Therefore, the two copies of the synthetic 

signal were processed by two values of Q (0.005 and 0.6) 

and graphical simulation results are presented in Fig.9 and 

Fig. 10, respectively. Moreover, numerical comparison 

results in term of MSE for the synthetic signals are 

presented in table 4. 

According to the graphical results as shown in Fig.9 and 

Fig.10, the proposed algorithm in [38], depending on the Q 

value, performs only good filtering of the unwanted camera 

motion or only the tracking of intentional camera movement. 

On the other hand, the proposed algorithm  

 

Fig. 9 Synthetic camera movement path y1 processed by MC units of 

different DVSs 

 

Fig. 10 Synthetic camera movement path y2 processed by MC units of 

different DVSs 

Table 4: MSE resulted by MC units of different DVSs 

Motions 

Signal 

Adaptive Fuzzy 

Kalman Filter 

(proposed) 

Fuzzy Kalman 

Filter, [38] 

Adaptive Kalman 

Filter, [40] 

y1

 
0.9941 2.3239 1.5509 

y2 0.6045 1.0499 1.0579 

in [40] provides expand stabilization but reduces the 

capability of close tracking the intentional camera motion, 

respectively. Whereas the proposed algorithm in this 

article shows a high performance in both the removing of 

unwanted motion and the tracking of intentional camera 

movement. Furthermore, the numerical results presented 

in Table4 confirm the graphical results shown in Fig. 9 

and Fig.10. The least MSE for our proposed algorithm 

means the best performance. A small-scale subjective 

quality test also demonstrated that human eyes have better 

visual perception to the stabilized videos by the proposed 

DVS system than the original videos in all cases. 
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4. Conclusions 

In this article, we proposed a computationally efficient 

DVS algorithm using motion information obtained from a 

hybrid block-based video encoder. Since some of the 

obtained MVs are not valid, an adaptive thresholding was 

developed to filter out valid MVs and to compute an 

accurate GMV for each frame. The GMVs are 

smoothened with a kalman filter that is tuned adaptively 

to unwanted and intentional camera movements. The 

filter is adjusted by a fuzzy system with two inputs which 

quantify the unwanted and intentional camera movements. 

The proposed method fulfills two apparently conflicting 

requirements: close follow-up of the intentional camera 

movement and removal of the unwanted camera motion. 

In order to improve the stabilization performance, inputs 

MFs of the fuzzy system are continuously adapted 

according to the motion properties of a number of 

recently received video frames. Simulation results show a 

high performance for the proposed algorithm. With a low 

degree of computational complexity, the proposed scheme 

can effectively be used for the mobile video 

communications as well as for the conventional video 

coding applications to improve the visual quality of 

digital video and to provide a higher compression 

performance. 
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Abstract 
Identifying the source camera of an image is one of the most important issues of digital court and is useful in many 

applications, such as images that are presented in court as evidence. In many methods, the image noise characteristics, 

extraction of Sensor Pattern Noise and its correlation with non-uniformity of the light response (PNU) are used. In this 

paper we have presented a method based on photo response non uniformity (PRNU) that provides some features for 

classification by support vector machine (SVM). Because the noise model is affected by the complexity of the image, we 

used the wavelet transform to de-noise and reduce edge effects in PRNU noise pattern and also raise the detection 

accuracy. We also used the Precision processing theory to reduce the image size, then we simplified and summarized the 

data using the Single Value Decomposition (SVD) Or principal component analysis (PCA). The results show that using 

two-level wavelet transform and summarized data is more suitable using PCA. 

 

Keywords: Sensor Pattern Noise, Camera Sensor Pattern Noise, Source Camera Identification, Photo Response Non-

Uniformity, Wavelet Transform. 
 

 

1. Introduction 

Digital images can be taken by various types of digital 

cameras. In some applications, it is important to 

determine the source of a digital image. Since the digital 

images and videos can be easily fabricated, their contents 

are not reliable.  

Thus identifying the source camera may be useful in 

judgments about images. Especially the electronic image 

detection techniques are important in the court. For 

example, identifying the source tool can determine the 

main images as evidence.  

Identifying the source camera of an image is a 

complex issue that requires understanding the process of 

creating a graphic image of a real scene. In particular, it is 

necessary to know what is real and staged processes that 

affect the final digital data. In addition, it is necessary to 

consider the factors that may help to identify the camera. 

Many detection techniques have been proposed in the 

scientific literature. In general, most of these techniques 

work using the sensor noise (unwanted changes that occur 

in digital signal). This noise remains by digital sensor as a 

fingerprint in the image at the time of shooting.  

In this paper, we first provide a summary of the 

performed activities, and then present our proposed 

algorithm. In the second section, we explain the 

processing stages in a digital camera that causes defects 

and noise in the image, especially the noise model. The 

proposed algorithm is described in the fourth section. 

Then, a detection technique is presented using support 

vector machine (SVM) that classifies the images into the 

corresponding camera. The efficiency of procedure is 

evaluated in the fifth section. 

2. Related Works 

Several methods have recently been proposed to 

detect camera. Reference [1] proposes an approach that 

detects the camera type using the noise correlation related 

to the Photo Non-uniformity (PNU). In this method, it is 

necessary to collect a large number of images related to a 

specific camera to take out an average of their residual 

noise, so that the camera Sensor Pattern Noise can be 

obtained. Because the image includes a wide range of 

noise and we have to nullify the effect of noises and just 

get the camera Sensor Pattern Noise, thus averaging 

enables us to achieve this goal. After that, a correlation 

threshold is used between the camera noise model and the 

image noise model to identify the source.  

Reference [6] tests this method with changed images 

and the results show that in most cases this method is 

resistant against changes caused by the image processing 

functions. Reference [3,5] suggests a new idea for camera 
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detection which is based on the collection of some image 

features. In this method, each image is presented as a 

vector of numerical features and the source camera can be 

detected by a classifier.  

In some methods, it is necessary to consider some 

backgrounds (E.g. methods [9-12]), but the methods that 

are based on Sensor Pattern Noise do not require such 

assumptions.  

The basic problem in the noise model extracted from 

image is that the extracted noise is not the real Sensor 

Pattern Noise, because the other random noises are 

affected by the image edges and complexity. Thus, 

reference [4] suggests some improvement for the Sensor 

Pattern Noise In this context, reference [7] finds some 

image retrieval methods however, this method is also 

correlation.  

In this study, we use wavelet transform to reduce the 

complexity and the edges of the image. We also use 

SVD/PCA to reduce the data dimensions. Then, the 

obtained models are classified by SVM.  

3. Digital Camera and Noise Types 

In this section, we explain the processing stages that 

occur in a conventional digital camera and the noise types 

that enter the image at the time of shooting and are used 

as a fingerprint to identify the camera.  

Light enters into a set of lenses and passes the counter 

-intuitive filters. Then it can be available to the color filter 

array (CFA) and considers one of the components of red 

(R), green (G) and blue (B) in each pixel because the 

sensor is only capable of leading one color at each pixel. 

Then an interpolation process is used to estimate the 

intensity of two other colors for each pixel using 

neighborhoods. A sequence of image processing operations 

such as color correction, white balance, gamma correction, 

image enhancement, and JPEG compression have been 

done, then the image is placed in the memory space. Some 

features of this process can be used to identify the type of 

camera as the sensor pattern noise (SPN), the response 

function of the camera, re-sampling, color filter array 

interpolation, JPEG compression and lens aberrations.  

Some of these sources of noise are temporary and the 

others are based on distance and other types of noise are a 

combination of both.  

Noise fluctuates over time indicate the "random" or 

"temporary" noise. There are three main types of 

temporary noises in optical and electronic systems: shot 

noise, thermal noise, and flicker noise. All of them can be 

observed in image sensors of CMOS and CCD. The noise 

which appears in the reconstructed image and is fixed in a 

certain place of the image implies a fixed pattern noise 

(FPN). Since it is fixed in terms of distance, then can be 

removed in the dark spots using the signal processing. 

Initial component (FPN) of in a CCD image sensor is the 

current non-uniformity of dark spots. This could be due to 

the time of shooting image or high temperatures. the main 

sources of FPN in CMOS image sensors are the current 

non-uniformity of dark spots And differences in the 

efficiency of an active transistor in a pixel. The important 

thing about FPN is that the spatial pattern of these 

changes remains constant. Since the FPN is added to all 

of the frames or images generated by a sensor and are 

independent of the light, it can easily be removed by 

subtracting a dark frame from the image.  

A source which is somewhat similar to FPN in terms 

of properties is called the non-uniform response to light. 

One of its reasons is the non-uniform size of the active 

area through which light photons are absorbed. This effect 

is linear. PRNU is the result of Silicon material 

heterogeneity and effects that have been created 

throughout the manufacturing process.  

In the next section we describe the proposed algorithm 

which is based on the use of PRNU noise. 

4. Proposed Algorithm 

Because there are different cameras with different 

features due to the use of sensors and other parameters, 

different models are derived from the images. Thus, this 

model could be used as a fingerprint of imaging devices 

to identify the source image. As mentioned before, our 

algorithm is based on PRNU pattern extraction and SVM 

classification. This algorithm has two parts: feature 

extraction and classification. 

4.1 SVM Classification 

Support Vector Machines (SVM) is a set of methods 

related to supervised learning that analyze the data and 

recognize patterns. Supervised learning is one of the 

machine learning methods to infer a function for 

supervised training data. To work with SVM, it is 

necessary to display each of the samples as a real 

numbers vector. Training data include a set of examples 

for training. We considered 30 images from each camera 

for training and tried to make various combinations of 

complexity or light in the image. In supervised learning, 

each sample has two components of inputs and outputs. 

Here the input component is a vector of qualities which is 

extracted from PRNU noise (which is different for each 

algorithm). Also we used PCA (principal component 

analysis) and SVD (single value decomposition) to reduce 

data size [11] and the most important data used in the 

models. Outputs are tags that define each of the four 

cameras. Supervised learning algorithm analyzes the 

training data and produces an inferred function that is 

called classifier. Inferred function forecasts the correct 

output value for any valid input component. It requires 

the Learning algorithm that is generated from the training 

data to cover the non-trained positions.  



 

Journal of Information Systems and Telecommunication, Vol. 1, No. 4, October - December 2013 235 

4.2 Features Extraction 

The data used in this study consist of images of four 

cameras which are shown in Table 1 [14]. We considered 30 

images for training and 100 images for testing per camera. 

Table 1: Cameras that used for testing and training 

Image Size Sensor Model ID 

3888×2592 CMOS Canon EOs400D C1 

2560×1920 CCD Kodak EasyShare CX7530 C2 

2560×1920 CCD HP PhotoSmart E327 C3 

3648×2738 CCD Panasonic DMC-FZ20 C4 

 

PRNU noise is extracted by de-noising filter that is 

based on wavelet transform. The overall goal of de-

noising filter is described in [2]. This filter derives the 

Gaussian noise with a known variance (which enters the 

filter as an input), based on this assumption, in the 

wavelet domain, image and noise are an increasing 

combination from a non-stationary Gaussian noise that 

has a certain variance. The tests show that the value of 5 

for the given variance has the best efficiency everywhere. 

We obtain the residual noise from the image by removing 

the de-noised image from the original image. (Equation 1) 

 

Residual Noise=I-Idenoised   (1) 

 

Here Idenoised is obtained with wavelet de-noise filter 

([2]). Thus we obtain the high frequency components of 

the image that have been removed in the de-noised image 

as the image pattern noise. It is necessary to explain that 

the complexity and edges of the image influence the 

obtained pattern. You can see the result of implementing 

this method in PRNU noise extraction from a test image 

in Figure 1. In this method, PRNU is a matrix with image 

dimensions. 

 

Fig 1: (left) original image, (right) PRNU noise pattern that includes 
high frequency components of the image. 

In the most methods, the method of averaging the 

extracted noise pattern is used to obtain the camera noise 

model. This averaging is done for all images that were 

taken from a flat surface. Then, the camera type is 

detected using the correlation number of image noise 

model and camera noise model in cases such as [4,7] it 

has been tried to improve the extraction model.  

The implementation results based on correlation can 

be observed in Table 2. In this method, vectors are the 

numbers related to the correlation rate of each image 

with the corresponding camera noise model in each 

color channel.  

 

 

Table 2: Results of implementing algorithms based on averaging and 

correlation 

 
Train Accuracy 

(30 images) 
Test Accuracy 
(100 images) 

C1 84.17% 78.50% 

C2 87.50% 84.25% 

C3 78.33% 77.75% 

C4 97.50% 95.50% 

Average 86.88% 84% 

 

Filtering process affects the pixel values around the 

edges of the image. So if the image has a complicated 

structure, its detection accuracy will be affected.  

To solve this problem, we will propose an approach 

that is based on wavelet decomposition. Discrete Wavelet 

Transform (DWT) ([10]) divides the image into four sub-

bands LL, HL, LH and HH (Figure 2).  

We ignore the coefficients of HL, LH and HH that 

include vertical, horizontal and diagonal edges, then use 

The LL that represent the image approximate version 

where the edges have been trimmed. Furthermore, with 

this technique, we can reduce the size of image matrix 

and improve the efficiency PRNU noise extraction and 

vectors classification. Considering all the above issues, 

we use the LL part of wavelet transform and extract 

PRNU. 

 

Figure 2: Bands of wavelet transform to the level 2 

The purpose of using wavelet transform is to reduce 

the effects of edges. In Figure 3 the PRNU noise of 

original image and PRNU noise of LL part in wavelet 

transform in are compared. As you can see, the edges in 

the pattern obtained from the LL are trimmed, and the 

matrix size is reduced. However, this model can be used 

for SVM classification. 

Steps that are used in the algorithm for each image to 

classify the input vectors are described below: 

1. We calculate the wavelet transform of the image in 

the LL. (using Equation1) 

2. We extract the Residual noise from the LL. 

3. We use SVD or PCA to reduce the data size. 

4. We consider a Vector obtained in the previous 

section as the input of SVM machines. 

You can see the results for Level 1, 2 and 3 of wavelet 

transform in Table 3.  

In this regard, dimensions of image become smaller 4l 

times in which 1 is equal to wavelet transform level. When 

we extract the residual noise from LL part of wavelet 

transform of the image in level 1, we have a matrix with 

quadrant of the image size, when we use SVD/PCA we 

reduce the dimension of this and has a vector (singular 

values in SVD and variances in PCA), Then we use 1000 

features to classify. By a similar procedure for levels 2 and 

3 of the wavelet transform, the number of the features is 
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500 and 200 to classify. So, we use 30 vectors that are 

extracted from 30 images for training SVM, then test the 

classifier with 100 vectors of test images. 

 By data reduction, we reduced arithmetic operation and 

increased detection rate significantly. 

As you can see in the results, although the efficiency 

of this algorithm is good, the detection accuracy has also 

improved. 

 
 

 

 

 

Figure 3: (Top) PRNU of original image, (bottom) PRNU of the LL in 

wavelet transform, edges are faded out and the image size is reduced. 

5. Summary and Conclusions 

In this paper, an algorithm is proposed for digital 

camera identification. The previous methods used the 

averaging of noise pattern to reduce the effects of image 

complexity on the noise model. This method is very time 

consuming and requires the purchase of a larger database 

containing images of a smooth surface for averaging. 

According to the results, the numbers obtained from 

correlation are not a suitable option for SVM 

classification. In cases such as [4], which some 

ameliorative are used for the noise model, the average 

accuracy of 80.8% has been achieved. In the proposed 

method, to reduce the complexity and edges of image and 

improve the noise model, the LL part of wavelet 

transform is used. It is clear that if the level is higher, the 

speed will increase due to the image size reduction but the 

algorithm accuracy will decrease. The results indicate that 

the PRNU extraction from the LL part of wavelet 

transform will give the best results in level 1. 

 

 

Table 3: Results of using wavelet transform to fade out the edges of the image noise pattern 

 Train Accuracy(30 images) Test Accuracy(100 images) 

DWT Level 1 2 3 1 2 3 

Data Reduction SVD PCA SVD PCA SVD PCA SVD PCA SVD PCA SVD PCA 

C1 99.17% 98.33 100% 99.2% 100% 98.3% 96% 91.75 97.5% 96.8% 96% 92% 

C2 91.67% 92.5% 88.3% 92.5% 87.5% 90% 85.75% 81.25 83.8% 88.3% 79% 85.5% 

C3 95.83% 96.67% 95.8% 95% 93.3% 93.3% 92.25% 92.75% 81.3% 80.3% 83% 86% 

C4 98.33% 99.17% 100% 100% 100% 100% 92.5% 94% 97.3% 94% 97.7% 95% 

Average 96.25% 96.67% 96.03% 96.68% 95.20% 95.40% 91.63% 89.94% 89.94% 89.85% 88.93% 89.63% 
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Abstract 
As Cognitive Radio (CR) used in video applications, user-comprehended video quality practiced by secondary users is an 

important metric to judge effectiveness of CR technologies. We propose a new adaptive modulation and coding (AMC) 

scheme for CR, which is OFDM based system that is compliant with the IEEE.802.16. The proposed CR alters its 

modulation and coding rate to provide high quality system. In this scheme, CR using its ability to consciousness of 

various parameters including knowledge of the white holes in the channel spectrum via channel sensing, SNR, carrier to 

interference and noise ratio (CINR), and Modulation order Product code Rate (MPR) selects an optimum modulation and 

coding rate. In this scheme, we model the AMC function using Artificial Neural Network (ANN). Since AMC is naturally 

a non-liner function, ANN is selected to model this function. In order to achieve more accurate model, Genetic algorithm 

(GA) and Particle Swarm Optimization (PSO) are selected to optimize the function representing relationship between 

inputs and outputs of ANN, i.e., AMC model. Inputs of ANN are CR knowledge parameters, and the outputs are 

modulation type and coding rate. Presenting a perfect AMC model is advantage of this scheme because of considering all 

impressive parameters including CINR, available bandwidth, SNR and MPR to select optimum modulation and coding 

rate. Also, we show that in this application, GA rather than PSO is better choice for optimization algorithm. 

 

Keywords: Adaptive Modulation And Coding; Cognitive Radio; IEEE 802.16 Standard; Video Transmission; Wireless 

Channel. 
 

 

1. Introduction 

Today’s with the growth of wireless systems, there is 

an expanding demand on real-time wireless video 

communications. However, transmission over Wireless 

channels leads to a complicated problem due to the 

multipath fading behaviors of the channel [1], [2] and [3]. 

Cognitive radio (CR) is schemed at better resource 

management and ameliorated data transmission 

technologies. Through these purposes, it is designed to 

amalgamate with both the introduction of Software 

Defined Radios (SDR) and the consciousness that 

machine learning. CR can be defined as a system 

consisting of flexible wireless system design, 

measurements and awareness of various parameters, 

including interference temperature and geo-location 

information [4], [5].  

An Adaptive modulation and coding (AMC) can be 

proposed as an effective part to the CR system. AMC is a 

technique that selects an appropriate pair of a modulation 

and a channel coding rate. In [6] a Fuzzy logic based CR 

is proposed. In this study, using Fuzzy logic analysis, the 

cognitive engine controls the form of modulation and 

code rate in order to take care the system throughput. In 

[7], an AMC method for selecting the appropriate 

Modulation and Coding Scheme (MCS) according to the 

estimated channel condition for 3G wireless system is 

proposed. There are several schemes for AMC, which can 

be found in [8-14]. In [15], an AMC scheme is proposed 

according to the variable power and variable-rate 

technique from [16] and [17]. This technique lays over a 

trellis code on top of the un-coded modulation.  

In [18] an AMC technique is proposed using M-array 

phase shift keying (MPSK) modulation. Recently a 

resource allocation scheme is proposed for OFDMA 

based cognitive radio for video transmission [19], this 

paper performs subcarrier, bit, and power allocation for 

diferent cognitive users such that the sum rate of the 

cognitive users is increased, towards this aim, fine grain 

scalable (FGS) video is employed. Although this paper is 

near-optimal allocation scheme, it is not concern with 

channel coding which is inseparable part of 

communications systems. In the other words, channel 

code rate and its related ability to correct the channel 

errors, and also its impact on the bit-rate is not considered 

in optimization problem and simulation procedure. 

Although all of introduced AMC methods and resource 

allocation schemes provide acceptable performance, they 

are not perfect schemes for efficient CR because these 

schemes have not considered all involving parameters 

such as available bandwidth, SNR, carrier to interference 

and noise ratio (CINR), and Modulation order product 
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code Rate (MPR), jointly, to select modulation and 

coding rate. Since CR, system requires a perfect scheme 

for AMC, in this paper, we present a perfect AMC 

scheme for OFDM based CR according to IEEE 802.16 

[20], [21], that consider all the involving parameters. As 

mentioned, because of involving several parameters to 

determine the perfect AMC, behavior of such a function 

is completely nonlinear. Therefore to describe this 

function we propose employing the powerful Artificial 

Neural Network (ANN). Advantage of this scheme is 

considering parameters including CINR, available 

bandwidth, SNR, and MPR to select optimum modulation 

and coding rate. Consequently, the system presents a 

perfect and powerful decision to select optimum 

modulation and coding rate. This paper is organized as 

follows: in section 2 and 3, a briefly of OFDM based CR 

and H.264 video coding are presented respectively. In 

section 4 two recent AMC model are summarized. In 

section 5, our proposed scheme is detailed. Finally in 

section 6, our simulation setting is introduced and in 

section 7 simulation results are presented. 

2. OFDM Based Cognitive Radio 

In the last years, researchers have established an 

efficient inter-relation between software and radio 

systems. This has permitted for faster advancements and 

has provided wireless communication instruments more 

flexibility and the capacity to transmit and receive using a 

multiplicity of protocols. Mitola in [4] captured the 

definition of an SDR one step further and pictured a radio 

which could take decisions to the network, modulation 

and coding parameters based on its surroundings, and 

called as “smart” radio the CR. Implementation of OFDM 

into CR comes up as a new aspect and challenges to 

system design.  

The cognitive engine is responsible for making the 

intelligent decisions and configuring the radio. The 

spectral opportunities are recognized by the decision unit 

based on the information from policy engine as well as 

local and network spectrum sensing data. The local 

spectrum sensing unit processes spectrum knowledge and 

then recognizes certified users accessing the spectrum and 

their signal setting such as bandwidth and power level, 

and disclose spectrum opportunities that can be utilized 

by CR. CR decisions contain selecting the suitable 

channel coding, modulation, operation frequencies, and 

bandwidth. At this stage, OFDM technology gets the best 

performance over other similar transmission technologies 

with its flexible features. By only changing the 

configuration parameters of OFDM, it can optimize the 

transmission relying on the environmental characteristics.  

3. H.264 Video Coding Paradigm 

The joint project of ITU-T and ISO/IEC leads to 

developing the video coding design with the high coding 

efficiency which is called H.264/ advanced video coding 

(AVC) [22]. The primary goal of designing the 

H.264/AVC is to develop a simple and genuine video 

coding structure with improved compression performance. 

Currently, it becomes the standard of video coding 

because of the best performance in terms of its rate-

distortion compared with the previous standards in the 

wireless networks. 

In H.264, a set of video frames are transmitted in 

which each frame is partitioned to several macro-blocks. 

Each macro block (MB) comprises a motion vector (MV). 

The coding process of the first frame (I frame) of a video 

sequence is called “intra” coded in which 2D-DCT is 

applied on the MBs. Then the resulting coefficients are 

quantized and transmitted. The coding process of other 

remaining frames (P frames) of a video sequence, is 

called “inter” coded. Inter coding uses motion 

compensation which is the prediction of the current 

frames based on previous frame by employing motion 

estimation (ME) part. The Inter prediction encoding 

process consists of ME and providing the motion data 

transmitted as side information. Next, 2D-DCT is applied 

on the residual of the prediction (error of prediction) 

which is the difference between the original and the 

predicted block. Then resulting coefficients are quantized 

and transmitted. Finally, the quantized transform 

coefficients are entropy coded and transmitted together 

with the side information. The high coding efficiency of 

H.264 can be achieved by advanced coding tools such as 

multiple reference frames, variable block size and 

quarter-pixel accuracy ME [23]. 

4. Recent AMC Schemes 

AMC schemes are widely considered and investigated 

in wireless communication systems in the recent 

literatures [6-19]. In this paper, we concentrate on two 

efficient AMC schemes presented in [30]. These AMC 

schemes are called Channel State scheme and Error state 

scheme. These schemes are the only recent benchmarks 

possible which are based on a slot allocation. 

Channel State scheme is designed to adapt the 

modulation and coding scheme (MCS) after deriving an 

estimation of the channel behavior in terms of attenuation 

coefficient,  . 

 

 

 



 

Journal of Information Systems and Telecommunication, Vol. 1, No. 4, October - December 2013 241 

 

Fig.1. Moore’s state machines: 0=correct frame, err=error frame and x=any frame [30]. 

 

Over a slot, attenuation coefficient is compared with 

suitable thresholds, due to determination of the MCS to 

be used in the next frame. In Fig. 1a, Moore’s state 

machine of this scheme is shown for the case of five 

thresholds A, B, C, D and E where A is the lowest 

threshold value [30]. In this scheme, two algorithms 

named Maximum Throughput (MT) and Target BLER 

have been proposed. The MT algorithm is designed to 

maximize the overall link throughput by selecting the 

proper MCS for each SNR value. As a result, this 

algorithm is not suitable for such services that are 

sensitive to the error probability [30], e.g., our application, 

real-time video communication. The other algorithm is 

TBLER designed based on keeping the error rate below a 

target constraint. This algorithm is more suitable for such 

services that are sensitive to the error probability. More 

details can be found in [30]. 

In the Error state scheme, the MCS changes in 

function of the number of detected frames with errors. In 

Fig. 1b, Moore’s state machine of this scheme is shown, 

under the assumption of an error depth equal to four 

frames [30]. In this algorithm, transitions are permitted 

only for neighbor states (e.g., from QPSK 3/4 to 16QAM 

1/2 and backwards but not from QPSK 3/4 to 16QAM 

3/4). The transitions observe the following rules [30]: 

1) A transition to a more efficient state happens only if 

all the last four frames are without errors (when we 

are the most efficient state (i.e., 64QAM 3/4) we 

still remain in that state). 

2) A transition to less efficient state happens only if the 

last frame has at least one error (when we are in the 

less efficient state (i.e., 4QAM 1/2) we still remain 

in that state). 

3) The state remains the same if the last frame is without 

errors independently from the previous three. 

5. The Proposed Scheme 

Since our proposed AMC scheme is based on 

population algorithms and Artificial Neural Network 

(ANN), we present a brief description of them and their 

application in our proposed scheme. 

5.1 Population Based Algorithm 

5.1.1 Genetic Algorithm 

GA as a stochastic optimization technique generates 

solutions to optimization problems using methods such as 

mutation, crossover, selection, and inheritance inspired by 

natural evolution. In this kind of techniques; information 

of each generation is passed on to next generation by 

chromosome. Each chromosome includes gens; also, each 

gen demonstrates a particular characteristic or manners 

[24]. In GA's method, the primary populations are firstly 

produced based on necessities of the problem, following 

that, objective function is estimated and in order to 

achieve best solution, in regeneration step, parents create 

children. In this step, some activities are happening such 

as crossover and mutation. Therefore, the best solution is 

obtained during determination and essential iterations. 
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5.1.2 Particle Swarm Optimization (PSO) 

PSO simulates the behaviors of bird gathering. In the 

PSO algorithm, each single solution is considered as a 

"particle" in the search space. Fitness value computes for 

all the p particles. The p particles are "flown" by way of 

the problem space by following the present optimum p 

particles. PSO is initialized by a group of arbitrary p 

particles (as we know, particles are solutions). Then, it 

investigates for optimal solution by renewing generations. 

In each iteration, each p particle is renewed by following 

two "best" values. The first one is the best solution which 

it has been obtained so far. This value is well known as 

"pbest". Another "best" value that is tracked by the p 

particle swarm optimizer is the best value obtained so far 

by any particle in the population. This best value is a 

global best called "gbest" [26-28].  

After discovering the two best values, the particle 

renews its velocity and positions based on the following 

equations. 

1 2
( ( ) ( )

new old Pb cs gb cs
V X V P X P X        

  (1) 

new old new
X X V 

     (2) 

 
2

2
4, 0,1

2 4

k
X for k

  
  

     (3) 

Where,   and   are random numbers uniformly 

distributed in the range (0,    ) and X is the constriction 

coefficient.  

5.2 Artificial Neural Network (ANN) 

ANNs are one of the most influential branches of 

artificial intelligence. Generally, it is used for description 

of non-linear functions, like the function of this paper. 

ANNs are categorized into two major groups based on 

learning algorithm, supervised and unsupervised learning. 

In supervised learning, input and desired output are 

presented as learning data and ANN is trained using them. 

In unsupervised learning, target outputs are not present 

and ANN can only cluster input data and when new data 

input, it can assign it into the corresponded cluster [25]. 

5.2.1 Neural Network Structure 

The neural network used in this paper is a multilayer 

perceptron neural network. The weights and biases are the 

variables of the optimization algorithm. Firstly, matrix of 

weights and biases indicating initial position of particles 

for PSO and chromosome for GA are prepared as follow: 

1 2
[ , ,..., ]

i
Weight w w w

, 1 2
[ , ,..., ]

i
Biase b b b

  (4) 

Where, w denotes weights and b denotes biases. Also 

for structure of ANN with 2 hidden layers we have: 

1 1 1f W X b  
     (5) 

 1 1log sig f 
     (6) 

 22 1 2L
f W b  

     (7) 

 2 2log sig f 
     (8) 

 33 2 3L
f W b  

     (9) 

 3 3log sig f 
     (10) 

Where,   is vector of input data      ,       and 

     are weights between input and first layer, between 

first layer and second one and between second layer and 

third one, respectively. b1, b2 and b3 are biases related to 

first layer, second layer and third layer, respectively. 

Finally,      is actual output of network and MSE is value 

of subtraction of actual output and target output. This 

value is fitness value of GA and PSO, therefore the 

proposed algorithm will change weights until MSE 

becomes minimum in next iterations. MSE function is 

given by Eq. (11) 

 
1

2

_ arg _

0

1 L

output ANN t et output

i

MSE Y Y
L





 
  (11) 

Where,             is the out-put of model and 

               is expected out-put of the model. There is 

different methods to train (or in other words, to update 

weights and biases) which most of them employ 

analytical and mathematical based methods, such as back 

propagation and gradient descent. In this paper, to 

optimize the function representing relationship between 

inputs and outputs of neural network GA and PSO are 

used to optimize the function.  

5.3 The Proposed AMC Model 

In this scheme for cognitive Radio, at first, cognitive 

engine senses the spectrum using spectrum sensing unit 

[5]. Then it finds the white hole of spectrum. Next, 

because of its ability to awareness of changing in 

transmission environment, CR has knowledge of SNR, 

carrier to noise ratio (CINR), carrier to interference ratio 

(CIR), and Modulation order Product code Rate (MPR). 

Based on these parameters, it selects an optimum 

modulation and coding rate. We model the AMC function 

using ANN. Since AMC is naturally a non-liner function, 

ANN is selected to model this function. In order to 

achieve more accurate model, GA and PSO are selected 

to optimize the function representing relationship between 

inputs and outputs of ANN, i.e., AMC model. Inputs of 

ANN are CR knowledge parameters and the outputs are 

modulation type and coding rate. These parameters are 

calculated in following subsections. 

5.3.1 Modulation Order Product Code Rate (MPR) 

For DL/UL, the transmission style is precondition by 

the NEP (encoding packet size) and the NSCH (number 

of allotted slots). NEP per an encoding packet is {144, 

192, 288, 384, 480, 960, 1920, 2880, 3840, and 4800}. 

The NSCH per an encoding Packet is {1, 480}. In Table 

507, 509 [29], the numbers in the first row are NEPs, and 

the numbers in the remaining rows are NSCHs and 

associated parameters. In Table 507,509 [29] the 

modulation order is desirable by MOD, and it has the 

values of 2 for QPSK, 4 for 16-QAM, and 6 for 64-QAM. 

SCH points to the number of allocated slots. The bearable 

modulation schemes are QPSK, 16-QAM, and 64-QAM. 
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When the NEP and the NSCH are given, the modulation 

order is decided by the value of MPR (Modulation order 

Product code Rate).  

The MPR means the effective number of the 

information bit transmitted bits per a subcarrier and is 

defined by (12). 

48

EP

SCH

N
MPR

N


      (12) 

5.3.2 Carrier to Interference and Noise Ratio (CINR) 

One imaginable technique to estimate the CINR of a 

particular message is to normalize the mean-squared 

residual error of disclosed data symbols (and/or pilot 

symbols) by the average signal power [29] using: 
1

2

0

1
2

0

[ , ]

[ ]

[ , ] [ , ]

N

n

N

n

s k n

CINR K

r k n s k n
















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CINR[k] is the (linear) CINR for message k, s[k, n] is the 

corresponding detected more pilot symbol corresponding to 

received symbol n, and r[k, n] is the received symbol n 

within message k. As mentioned in previous sections, ANN 

can be used as a suitable model for complex processes like 

AMC that depends on several parameters, such as CINR, 

SNR and bandwidth of white hole. 

5.4 Optimization Problem: Optimization of 

Weights and Biases by GA and PSO 

As mentioned before, GA has some parameters, which 

should be set in initialization step, such as Population 

Size, Elite Count, Migration Fraction, Migration Interval, 

crossover, and mutation. In this method the ANN is used 

as an objective function in optimization. The optimization 

algorithm is summarized in Algorithm 1.  

 
Algorithm 1: Optimization of AMC model 

Input data: weights and biases of ANN 

1) Determining parameter of GA and PSO. 

2) Determining initial position and velocity randomly.  

3) Evaluating fitness of chromosomes /particles. 
4) Generating new chromosomes/Updating particles velocity 

and position. 

5) Checking the stop criterion: 
If the stop criterion is met the optimum AMC model is obtained, 

if not, go to step 2. 

Output: Optimum AMC model.   

 

Each chromosomes of the GA represents a set of 

weights and biases of one ANN which may separately be 

an answer to the optimization problem. Depending on the 

adjustments, these chromosomes are transformed into 

new chromosomes evaluated based on the objective 

function. In PSO, the procedure is similar to GA 

optimization and the only difference is that the population 

is particle. For a multilayer perceptron ANN with one 

hidden layer that consists of n hidden unit and the 

network has m inputs then the output of the network can 

be formalized as a function of the inputs. Let’s define Y 

as the output of the ANN. The mathematical model of 

such a network defined as follow: 

 1 2

1 1

, ,...,
output ANN

n m

m j ij i j

j i

Y x x x w f a x b


 

 
  

 
 

  (14) 

Where    is the weight of the synapse that goes to the 

output neuron form the j-th neuron and     is the weight 

of the synapse that goes form the input    to the j-th 

hidden neuron,    is the bias of the j-th hidden neuron,   

is the activation function. Optimization problem is 

defined as follow: 
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 

 


   (15) 

To stop the optimization process, the amount of error 

in training the ANN is considered to be less than 0.3%. 

The optimization process continues until the above 

condition is satisfied. 

5.5 The Structure of Proposed AMC Scheme 

and Optimization Results 

In this paper, we use Multilayer perceptron ANN for 

finding the function of AMC. Based on the five input 

parameters (UL/DL, SNR, CINR, available Bit-Rate, MPR) 

and two outputs (type of modulation and channel code rate), 

we utilize an ANN which has five inputs, two outputs, and 

2 hidden layers. First layer has 10 neurons and second layer 

has 8 neurons. The modulation order (1 for BPSK, 2 for 

QPSK, 4 for 16-QAM, and 6 for 64-QAM) will be set for 

all the allowed transmission formats as shown in Table 507 

of [29] (Note in this paper we consider BPSK modulation 

for low SNR transmission environments). For training the 

system, we use Table 507-Transmission format and 

modulation level for DL, [29], Table 509-Transmission 

format and modulation level for UL, [29], Table B.4 

OFDM 256-FFT raw bit-rates (Mb/s), [29] CNR is the 

normalized Carrier to Noise Ratio  (per sub-carrier) for 

the given modulation, Table-308 of [29]. We combine 

these tables into two tables. The resulting tables are given 

in Tables 2 and 3. The Table 2, is for uplink transmission 

and the Table 3, is for downlink transmission. As 

mentioned in previous sections, ANN can be used as a 

suitable model for complex processes. Since AMC 

involves nonlinear and complicated features (the function 

representing AMC has multi-input variables and multi-

output variables), accurate prediction of the behavior of 

this process is great significance. In this paper, the 

proposed method has three major steps. In first step, the 

function which represents the model of AMC is presented, 

in the second step, trained ANN with GA has been used 

to presents an efficient and optimum model for AMC. In 

third step, trained ANN with PSO has been used to 

present an efficient and optimum model for AMC. We 

use Table 2 and Table 3 to train and test the ANN, ANN-

GA and ANN-PSO.  

80 percent of this data table is used for training and 20 

percent is used for test. In this paper we employ 

multilayer perceptron ANN which has five inputs, two 

outputs, and 2 hidden layers. First layer has 10 neurons 
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and second has 8 neurons. It should be mentioned that in 

our scheme the input parameters of ANN have the same 

importance. GA parameters set as; maximum number of 

iterations, Max-It=100; population size, N-pop=50; 

crossover percentage, P-crossover = 0.7; number of 

parents is calculated by following formula: 

N-crossover = round (P-crossover * N-pop / 2) * 2, 

mutation percentage, P-mutation = 0.2; number of 

mutants, N-mutation = round (P-mutation*N-pop). PSO 

parameters set as; maximum number of iterations Max-

It=100; swarm population size, N-pop=50;        ; 

       . Based on the presented settings the training 

procedure of ANN, ANN-GA and ANN-PSO is 

performed. The simulation results are shown in Fig.2, 

Fig.3 and Fig.4 respectively. Fig.2 shows training 

procedure of ANN. It achieves the best validation in 

0.0053 in epoch 8, in this epoch MSE train is 0.0031. 

Next, we use GA and PSO to optimize the ANN. As 

shown in Fig.3, after 100 generation, GA optimizes the 

ANN and, as a result, it achieves the best in 0.001 

(MSE=0.001). Also as shown in Fig.4, PSO achieves the 

best in 0.0022 (MSE=0.0022). Finally, resulting mean 

errors have been reported in Table 1. It is observed that 

ANN-GA is the optimum algorithm for representation of 

function of AMC because of its lower minimum mean error 

 

 

Fig.2. ANN simulation for AMC 

 

Fig.3. Optimized ANN simulation for AMC using GA 

 

 

Fig.4. Optimized ANN simulation for AMC using PSO 
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Fig. 5: Frame of Car-phone video in the receiver after passing Rayleigh fading channel in Uplink, SNR=10.5, MPR=1.5, CINR=23.7, (a) is the coded 

frame 285, (b) using QAM64 and Code rate = 0.25, (c) using QAM16 and Code rate = 0.5, (d) using QAM and Code rate = 0.67, (e) QAM16 and Code 

rate= 0.38 and (f) using QAM and Code rate = 0.63. 

 

5.6 About the Complexity of Proposed Scheme 

There may be several numbers of algorithms to solve 

the same function. In terms of complexity theory, one 

strategy to evaluate them is to compare their performance 

in terms of how quickly they solve the same function. In 

this paper, we emphasize that the function having been 

considered for AMC in other literatures is imperfect 

because this function does not consider important 

parameter such as CINR, MPR and available bandwidth 

(i.e. they consider a simple function for AMC and design 

algorithms to solve it). In this paper, we present a non-

linear function for AMC including all impressive 

parameters; also, we design a scheme according to this 

complex function. Since we change the AMC function, 

clearly, we do not deal with the same function to compare 

the complexity of our scheme with the other schemes 

presented in other literatures.  

Furthermore, the proposed AMC model and its 

optimization algorithm (Algorithm 1) are the pre-

computing procedures which are performed offline, i.e., 

these procedures are applied to determine the function 

representing AMC model. The resulting AMC model can 

be applied in each cognitive radio system. What the 

system needs to compute online is     , i.e., the system 

just enters the inputs,   , in equation (16) which its 

parameters   ,   ,     and    are offline prepared already. 

     is our proposed AMC model (our model has 5 inputs, 

2 outputs and 2 hidden layers): 
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  (16) 

As mentioned before,      is the AMC model. 

Therefore, the complexity for our proposed AMC scheme 

is just related to calculating the     , i.e.,        .  
Maybe this question arises why we apply ANN in order 

to model the AMC function. The reason is that we require a 

powerful tool that can be able to model a complex and 

nonlinear function which has several inputs and several 

outputs. ANN and nonlinear regression are known as 

powerful tools for modeling the complex and nonlinear 

functions. Although nonlinear regression is a powerful tool, 

it is proved that ANN is more accurate than it [32]; 

furthermore, it is a traditional tool respect to ANN. 

6. Simulation Settings 

Conventional OFDM system with assuming 256 

subcarriers is used in our simulation. In wireless 

transmission, motion causes Doppler shift in the received 

signal components, the Doppler frequency    equals to 

      in which v is the mobile speed,    is the carrier 

frequency and c is the light speed and equals      . In 

deriving our simulations results we have focused on a 

wireless environment with Radio frequency carrier 

      GHz Maximum available bandwidth of 10 MHz, 

maximum Doppler frequency        Hz (mobility 

terminals up to 90 km/ h). Coherence time    1.03 ms. 

maximum delay spread equal to 20µs ITU-R vehicular 

channel model A, with 6 paths [33]. 
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Fig. 6: Simulation result of Stefan and Foreman video transmission over Rayleigh fading channel under two conditions; first condition (I) MPR=3.85, 
CINR=18, and available bit-rate=6 for CR user in uplink; second condition (II) MPR=1.33, CINR=15, and available bit-rate =5 for CR user in uplink. 

(a) and (b) are associated with Stefan video under condition (I) and (II) respectively. (c) and (d) are associated with Foreman video under condition (I) 

and (II) respectively. 

 

Simulation scenario is involved two primary users and 

one secondary user. All of simulations are performed 

using Matlab-R2011b software. 

7. Simulation Resuls 

In this study, Quarter pixel Common Inter-mediate 

Format (QCIF) resolution video sequences Car-phone 

video, [31], is employed as video sources to evaluate the 

performance of the proposed scheme, in Uplink, based 

on the parameters SNR=10.5, MPR=1.5, CINR=23.7. As 

shown in Fig.5 Frame number 285 of Car-phone video 

in the secondary user receiver after passing Rayleigh 

fading channel is as follow; (b) using QAM64 and Code 

rate = 0.25, (c) using QAM16 and Code rate = 0.5, (d) 

using QAM and Code rate = 0.67, (e) QAM16 and Code 

rate= 0.38 and (f) using QAM and Code rate = 0.63 are 

used for transmission. As shown based on the proposed 

scheme the best transmission is performed using selecting 

the QAM16 and Code rate = 0.38.  

Next, to evaluate the performance of the proposed 

scheme and demonstrate the impact of considering CINR 

and MPR, two sequences Foreman and Stefan [30] are 

transmitted over Rayleigh fading channel in wide range of 

channel SNR (0-20 dB). In this simulation we consider 

three schemes for AMC; in the first scheme we employs 

AMC scheme which doesn’t consider CINR and MPR, 

second AMC scheme which consider CINR and third 

AMC scheme which consider both CINR and MPR. For 

each video we consider two conditions; first condition (I) 

MPR=3.85, CINR=18, and available bit-rate=6 for CR 

user in uplink; second condition (II) MPR=1.33, CINR=15, 

and available bit-rate =5 for CR user in uplink. 
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Fig. 7: Simulation results: comparing the proposed scheme with Error state scheme and Channel state scheme, (a) for Stefan sequences (b) for Foreman 

sequences, over Rayleigh fading channel under condition; MPR=0.25, CINR=10, and available bit-rate=4 for CR user in uplink. 

 

As shown in Fig 6 (a-d) the proposed scheme provides 

higher PSNR than other two schemes. For example in 

second condition (II) the AMC scheme which doesn’t 

consider CINR and MPR selects QPSK-0.5, QPSK-0.75, 

16QAM-0.5, 16QAM-0.66, 16QAM-0.75, 64QAM-0.5, 

64QAM-0.66 and 64QAM-0.75 in SNRs 5, 8, 10, 12, 14, 

16, 18, 20 dB respectively [29], but the proposed scheme 

selects QPSK-0.33, QPSK-0.4, QPSK-0.5, QPSK-0.56, 

QPSK-0.66, 8QAM-0.66, 8QAM-0.75 and 8QAM-0.75 in 

SNRs 5, 8, 10, 12, 14, 16, 18, 20 dB respectively. It 

should be mentioned that the quality of the received video 

(average PSNR of video) at each Channel SNR is 

obtained by 15 minute running time. 

Next, to compare the proposed scheme with two 

presented schemes, Channel state scheme and Error state 

scheme, two sequences Foreman and Stefan [30] are 

transmitted over Rayleigh fading channel in wide range of 

channel SNR (0-20 dB). For Channel state scheme, as the 

best BLER performance is obtained for the lowest target, 

                [30], the target value of BLER is set 

to     . For Error state scheme, as the best BLER 

performance is obtained for Error state memory 3 and 4, 

in this simulation it is set to 4. In this simulation, Channel 

state scheme, TBLER algorithm, selects QPSK 1/2 and 

QPSK 3/4 in SNR ranges 0-15dB and 15-20dB 

respectively. Error state scheme selects QPSK 1/2, QPSK 

3/4, and 16 QAM 1/2 in SNR ranges 0-5dB, 5-15dB and 

15-20dB respectively. The proposed scheme selects 

BPSK 1/4 and QPSK 1/2 in SNR ranges 0-18dB and 18-

20dB respectively. As reported in Fig.7, the proposed 

scheme offers about 1-1.5dB PSNR gain for Stefan and 

Foreman sequences. This is because of applying accurate 

AMC model which is affected by considering all effective 

parameters in modeling procedure, as mentioned before. 

8. Conclusions 

In fast changing environment, a CR system needs a 

perfect model for AMC. In this paper we have presented a 

perfect AMC model for OFDM based CR that is 

compliant with the IEEE.802.16. Presenting a perfect 

AMC model is advantage of this scheme because of 

considering all impressive parameters including CINR, 

available bandwidth, SNR and MPR to select optimum 

modulation and coding rate. We have modeled the AMC 

function using ANN because AMC is naturally a non-

liner function. In order to achieve more accurate model, 

GA and PSO have been selected to optimize the function 

representing relationship between inputs and outputs of 

ANN, i.e., AMC model. Simulation results prove that the 

proposed AMC scheme presents perfect and powerful 

decision to select optimum modulation and coding rate 

and consequently provides higher quality for delivered 

video. Also it was shown GA is more powerful optimizer 

algorithm than PSO. 
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Abstract 
In this paper we have studied the characteristics of mushroom-like Electromagnetic Band Gap (EBG) structure and 

performance of a low profile antenna over it. Afterward, a novel EBG surface is presented by some modifications in 

mushroom-like EBG structure. This structure, which has more compact electrical dimensions, is analyzed and its 

electromagnetic properties are derived. Results show that resonant frequency of this novel structure is about 15.3% lower 

than the basic structure with the same size. Moreover, the novel EBG structure has been used as the ground plane of 

antenna. Its application has improved radiation of a low profile dipole antenna. The antenna performance over the new 

EBG ground plane is compared with the conventional mushroom-like EBG structure. Simulation results show that using 

this slot loaded EBG surface, results in 13.68dB improvement in antenna return loss, in comparison with conventional 

mushroom-like EBG, and 33.87dB improvement in comparison with metal ground plane. Besides, results show that, EBG 

ground planes have increased the input match frequency bandwidth of antenna. 

 

Keywords: Electromagnetic Band Gap (EBG), Low Profile Antenna, Slot Loaded EBG Surface, Bandwidth, Dipole 

Antenna. 
 

 

1. Introduction 

In the last two decays, artificial periodic structures 

have been used in a wide range of engineering 

applications. Electromagnetic Band Gap (EBG) structures 

are a group of these artificial periodic structures, and 

recently their application in different antennas has 

attracted much research interests in electromagnetic 

applications. EBG structures are a novel class of 

artificially fabricated structures, and can control the 

propagation of electromagnetic waves inside themselves. 

These structures have two important and special 

electromagnetic properties. The first one is suppression of 

surface waves in a specific frequency band, which called 

the band gap. The other one is phase response to the plane 

wave illumination; these structures have a reflection 

phase that changes vs. frequency from 180º to -180º [1]. 

Besides, these structures possess some other exciting 

features, like high impedance in their performance band. 

According to these properties, a wide range of 

applications have been reported, such as TEM 

waveguides, different microwave filters and low profile 

wire antennas [2-5]. 

Mushroom-like EBG structure initially designed by D. 

Sievenpiper [6] is a popular structure that exhibits 

compactness and simple implementation features 

compared to other EBG structures. This conventional 

mushroom-like EBG can be used in different antenna 

designs to suppress surface waves. But in some practical 

applications smaller cell size is needed.  

In this paper, at first we have studied the features of a 

mushroom-like EBG structure. Then, a novel structure is 

designed by inserting some slots in the patches of 

mushroom-like EBG cells. These slots significantly 

enlarge capacitance of equivalent LC circuit and so result 

in a more compact structure. Electromagnetic properties 

of the new slot loaded EBG is derived and compared with 

conventional mushroom-like EBG. Additionally, to study 

the effect of the EBG structures, performance of a low 

profile antenna over these structures has been observed. 

We have utilized both EBG structures as ground planes to 

improve the radiation efficiency of a dipole antenna near 

the ground plane. Also, performance of antenna has been 

compared with an antenna over Perfect Electric 

Conductor (PEC) ground plane.  

A considerable improvement in antenna performance 

has been observed.  

The structure was analyzed in our previous works [7-10] 

by Ansoft HFSS, which is a commercially available 

simulation tool based on finite element method [11]. In 

this paper the dispersion diagram of the structure is also 

derived by CST Microwave Studio [12], and the result are 

in agreement with previous results. 

 

 



 

Rezaei Abkenar & Rezaei, EBG Structures Properties and Their Application to Improve … 

 

252 

2. Surface Waves 

In this section we want to study surface waves and the 

conditions in which they can occur. Surface waves are the 

waves which can exist on the interface between any two 

dissimilar materials, like metal and free space. They are 

strongly bounded to the surface, and their fields 

exponentially decay along normal direction to the surface 

[13]. Surface waves are an important issue for many 

antennas, since these waves propagate along the ground 

plane instead of radiation into free space, so reduce the 

antenna efficiency and gain. 

To derive the characteristics of surface waves on the 

interface between a material and free space, assume the 

surface is in the YZ plane, free space extending in the +X 

direction, and the other material in the –X direction. This 

configuration is shown in Figure 1. 

 

Fig. 1 A surface wave on the interface of a material and free space.  

The surface wave decays in the +X direction with 

decay constant α, and in the –X direction with decay 

constant γ. By combining electromagnetic fields in two 

materials according to Maxwell’s equations, decay 

constants α and γ for a TM surface wave are derived as (1) 

and (2) [14,15]: 

 
(1) 

 
(2) 

For a positive ε, decay constants are imaginary, and the 

waves do not decay as the distance from the surface 

increases. Thus, these waves are plane waves that propagate 

through the dielectric interface. On the other hand, when ε is 

less than –1, or when it is imaginary, the solution shows a 

wave that is bound to the surface. Therefore, TM mode 

surface waves can exist only on the metals, or other 

materials with non-positive dielectric constants. By 

exchanging the electric and magnetic fields and substituting 

ε with µ, according to the principle of duality, above 

expressions can be applied to the TE mode [16]. 

From the other point of view we can consider the 

surface impedance of surface, which is defined as the 

ratio of the electric field over the magnetic field. For the 

above surface in the YZ plane, required surface 

impedance for TM surface waves is obtained as below 

by considering electric and magnetic fields on the 

surface [14,17]: 

 

(3) 

So TM waves only can occur on a surface with 

positive reactance that means inductive surface 

impedance. For a TE wave the surface impedance is equal 

to the following expression: 

 

(4) 

Thus, a negative reactance is necessary for TE surface 

waves, it means capacitive surface impedance. 

3. Reflection Phase 

The Reflection phase is an important property of EBG 

structures, which is determined as the phase of reflected 

electric field at the reflecting surface. In EBG structures it 

varies with frequency from 180º to -180º. So in a specific 

frequency band, when the reflection phase is around 0º, 

they can be used as proper ground planes, like Perfect 

Magnetic Conductors (PMC).  

For a surface in the YZ plane, the surface impedance 

seen by an incident wave in the X direction is equal to:  

 
(5) 

For a high impedance surface, the ratio in Equation (5) 

is too high, so the electric field has a non-zero value, 

while the magnetic field is zero. In the other word, this 

surface is called a magnetic conductor, because of its zero 

tangential magnetic fields at the surface. 

The reflection phase is the phase difference between 

the backward and forward waves which formed a 

standing wave on an arbitrary surface. The 

electromagnetic fields on the surface are expressed as (6) 

and (7). Besides, the boundary condition at the surface is 

given by the surface impedance as (8) [18]: 

 
(6) 

 (7) 

 
(8) 

Moreover, the electric and magnetic fields of each 

wave are related by means of the impedance of free space 

as (9). 

 

(9) 

And the reflection phase is equal to: 

 

(10) 

Combining Equation (8), (9) and (10) gives the 

reflection phase of a surface with impedance Zs: 
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As a result when Zs has a low value, like a PEC 

surface, the reflection phase will be ± π, and when it is 

very high, like an EBG surface, the reflection phase will 

be zero. 

4. EBG Structures Design and Characterization 

4.1 Mushroom-Like EBG 

As previously mentioned, mushroom-like EBG 

structure is one of the basic and most common EBG 

structures. This structure is shown in Figure 2. It consists 

of a flat metal sheet that is covered with an array of metal 

protrusions on a dielectric substrate which are connected 

to the lower conducting surface by metal vias [6]. The 

parameters of the EBG structure are labeled as patch 

width w, gap width g, substrate thickness h, dielectric 

constant εr, and vias radius r. When the periodicity of 

structure, which is equal to w+g, is small compared to the 

operating wavelength, the operation mechanism of 

structure can be explained using an effective medium 

model with equivalent lumped LC elements, as explained 

in [18]. The capacitor C, results from the gap effect 

between the patches and the inductor L, due to the current 

flowing along adjacent patches. Thus, the surface 

impedance and central frequency of band gap are 

estimated like a parallel resonant circuit: 

 
(12) 

 
(13) 

It is clear that, at low frequencies surface impedance 

of the structure is inductive, so it supports TM surface 

waves. Inversely, it is capacitive at high frequencies, and 

supports TE surface waves. Around the LC resonance 

frequency, the impedance is very high. In this frequency 

band the structure suppresses propagation of both TE and 

TM modes of surface waves. Also, it reflects incident 

electromagnetic waves without phase reversal that occurs 

on a PEC. This frequency band is called the band gap. 

 

Fig. 2 Mushroom-like EBG, a) unit cell, b) 3D view.  

4.2 Slot Loaded EBG 

Since Slot loaded EBG is a new type of EBG 

structures which are designed by cutting some slots into 

the metal patches of conventional mushroom-like EBG. 

These slots change the current flow on the patches which 

caused to a longer current path. They also create extra 

capacitance between the slot edges. So the values of L 

and C in (1) are increased and result in a lower frequency 

band gap and finally a more compact structure [19-23]. 

In this paper we have designed a novel slot loaded 

EBG structure by cutting a pair of I-like, X-oriented slots 

into the patch of a mushroom-like EBG cell. The structure 

is shown in Figure 3. Dimensions of the basic mushroom-

like cell are designed as: w=3mm, g=0.5mm, h=1mm and 

r=0.125mm. A dielectric layer with εr=2.33 is used as 

substrate. Lengths of slots are optimized to obtain the 

most compact structure. Finally, dimensions of slots are 

designed as: L1=1.5mm, L2=1mm, L3=0.5mm and 

L4=0.25mm.  

The initial inductance and capacitance of the 

mushroom-like EBG structure are [18]: 

 (14) 

)
g
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π

)ε(1Wε
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(15) 

 

Fig. 3 Unit cell of the designed EBG cell. 

The equivalent inductance and capacitance of the new 

structure are equal to the above initial inductance and 

capacitance, in addition to the new inductance and 

capacitance which are created by slots. So by inserting the 

slots, the initial value of L and C remain unchanged, while 

the equivalent L and C will increase, and result in a lower 

resonant frequency. Thus, the wavelength will increase and 

the electrical dimensions of the EBG cell, which mean the 

dimensions in comparison to the wavelength, will decrease. 

Thus, we will achieve to a more compact EBG cell. In next 

section we will study this structure’s properties, and it will 

be compared with the basic structure. 

4.3 Characterization of EBG Structures 

4.3.1 Reflection Phase Diagram 

As it is mentioned in previous sections, reflection 

phase is one of the most important characteristics of EBG 

structures. To extract the reflection phase diagram in 

HFSS, a unit cell is modeled and periodic boundary 

conditions are applied on side walls. This structure is 

shown in Figure 4. The cell is excited by a plane wave in 

different frequencies and phase of the reflected wave at 

evaluation plane is calculated as [24]: 

 

(16) 

In the above expression, S is the evaluation plane. 
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Fig. 4  Simulated cell to extract reflection phase. 

The reflection phase diagrams of a normally incident 

plane wave on the conventional mushroom-like EBG and 

the new slot loaded EBG are obtained by this method and 

shown in Figure 5. 

In antenna applications, it has been shown practically 

that the desired band for antenna radiation on an EBG 

plane is close to the frequency region where the EBG 

surface has a reflection phase in the range of 90º±45º [25]. 

The 90º±45º criterion is also compatible to PEC and PMC 

planes. PEC surface has 180º reflection phases for a 

horizontally positioned dipole antenna, and reverse image 

current decreases the antenna radiation performance, 

while a PMC surface has 0º reflection phase. Hence, 

when the EBG ground plane exhibits a reflection phase in 

the middle of this region, a good return loss is expected 

for the dipole antenna. 

According to Figure 5, 90º±45º frequency band and 

in-phase (zero degree) reflection frequency of mushroom-

like and slot loaded EBG structures are shown in Table 1. 

So the in-phase reflection frequency of novel slot loaded 

EBG is 15.3% lower than mushroom-like EBG of the 

same size, and decreases from 17GHz to 14.4GHz, since 

the slots affect the electric currents flowing along the 

patch and result in a longer current path [18].  

 

Fig. 5 Reflection phase of a normally incident plane wave with Ex 
polarization on the two types of EBG structures. 

 

 

Table 1: 90º±45º frequency band and in-phase reflection frequency of 

mushroom-like and slot loaded EBG structures 

Structure Types 
Reflection Phase Specifications [GHz] 

fl fh f0 

Mushroom-like EBG 11.3 15.8 17 

Slot loaded EBG 10.8 13.8 14.4 

 

According to Table 1 the period of mushroom-like and 

slot loaded EBG structures at their in-phase reflection 

frequency, f0, and central frequency of 90º±45º region, fc, 

is calculated and shown in Table 2. It represents that the 

slot loaded EBG surface has smaller cell size at different 

operation frequencies. 

Table 2: Period of EBG structures 

Structure Types 
Period of Structure [λ] 

f0 fc 

Mushroom-like EBG 0.198 λ0 0.158 λc 

Slot loaded EBG 0.168 λ0 0.144 λc 

 

On the other hand, the results show that if we increase 

the patch size of mushroom-like EBG cell to 3.85mm, the 

structure will operate at the same frequency band to the 

slot loaded EBG surface. In this case the period of 

structure is P=w+g=4.35mm, so the new slot loaded EBG 

cell size is reduced by 20%. This structure’s reflection 

phase is shown in Figure 6. 

 

Fig. 6  Reflection phase of a Mushroom-like EBG cell with w=3.85mm. 

4.3.2 Dispersion Diagram Method 

The Dispersion diagram or β-f, curve is the other 

important characteristic of EBG structures, and can be 

calculated from the unit cell and applying a periodic 

boundary condition with appropriate phase shifts on the 

sides. According to Floquet theorem and its expansion by 

Bloch, dispersion curve is periodic. Therefore, we only 

need to plot the dispersion relation within one single 

period, which is known as the Brillouin zone. The 

smallest region within the Brillouin zone for which the 

directions are not related by symmetry is called the 

irreducible Brillouin zone. The irreducible Brillouin zone 

of our structure is a triangular wedges with 1/8 the area of 

the full Brillouin zone defined by Γ, Χ and Μ points [26]. 

The simulated cell by CST Microwave Studio [12], is 

depicted in Figure 7.  
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Fig. 7 The simulated cell to extract dispersion diagram. 

Two dimensional Eigen mode solutions for Maxwell's 

equations are solved for the Brillouin zone. As it can be 

seen in Figure 8, the band gap of dispersion curve for the 

mushroom-like EBG is between 11.48-16.14GHz, while 

for the slot-loaded EBG it is about 10.81-15.30GHz 

frequency band. Thus, the novel slot-loaded EBG has a 

band gap in a lower frequency band, in comparison to the 

mushroom-like EBG. 

 

Fig. 8 Dispersion diagram, a) mushroom-like EBG, b) slot loaded EBG. 

4.3.3 Direct Transmision Method 

The other method to determine the band gap of EBG 

structure is direct transmission. In this method wave 

transmission through EBG structure is modeled as 

scattering parameter S21. As it is shown in Figure 9, a 

part of structure which is repeated in different directions 

of the lattice is considered as a TEM waveguide with two 

pairs of parallel PEC and PMC sides [27].  

 

Fig. 9 The simulated TEM waveguide in direct transmission method. 

We excite it with two ports on remained sides, and the 

transmission coefficient between these two ports can 

show the band gap. But this method is appropriate just for 

symmetric structures and along the propagation direction. 

In this paper we have used a 7×7 lattice of mushroom-like 

and the slot loaded cells near antenna. So we have a 1×7 

lattice as a TEM waveguide. The transmission diagram of 

these structures is shown in Figure 10. The desired 

frequency band usually is considered as the region where 

S21 has the value less than -20dB.   

According to Figure 10, the band gap of mushroom-

like EBG is 10.39-15.73GHz, while it is 10.06-14.07GHz 

for the slot loaded EBG. Hence, it is clear that the band 

gap region of the novel structure is decreased based on 

direct transmission method too. 

 

Fig. 10 Comparison of S21 for mushroom-like and slot loaded EBG. 

In this section, the EBG structure is analyzed with three 

methods. Because of the different nature of these methods, 

the results are not necessarily the same. In fact each of them 

is measuring a different property of the structure, and 

depending on the application one of them will be more 

useful. For example when the structure is used as the ground 

plane for a wire antenna, we want to have in phase reflection, 

so reflection phase method is more applicable. Moreover, we 

can call the overlap of these three as the bandwidth of the 

structure, to be sure that we have selected the right working 

frequency for the antenna. 
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5. Low Profile Dipole Antenna with EBG 

Ground Plane 

In many communication devices, it is more desirable 

to have a low profile antenna. In these antennas the 

overall height is usually less than one tenth of the 

operating wavelength [1]. Besides, in many antennas a 

metal plane is used as a reflector or ground plane [16]. 

This ground plane redirects one-half of the radiation into 

the opposite direction, improving the antenna gain by 3dB, 

and shielding objects on the other side [6], but it causes a 

limitation for the antenna’s height. The antenna can’t be 

too close to the metal plane because of the coupling effect. 

So a fundamental challenge is the coupling effect of the 

ground plane. 

If we place a vertical antenna over a PEC surface as the 

ground plane, the electric current will be vertical to the 

plane, so the image current will be in the same direction 

and will reinforce the radiation of the original current. Thus, 

this antenna has good radiation efficiency, but it suffers 

from high height of antenna, due to the vertical placement. 

To realize a low profile configuration, it is better to put the 

antenna horizontally over the ground plane, but in this case, 

the problem will be the poor radiation efficiency because of 

180º reflection phase of PEC. As it is mentioned in 

previous sections, the EBG surface has a variable reflection 

phase, and is capable of providing a constructive image 

current within a certain frequency band. So it can result in 

good radiation efficiency.  

As Figure 11 shows, we have placed a dipole antenna 

horizontally over an EBG ground plane with 7×7 array of 

cells. The radius of the dipole is 0.125mm and the height 

of the dipole is 0.5mm, so the overall height of antenna 

structure is 1.5mm. In order to obtain a resonant condition 

for a half-wave dipole at 12GHz, the physical length must 

be somewhat shorter than the free space half-wavelength 

[28]. To find the optimum length of dipole, it has been 

changed and each time return loss of the antenna is 

obtained. Results show that the best return loss is 

achieved by a dipole with length of 12mm. Return loss of 

this dipole antenna over mushroom-like and slot loaded 

EBG ground planes is shown in Figure 12. 

 

Fig. 11  Dipole antenna over EBG ground plane. 

To study the effect of EBG structure first we place the 

dipole over a PEC ground plane of the same size as the 

EBG ones. The least return loss is -2.48dB at 11.58GHz, 

as it is shown in Figure 12. Then, we have used the 

mushroom-like EBG surface. In this case, the antenna has 

a return loss of -22.67dB at 12.64GHz. Finally, by 

replacing the mushroom-like EBG with the slot loaded 

structure, the antenna has showed the resonant frequency 

of 11.88GHz, and in this frequency return loss is-36.35dB. 

 

 

 

Fig. 12 Comparison of antenna return loss with mushroom-like EBG (P=w+g=3.5mm),  slot-loaded EBG, and PEC ground planes. 
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Fig. 13 Comparison of antenna return loss with mushroom-like EBG (P=w+g=4.35mm), slot-loaded EBG and PEC ground planes. 

 

It is clear that using EBG ground planes have 

improved the return loss of antenna, and this 

improvement is more considerable for the slot loaded 

surface. By using the slot loaded EBG, we have 33.87dB 

improvement in antenna return loss in comparison to the 

PEC ground plane, and 13.68dB increase in comparison 

to the conventional mushroom-like structure.  

The input-match frequency band of antenna is defined 

as the region where the antenna has a good return loss, 

usually less than -10dB. Regarding Figure 12, this 

bandwidth which can’t be achieved by PEC ground plane, 

is 5.14% for the mushroom-like EBG and 6.82% for the 

slot loaded EBG. 

As it is discussed in the previous sections, a 

mushroom-like EBG with the period of 4.35mm has the 

same frequency response as the novel slot loaded EBG 

structure. We have compared them as the ground plane of 

dipole antenna, too. Because of greater patch size of this 

mushroom-like cell, we used a 5×5 array to preserve the 

overall size of ground plane. The antenna return loss is 

depicted in Figure 13, and it is compared with the slot 

loaded and PEC ground planes. By this structure, the 

resonant frequency of antennas is almost the same, but the 

antenna has the minimum return loss of -6.48dB at 

11.73GHz, and the input match frequency bandwidth is not 

accessible. Thus, it is not a good substitute for the novel 

slot loaded EBG structure, since the performance of the slot 

loaded surface is better. The results of return loss curves for 

different types of ground planes are summarized in Table 3. 

 

 

 

 

 

Table 3: Comparison of performance of four different ground planes 

Ground Plane  

Type 

Resonant 

frequency 
(GHz) 

Minimum 

return loss 
(dB) 

Bandwidth 

Novel slot loaded (P=3.5m) 11.88 -36.35 6.82% 

Mushroom-like (P=3.5mm) 12.64 -22.67 5.14% 

Mushroom-like (P=4.35mm) 11.73 -6.48 0% 

PEC (25×25mm) 11.58 -2.48 0% 

 

Poor return loss of the PEC ground plane is due to 

180º reflection phase and reverse image current, while 

using EBG ground plane, radiation of antenna has 

improved because of desirable reflection phase and 

surface wave frequency band gap. Figure 14 shows 

surface current density at resonant frequency. In EBG 

structure, surface current has been reduced because of its 

frequency band gap. Moreover, According to lower 

frequency band of the slot loaded EBG surface, it has a 

smaller cell size in comparison to mushroom-like EBG. 

The advantage of compactness makes this new EBG 

structure a promising candidate in practical applications. 
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Fig. 14 Surface current density: a) EBG, and b) PEC ground planes. 

 

 

6. Conclusions 

In this paper, we have studied the properties of EBG 

structures, and have presented a novel slot loaded EBG. 

Its reflection phase and transmission characteristics are 

derived and compared with conventional mushroom-like 

EBG surface. Simulation results show that in-phase 

reflection frequency of this slot loaded EBG is 15.3% 

lower than mushroom-like EBG structure of the same size, 

and decreases from 17GHz to 14.4GHz. So the designed 

EBG is a compact structure and is a proper candidate in 

practical applications. Besides, we have used EBG 

structures to design a low profile antenna. These 

structures have been used as the ground plane to improve 

radiation of a low profile dipole antenna. Although both 

mushroom-like and slot loaded structures improve the 

return loss, the novel slot loaded EBG has better results. 

Using this slot loaded EBG surface, the antenna return 

loss decreases more than 13.68dB in comparison with 

conventional mushroom-like EBG of the same size, and 

33.87dB in comparison with PEC ground plane. 

Moreover, the input-match frequency band of antenna is 

improved by 1.68% by replacing the mushroom-like EBG 

ground plane of the same size with the novel slot loaded 

EBG structure. 
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Abstract 
Due to low complexity, power and bandwidth saving Distance Vector Routing has been introduced as one of the most 

popular dynamic routing protocol. However, this protocol has a serious drawback in practice called Count To Infinity 

problem or slow convergence. There are many proposed solutions in the literature to solve the problem, but all of these 

methods depend on the network topology, and impose much computational complexity to the network. In this paper, we 

introduce a new approach to solve the Count To Infinity using hidden markov model (HMM), which is one of the most 

important machine learning tools. As the modelling results show, the proposed method is completely independent from 

the network topology and simple with low computational complexity. 

 

Keywords: Count To Infinity, Distance Vector Routing (DVR), Hidden Markov Model (HMM), Network Routing 

Protocol, Slow Convergence. 
 

 

1. Introduction 

At the beginning of the 1990s the wireless 

communication society witnessed a rapid growth of 

interest in mobile ad-hoc network (MANET) technology. 

Because of the dynamic behaviour of the MANETs, in 

order to improve the efficiency of communication 

networking, new strategies and protocols were required. 

MANETs utilize the conventional TCP/IP protocol [1,2]. 

However, the dynamic entity of these networks (i.e., 

mobility and resource constraints) needs the modification 

of TCP/IP protocol in different layers. One of the most 

challenging research topics of the MANETs is in the 

network layer known as MANETs routing. There are 

many routing protocols developed based on the properties 

of the MANETs. In packet-switched based 

communication theory, there are two major classes of 

routing protocols known as Link State Routing (LSR) and 

Distance Vector Routing (DVR) algorithms.  

The link-state routing protocol, periodically 

broadcasts the link-state costs of its one hop neighbours to 

other nodes in a flooding manner. Each node in the 

network by receiving the update packets, updates its 

routing table. Using the link state information and 

employing a shortest path algorithm the LSR protocol 

determines the next hop node [3].  

In the DVR protocol, each node maintains a routing 

table giving the shortest distance to each destination 

based on some metrics. Different metrics, such as number 

of hops, time delay, the number of packets queued in the 

routing queues, can be used to show the nodes distance. 

DVR protocol utilizes the Bellman-Ford algorithm to 

calculate the cost of each path, and chooses a path with 

the minimum cost as a best route to the destination. In 

DVR protocol, as each node makes its routing table 

according to information received from its neighbours, it 

provides less traffic, compared to LSR protocol which 

broadcasts the node information throughout the network 

in flooding manner. Furthermore, memory, bandwidth 

and power saving, are other prosperities that make the 

protocol more attractable routing protocol for network 

managers. Notwithstanding the mentioned benefits of the 

DVR, there is a serious drawback for this protocol called 

the Count To Infinity or slow convergence problem. The 

Bellman-Ford algorithm used in the DVR protocol does 

not prevent routing loops from happening and suffers 

from the count-to-infinity problem. When a node 

disconnects from the network due to a link failure, its 

neighbours cannot be informed about this bad news. 

Hence, they get the wrong routing information to reach 

the disconnected node. The wrong information propagates 

in the network slowly and all the node update their 

routing table for a long time until the routing table entity 

belongs to disconnected node reaches to an unacceptable 

amount (say infinite) according to the selected metrics in 

the protocol. In these conditions, the disconnected node 

information is removed. In section 3.2 this process is 

explained through an example. 

There are several proposed techniques to overcome 

this drawback of the DVR protocol. However, all of the 

proposed methods in the literature are designed based on 

the topology of the network. This fact results in not 

completely solving of the problem for any random 

network topology. Furthermore, most of the proposed 

mailto:r_ghazizadeh@yahoo.com
http://en.wikipedia.org/wiki/Bellman-Ford_algorithm
http://en.wikipedia.org/wiki/Routing_loop
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methods increase the complexity and computations of the 

routing algorithms (Section 2 is devoted to investigate 

some of these methods). In this paper, we introduce a new 

method to solve the Count to Infinity problem based on 

the concepts of system modelling and machine learning 

techniques. We use the Hidden Markov Model (HMM) as 

one of the most powerful machine learning tools in the 

field of system modelling to model the behaviour of the 

Count to Infinity problem in communication networks. 

After that we proposed a method to detect link failure in 

the network (which results in Count to Infinity) based on 

the structure of the HMM. The proposed method is 

completely independent of the network topology and the 

modelling results show that the proposed method can 

detect the Count to Infinity problem fast. Furthermore, 

using the HMM in routing managing of DVR protocol 

does not impose many computations to routers.  

The rest of the paper is organized as follows. Section 

2, reviews some related works about the Count to Infinity 

problem in DVR. In section 3 the Hidden Markov Model 

(HMM) and count to infinity problem are explained. The 

proposed method is introduced in section 4 and modelling 

and results are shown in the section 5. Section 6 presents 

some practical discussion about the proposed method and 

the last section concludes the paper. 

2. Literature Review 

There are several proposed methods to avoid count to 

infinity problem in literature [4,5,6,7]. However, all of 

them depend on network topology. [5] has proposed, CF-

DVRP protocol to prepare backup set for each node when 

a link failure happens. A backup set is a set of nodes in 

the network selected to avoid updating the routing table of 

each node via loops in the network. However, in general, 

the availability of a backup set in a random network 

cannot be guaranteed. As mentioned in [6,8] four 

concepts, triggered update, split horizon, poison reverse 

and path hold-down have been suggested to solve count to 

infinity, but they did not solve this problem completely, 

due to their dependency to the network topology. To 

avoid routing loop, [6] classified possible self-passage or 

updating via loops, in nine different combinations of 

nodes. This classification and checking the self-passaging 

of each node can increase the complexity of algorithm 

and the delay of route selection in each router. In [7], 

slow convergence of networks is known the result of, 

Two-Node Loop Instability, Three-Node Loop Instability 

and more than Three-Node Instability, and proposed some 

solution to avoid the loops might integrate through groups 

of nodes. It is obvious that the same as [6], the main idea 

to prevent the Count to Infinity is based on classifying the 

network topology to some classes which might cause the 

updating the routing tables via loops. Based on their 

solution if any of these network topologies occurs in the 

network, the routing algorithm is aware that the Count to 

Infinity problem can happen in routing. Therefore, the 

routing scheme tries to avoid these topologies to find the 

path to destination. All these proposed methods are 

dependent on network topology, and cannot solve count 

to infinity problem when the topology changes. Also 

these methods cause message overhead and more 

complexity in routing tables by adding some parameters, 

adding sequence of numbers in header of each packet or 

using test packet to get information about topology of 

network [8,9]. As mentioned before, we use a new 

approach based on modelling the behaviour of the Count 

to Infinity problem. The main advantage of the proposed 

method is independency of the method to the network 

topology with a simple structure. 

3. Background Information 

In the two following subsections, some background 

information about the Hidden Markov Model (HMM) and 

the count to infinity problem in the DVR protocol is 

explained. 

3.1 Hidden Markov Model (HMM) 

To analyze a random sequence with the finite state 

structure, the Hidden Markov Model (HMM) is one of the 

most powerful machine learning techniques [10,11]. 

Generating random sequences which follows a certain 

pattern and detecting a particular pattern of random 

sequences are some of important applications of HMM 

model. The HMM can be considered as a generalization 

of a mixture model where the hidden variables which 

manage the mixture component to be selected for each 

observation, are related through Markov chains. Two 

main parts of the HMM are the hidden state and 

observation states. Observable sequence depends on the 

hidden states and each state has a probability distribution 

over the observation sequence which controls the 

interaction between these states. The only way to evaluate 

the sequence of hidden states is to observe the observation 

sequence. The transition between hidden states follows 

the Markov process in which the current state only 

depends on the previous state. 

To construct a (A,B,π) HMM model, first hidden and 

observation states, state transition probability matrix (A), 

in hidden states, observation sequence emission 

probability matrix (B) and initial vector (π) showing 

transitions start points are determined. Fig. 1 shows an 

example of HMM structure, with the initial vector, 

transition and emission probability matrices defined in the 

Equation 1. In this figure, two states S and T are the 

hidden states which interact via the transition probabilities 

(i.e. P(S,T), P(T,S), P(S,S) and P(T,T)). Furthermore, this 

figure shows the hidden states can emit different 

observations with different probabilities (i.e. A, C and T). 

http://en.wikipedia.org/wiki/Mixture_model
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Fig. 1: An example of hidden states and observation sequences in HMM. 

S and T are hidden states, and C, A, T are observable option emitted 
from hidden states. 
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Estimation of transition and emission probability is 

one of the most important problems in HMM modelling. 

In fact the estimation of the HMM model expresses the 

behaviour and the hidden pattern in a random sequence. 

Therefore, in order to estimate the HMM parameters, 

HMM model is trained using enough numbers of 

observation sequences. Baum-Welch Algorithm is used to 

estimate transition and emission parameters. In this 

algorithm, if the number of observation sequences is too 

much (maybe infinite) acceptable results cannot be 

achieved and there is no guarantee that HMM can satisfy 

global results. In such a case, a heuristic algorithm is 

utilized to estimate the HMM parameters. Furthermore, 

transition and emission probabilities can be estimated 

based on the problem conditions without using any 

algorithm.  

One of the most important usages of HMM model is 

in the decoding problems, which means HMM-decoding, 

computes the most probable sequence of the hidden states, 

according to the observation sequence, transition and 

emission probabilities. In other word, the HMM decoding 

determines if a random sequence can be emitted from the 

HMM model after enough training. In this paper, we use 

the HMM-decoding to introduce criteria to detect link 

failure in a network. 

3.2 Count to Infinity Problem 

In this subsection the Count to Infinity problem is 

explained through an example. Suppose in the network 

shown in Fig. 2, node A wants to join to the network. As 

it is illustrated in Fig. 2-a [6], after four information 

exchange, all nodes know their distance to the node A. 

Showing that the information of a new node propagates 

very fast throughout the network. However, when a node 

leaves the network or a link failure happens, it might take 

a long time that the nodes to be informed about a node 

disconnection. In the Fig. 2-b, suppose that the node A is 

disconnected. In the first step, node B updates its routing 

table entities according to the node Cs‟ routing table 

which has old information to reach the node A. Therefore, 

node B supposes that it can reach to the node A through 

the node C by the three hops. The node C and E distance 

information does not change. In second step according to 

routing table of the neighbours C the table entity in C is 

revised to four. A similar scenario continues, until the 

distance between A and other nodes reach to infinity, the 

definition of infinity depends on the metric and the 

number of the node in the network. Finally, nodes 

recognize the node disconnection and delete the node as 

information from their routing table [6]. 

 

Fig. 2: (a) before and (b) after count to infinity problem. 

It is obvious that the bad news, initiated due to a link 

failure, propagates very slowly in the networks. Hence, 

the nodes that are far from the broken link position are 

awarded very late resulting in weak network stability. The 

main reason of the slow convergence of the routing table 

in the DVR protocol is the table updating via loops that 

propagate the wrong routing information in the network. 

As mentioned there are several methods to avoid this 

wrong updating procedure which are so complex and not 

completely efficient. In the next section we present our 

approach to solve the problem based on the HMM-

decoding with a simple structure and expandable to any 

network architecture. 

4. Proposed Method 

As mentioned in section 3.1 to establish the HMM 

model, first, two states of sequence, hidden and 

observation sequence, are defined. To model the Count to 

infinity problem, two hidden states are considered state 1, 

presents no disconnected node in the network and state 2 

shows a node disconnection event moreover, the 

observation sequence is the sequence of hop numbers that 

is observed in the routing table showing the nodes 

distance which can change by topology changing. To 

simplify the observation sequence it is converted to a 

binary sequence, which identifies any changing in the 

amount of routing table entity. Therefore, after each 

updating, the amount of routing table entities is checked. 

If the certain entity has increased, the associated element 

in the binary observation sequence changes to 1, 

otherwise associated element is set to 0. In fact, by 

introducing binary observation sequence we try to model 

the behaviour of count to infinity by a string of ones and 

zeros. Therefore when series of ones are observed, the 

probability of link failure will increase. 

In order to detect a link failure in the network the 

HMM-decoding is used to calculate the most probable 

hidden states sequence. It utilizes Viterbi algorithm 

according to observation sequence, transition and 

emission probabilities. Therefore HMM acts like a 

decision box and according to the binary observation 

sequence it finds any node disconnection by the HMM-
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decoding. As the output of HMM-decoding is a 

probability of staying in each state, the decision making is 

a statistical model. In order to evaluate the method we run 

100 different topologies with the introduced structure. 

The results are presented in the next section. 

5. Modelling and Results 

To show that how the proposed scheme can solve the 

count to infinity problem, suppose a network with 8 nodes 

which are connected to each other as shown in Fig. 3. 

Now, let us assume that the link between node A and B is 

broken and count to infinity problem happens. 

 

Fig. 3: Network with 8 nodes to simulate count to infinity problem 

Fig. 4 denotes routing table and related binary 

observation sequence after breaking the link. Notice that 

the binary observation sequence shows the style of 

changing in the nodes distances. For example nodes B, D, 

F and H update their table at odd exchange times, as 

described in section 3.2.  

 

 

 

 

 

 

 

(a)                                              (b) 

Fig. 4: (a) distance of each node to node A after each update and (b) 

related binary observation sequence. 

To demonstrate a link failure in the network, the 

number of the binary observation sequence updates is 

limited by 3. This number in a large network should be 

larger. According to the updating times, 8 different 

possible observation sequences 000, 001, …, 111, 

determined by O1, O2, …, O8 respectively, are possible.  

Fig. 5 illustrates the hidden states and observation 

sequences for the HMM model. To reduce the complexity 

of HMM model, observation sequence that leads to the 

same result in HMM-decode can be considered as one 

observation sequence, because these observation 

sequences present almost the same emission probability. 

Therefore, the observation sequences O2, O3, O5, O6 and 

O7, showing a normal changing in the network with no 

link failure, are assumed as one observation sequence. Fig. 

6 shows the modified model in the assumed network. 

 

 

Fig. 5: Hidden states and observation sequences for HMM model. 

 

Fig. 6: Modified observation sequence for HMM model. 

The next step is estimation of transition and emission 

probabilities. To estimate these parameters, a heuristic 

idea is employed. It is obvious that observation state O4 

(in Fig. 6), showing 3 continuous increments in the 

updating table, is more likely to result count to infinity 

than the state 2, because, count to infinity is modelled 

with a string of many consecutive ones in observation 

sequence. Also O1, showing 3 continuous decrements or 

no changing in the routing table distances, has lower 

probability than the state 2 to result count to infinity. In 

this case, emission, transition and initial probability of 

HMM l are estimated as follows. 

0.5 0.5

0 1
A

 
  
        (2-1) 

0.20 0.15 0.150.5

0 0.15 0.30 0.55
B

 
  
     (2-2) 

 1 0 
     (2-3) 

Θ=(A,B,π) shows HMM model of count to infinity 

problem. It is assumed that network starts at state 1. 

As mentioned in the section 1, HMM provides a 

suitable criterion and a scale to evaluate the status of the 

network. Table I, shows the results of the HMM analysis 

which is evaluated according to the following procedure. 

After three updating, the status of the network is checked 

and the link failure probability is determined. To 

determine the current status of the network a threshold 

level is considered. If the output of HMM-decoding 

(probability of link failure) is less than 0.5, we assume 

that no link failure is occurred and normal changing is 

happened in the network topology. For probability of link 

failure more than 0.5 and less than 0.9 next three updating 
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and related binary observation sequence are checked to 

make sure that the increments is not due to the normal 

changing in the network topology when there is no link 

failure. Finally, for the probability more than 0.9, it can 

be assumed a link failure has occurred in the network. 

These threshold of decision making depends on HMM 

parameters introduced in Equations (2-1), (2-2) and (2-3). 

Table 1: probability of link failure and status of the network based on 

binary observation sequence using HMM-decoding 

 
 

According to above discussion, the status of defined 

network in Fig. 3 is presented in the Table 1, however the 

slow convergence problem still exist. It means, it will be 

taken a long time for the nodes that are far from the link 

failure position to be aware of the bad news (in this 

example after 9 updating, the node H realizes that the 

node A is disconnected). 

To solve this problem, the following equation is 

defined to compute a new probability (Pnew) based on the 

neighbours link failure probability. 
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     
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 
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

    


 
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which P(ni) denotes the link failure probability of the 

neighbours and α is a constant number between 0 and 1 

which is assumed α=(2/3). Each node checks the link 

failure probability of its neighbours. If there are two or 

more neighbours, maximum probability will be selected, 

and new probability is computed using Equation (3). For 

the decision making the same algorithm is performed as 

shown in Table 2. By using the modified probability 

defined in the Equation (3) if a link failure is detected the 

news propagates in the network very fast, which results in a 

fast convergence in the network. Table 3 shows the results 

based on the modified probability of the link failure. 

Table 2: decision making based on Pnew 

Pnew Status 

0   < Pnew < 0.5 No link failure 

0.5 < Pnew < 0.9 Wait and check next 3 update 

0.9 < Pnew <  1 Link failure 

 

As it is obvious, according to Table 3, link failure 

between the node A and the network is detected very fast 

in comparison with results in the Table 1. Fig. 7 compares 

two defined models, model using HMM and model using 

modified probability, for the node H that is in the worst 

conditions to converge, because it has the biggest distance 

to the position of link failure. Fig. 8 denotes link failure 

probability for normal changing in the network topology 

(a random change is considered in the topology), where 

no link failure happens in network. 

 

Fig. 7: Comparison of HMM probability and HMM using modified 

probability. 

 

Fig. 8: HMM probability and HMM using modified probability when no 

link failure occurs. 

Table 3: probability of link failure and status of network based on HMM-

decoding and computation of modified probability in Equation (3) 

Time\node A B C D E F G H 

1 … 1 1 0 0 0 0 0 

2 … 1 1 1 1 0 0 0 

3 … 1 1 1 1 1 1 0 

Old_p … 0.7857 0.7857 0.6667 0.6667 0.4286 0.4286 0 

New_p … 0.7857 0.7857 0.7063 0.6666 0.5079 0.4286 0 

Status … 

Wait and 

check 

next 

Wait and 

check 

next 

Wait and 

check 

next 

Wait and 

check 

next 

No link 

failure 

No link 

failure 

No link 

failure 

4 … 1 1 1 1 1 1 1 

5 … 1 1 1 1 1 1 1 

6 … 1 1 1 1 1 1 1 

Old_p … 0.9683 0.9683 0.9483 0.7857 0.7857 0.7857 0.7857 

New_p … 0.9683 0.9683 1 1 1 1 1 
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Time\node A B C D E F G H 

Status … 
link 

failure 

Link 

failure 

Link 

failure 

Link 

failure 

Link 

failure 

Link 

failure 

Link 

failure 

7 … 1 1 1 1 1 1 1 

8 … 1 1 1 1 1 1 1 

9 … 1 1 1 1 1 1 1 

Old_p … 0.9683 0.9683 0.9683 0.9683 0.9683 0.9683 0.9683 

New_p … 0.9683 1 1 1 1 1 1 

Status … 
link 

failure 

Link 

failure 

Link 

failure 

Link 

failure 

Link 

failure 

Link 

failure 

Link 

failure 

 

According to Equation (3) and Table 2 the same 

results will be achieved for both methods when there is no 

link failure in the network. These results are presented in 

the defined network with 8 nodes. The results for larger 

network with more nodes can even be better because of 

using modified probability introduced in Equation (3). 

The probability of link failure propagates in network 

much faster than the news of link failure by other nodes. 

6. Discussion 

As we explained, our approach for fast convergence in 

the DVR protocol is to detect the specific pattern of routing 

information tables for any link failure in the network. At 

first step of the proposed method introduces a probability 

value for link failure based on the HMM concepts. After 

that the method by using the link failure probability of its 

neighbours can detect any link failure in the network so fast. 

One of the main advantages of the method is the 

independency from the network topology. Other proposed 

methods in the literature, to avoid the Count to Infinity 

problem perform some modifications on the network 

topology which could decrease the network performance. 

However, the proposed scheme detects the link failure in 

the network without any changing in the topology.  

There are some practical points while using the proposed 

method which must be considered. One of the main issues of 

designing the HMM model is the interaction between the 

structure complexity and the link failure detection in the 

network. The number of the bits generating the observation 

sequences in the HMM model determines the structure 

complexity of the model and the accuracy of the model to 

detect the link failure. By increasing the number of the bits in 

the model the complexity of the model increases. For 

example, a 4-bit HMM model has 16 observation states. 

According to this number of states the training stage to 

determine the emission probabilities is more complex and 

cannot be computed easily. However, for larger numbers of 

bits generating the observation states, different status of the 

network can be detected with more accuracy. In other word, 

a 4-bit HMM model demonstrates that checking the link 

failure status of the network is performed with the accuracy 

twice the accuracy of a 2-bit HMM model. Therefore, in 

order to use the proposed model to detect the link failure 

effectively, one must be able to balance a trade-off between 

the complexity and the time accuracy of link failure 

detection. The following table shows different scenarios and 

how different number of bits can determine the time 

accuracy of the link failure in the network. 

Table 4: the performance of the HMM model for different bit HMM 
modelling. 

Bit no. State no. 
Updating time to detect 

link failure 

Numbers of node in the 

network 

2 4 8 8 

3 8 6 8 

4 16 2 8 

 

As the modelling results demonstrate, 4-bit HMM 

model can detect the link failure faster than other model. 

The problem of high structure complexity can be solved by 

joining the observation states which have similar status for 

link failure in the network to one observation state. An 

example of joining is presented in Fig. 6 where states that 

have similar status for link failure are classified in one 

observation state. This joining can reduce the complexity of 

the model without decreasing the model performance. 

7. Conclusion 

In this paper, we introduced a new method to solve the 

slow convergence or Count To Infinity problem in DVR 

protocol. This model determines the existence of link 

failure based on a binary observation sequence. Count to 

infinity problem is modelled as certain behaviour of 

binary observation sequences based on nodes distances, 

therefore the other topology information like updating 

through loops or different form of node combination is 

not necessary. Since this method is independent of the 

network topology it can also detect multi-link failure 

easily. When multi-link failure happens in the network the 

status of link failure according to proposed model will be 

observed in routing table in number of broken link in the 

network. Therefore detecting link failure in such cases 

will be more easily and confident. 
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