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Abstract 
High dimensional images in remote sensing applications allow us to analysis the surface of the earth with more details. A 

relevant problem for supervised classification of hyperspectral image is the limited availability of labeled training samples, 

since their collection is generally expensive, difficult and time consuming. In this paper, we propose an adaptive method 

for improving the classification of hyperspectral images through expansion of training samples size. The represented 

approach utilizes high-confidence labeled pixels as training samples to re-estimate classifier parameters. Semi-labeled 

samples are samples whose class labels are determined by GML classifier. Samples whose discriminator function values 

are large enough are selected in an adaptive process and considered as semi-labeled (pseudo-training) samples added to 

the training samples to train the classifier sequentially. The results of experiments show that proposed method can solve 

the limitation of training samples in hyperspectral images and improve the classification performance. 

 

Keywords: Classification, Hyperspectral Image, Limited Training Data, Pseudo-Training Samples. 
 

 

1. Introduction 

With the development of the remote sensing imaging 

systems and hyperspectral sensors, the use of 

hyperspectral image is becoming more interesting. The 

objective of analysis is to associate each pixel in a 

hyperspectral image with a proper label. The basis of a 

classification system is illustrated in Fig. 1 [1]. The 

increasing of spectral resolution provided by the new 

sensor technology has brought about new potentials and 

challenges to data analysis. It is possible to identify more 

details about classes with higher accuracy than would 

possible with the data from earlier sensors using a large 

number of available spectral bands. One the other hand, in 

order to fully utilize the information contained in the new 

features, a large number of training samples are needed 

for using a large number of interesting classes and a large 

number of available spectral bands. Unfortunately, 

obtaining of training samples is generally expensive and 

difficult. When the number of available training samples 

is relatively small with respect to the number of features, 

curse of dimensionality problem, Hughes phenomenon 

occurs [2]. When the given training set is fixed and the 

dimension of the space grows, the classification accuracy 

reaches a maximum point and then decreases. When a 

new feature is added to the data (and the number of 

training samples is as before) the Bayes error decreased, 

but at the same time the bias of the classification error 

increases. This increase is due to the fact that more 

parameters must be estimated from the same number of 

available training samples. If the increase in the bias of 

the classification error is more than the decrease in the 

Bayes error, then, using of the additional feature degrades 

the performance of the decision rule. This effect is called 

the Hughs phenomenon. Therefore, design of the 

hyperspectral image classifiers that can deal with the 

small training set has become interesting recently. The 

suggested solutions can be divided into four categories: 1) 

fusion of spatial and spectral information [3]-[4];2) 

feature reduction [5]-[7];3) low complexity classifiers, 

such as support vector machine (SVM) [8]-[9];4) 

enlarging the training set by semi-supervised learning. 

Estimates with smaller covariance matrices can be found 

by using additional semi-labeled samples. Therefore, 

better performance can be acquired without the extra cost 

for selection of more training samples. We focus on the 

fourth solution in this paper. While the collection of 

labeled samples is generally time consuming and difficult, 

unlabeled samples can be generated in a much easier way. 

Then, the idea of using semi-supervised learning 

techniques is formed. The main assumption of such 

methods is that the new training samples can be obtained 

from a limited set of available labeled samples. A survey 

of this algorithm is represented in [10]. An adaptive 

classifier for mitigating the small training sample problem 

is proposed in [11]. This adaptive classifier that is based 

on decision fusion, enhances estimation and thus 

improves the classification accuracy by utilizing the 

classified samples (referred as semi-labeled samples), in 

addition to the original training samples. In this classifier, 

learning of classifier is performed at two steps. At the 
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beginning of this method, partitioning of observation 

space is done and several groups of bands are produced. 

After providing the primary decisions, several rules are 

used in decision fusion to determine the final label of 

pixels. In [12], authors used some contextual information 

such as correlation between a sample and its neighbors for 

deletion of outlier samples. Then, the semi-labeled pixels 

are selected from appropriate region. An ensemble 

algorithm which combines generative model (mixture of 

Gaussians) and discriminative classifier (support cluster 

machine) is proposed in [13]. In [14], authors defined a 

novel composite semi-supervised classifier based on 

SVMs specifically designed for addressing spectral–

spatial categorization of hyperspectral data. In this paper, 

we use an adaptive classifier for increase the training 

samples size. Among unlabeled samples whose labels are 

determined after classification, just samples that their 

discriminator functions are large enough in Gaussian 

maximum likelihood (GML) decision rule are selected as 

semi-labeled samples because they have higher 

confidence than other classified samples. 

The reminder of this paper is organized as follows: 

some related works about semi-supervised methods are 

reviewed in section 2. Section 3 describes the suggested 

approach for increase the training samples size. Section 4 

presents the experimental results. Finally, conclusion of 

this paper is given in section 5. 

 

 

 

 

 

 

 

 

 

Fig. 1: Basis of classification system [1] 

 

2. Some Semi-supervised Approaches 

The much information contained in hyperspectral 

images, allows to characterize and classify the land-

covers with more details and improved accuracy and 

reliability. But the high number of spectral features and 

the low number of training samples pose the Hughes 

phenomenon. In the remote sensing applications, many 

supervised and unsupervised classifiers have been 

developed to tackle the hyperspectral image 

classification problem. The main difficulty with 

supervised method is that performance is basically 

depends on the quality of training samples. The enough 

training samples is not available and this is another 

difficulty. On the other hand, unsupervised methods are 

not sensitive to the number of training samples, but the 

relation between clusters and classes is not ensured. 

Because of represented reasons, it is natural that we use 

semi-supervised methods for improving of performance. 

Authors in [15] introduce a semi-supervised graph-based 

method. Their proposed method has the following 

characteristics: 1- this method is kernel based and thus 

the high dimensionality problem is mitigated. 2- The 

huge number of unlabeled samples is exploited to 

improve performance. 3- Using graph-based 

methodology, the relative importance to the labeled 

samples is considered naturally. 4- The contextual 

information is incorporated using a family of composite 

kernels. The graph-based method can be interpreted as a 

graph         defined on      (  denotes a dada 

set of pixels in a   dimensional space) where the vertex 

set   is just   and the edges   are weighted by  . The 

weight matrix   is constructed among all labeled and 

unlabeled samples and matrix   is defined as follows:  
 

                                      
 

    
 

                                (1) 
 

where   is a diagonal matrix with its       element equal 

to the sum of the  th row of  . Given   unlabeled samples, 

A     matrix   corresponds to a classification on the dada 

set   by labeling each point      with a label  

                (  is the number of classes).   can be 

understood as a vectorial function which assigns a vector    

to each point   . A     matrix   is defined as follows: 

                                      {
          

          
                            (2) 

In the proposed graph-based method in [14], following 

spreading function is iterated until convergence:  
 

                                                        (3) 
 

where       specifies the relative amount of the 

information from its neighbors and its initial label 

information.  

In semi-supervised methods, if the unlabeled samples 

are not properly selected, those may confuse the classifier 

and reduce the classification accuracy. Thus, it is important 

that the most highly informative unlabeled samples are 

identified. In [16], a semi-supervised method is proposed 

that uses self-learning framework. The proposed method in 

[16] is based on two steps. In the first step, a candidate set, 

consist of labeled and unlabeled samples, is selected using a 

self-learning strategy based on spatial information. In the 
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second step, the standard active learning algorithms on the 

previously derived candidate set is run to automatically 

select the most informative samples from the candidate set. 

Spatial information can be adopted as a reasonable criterion 

to select unlabeled samples in the proposed method in [16]. 

First a probabilistic classifier is used to produce a global 

classification map. Then, the neighbors of the labeled 

training samples based on a local similarity assumption, are 

identified and the by analyzing the spectral similarity of 

spatial neighbors with regard to the original labeled samples, 

the candidate set is computed. In this method, candidate set 

is obtained based on spectral and spatial information and its 

samples are highly reliable. After obtaining candidate set, 

the most informative unlabeled samples are selected 

automatically using active learning algorithms and then 

newly obtained labeled and unlabeled training samples are 

finally used to retain the classifier. This procedure is 

repeated iteratively until a convergence criterion.  

A semi-labeled bagging technique is proposed by 

authors in [17]. The novelties of the bagging technique in 

[17] lie in the definition of a general classification strategy 

for ill-posed problems by the joint use of training and semi-

labeled samples and the design of an effective bagging 

method (driven by semi-labeled samples) for a proper 

exploitation of different classifiers based on bootstrapped 

hybrid training sets. In the bagging algorithms, subsets of 

bootstrapped samples are generated, and a classifier is built 

from each subset. The final classification map is obtained 

by an ensemble rule to achieve a better classification result 

than the single classifier. The proposed architecture in [17] 

includes an initial classifier which only exploits the training 

set to generate the initial classification map. In this way, 

unlabeled samples become semi-labeled. Then, the generic 

bth classifier of the architecture is defined by selecting 

semi-labeled samples obtained from the previous classifier. 

This process is iterated until the desired number of 

classifiers included in the ensemble of classifiers.  

Another semi-supervised method is proposed in [18]. An 

iterative procedure to produce accurate classification map 

using a hierarchical segmentation is done. The proposed 

approach uses the active learning strategies to select the most 

informative pixels to be labeled. The proposed method in [18] 

exploits simultaneously the data structures obtained by 

unsupervised segmentation and information contained in 

labeled samples. This method uses the available labeled 

information directly to find the most probable classification 

map in a hierarchical clustering structure. 

3. Proposed Adaptive Method for Classification 

In this paper, original training samples are samples 

whose class labels are correctly known and used for 

training of classifier, i.e. for estimate of mean vectors and 

covariance matrices in discriminator function of classifier 

for all classes. Semi-labeled samples that we call them 

pseudo-training samples are samples whose class labels 

are determined by a decision rule. They are unlabeled 

samples before implementation of classification and their 

class label information partially obtained after 

classification. The label for a semi-labeled sample can be 

either right or wrong.  

Consider two different estimators  ̂  ̌ with negligible 

biases, and assume that    ( ̂)       ̌ . The expected 

error by using  ̂  is greater than the expected error by 

using  ̌ in the decision rule [1], i.e. 

                                     { ̂}   { ̌}                               (4) 

By using additional semi-labeled samples, estimates 

with smaller covariance matrices can be found. If we 

know which samples have been correctly classified and 

use them accordingly to re-estimate statistics in addition 

to original training samples, the estimated statistics 

should be more precise because the training samples set 

has been enlarged. In this section, we propose an adaptive 

method for classification of hyperspectral image using 

limited training samples. Our used classification method 

is Gaussian maximum likelihood (GML) that its 

discriminator function is:   

          |  |        
   

                       (5) 

where          and          
 are respectively the 

mean vector and covariance matrix for class   which are 

calculated using training samples and       denotes the 

unlabeled vector. Also the number of features is denoted 

by   . The decision rule of GML is represented by: 
                                    {        } 

                                                                             (6) 

Where    is the number of classes and      denotes 

that   belongs to class  . In the proposed method, at first, 

we classify the pixels of hyperspectral image using 

limited available training samples. Then, we find pixels 

that are labeled with high-confidence. These pixels were 

unlabeled before classification. We call these samples as 

pseudo- training samples and add them to original 

training set and use the new extended training set for re-

classification in a sequential process.  

Our criterion for selection of pseudo-training samples 

is high-confidence of semi-labeled samples. Assume, two 

unlabeled samples are labeled after classification and both 

of them get class label            . In this conditions, 

which sample is more appropriate to be considered as 

pseudo-training sample? The respond is as follows: 

                      {        } 
            {     }      {     } 

where     {  }  denotes the probability of {  } . 

Therefore, it is reasonable that    is selected as a pseudo-

training sample. But we want to obtain superlative 

candidates (high-confidence) for selection of pseudo-

training samples. Therefore we define a threshold for 

discriminator function value. The proposed algorithm for 

classification of hyperspectral image is illustrated in Fig. 2. 

The adaptive proposed method is described as follows: 

Step 1- The hyperspectral image is classified using 

just original training samples according Equation (6).  

Step 2- An appropriate threshold is obtained for 

selection of pseudo-training samples. We calculate the 

discriminator function for all training samples in all 

classes and locate their values in a matrix: 
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                        [

      

      
   
     

     

  
        

   
  
      

]                  (7) 

Where    is the number of training samples per class. 

An appropriate threshold is selected as follows: 

                                   
[         

   ]               (8) 

Step 3- selection of pseudo-training samples is done 

using obtained threshold in step 2 as follows: 

                                   

                     {        } 
                          -                   

                                             
Step 4- classification is repeated using the new 

extended training set (original training samples plus the 

obtained pseudo-training samples in step 3). 

We continue this sequential process to converge to the 

final values of accuracy and reliability. 

 

 

 

 

 

 

 

 

 

Fig. 2: Proposed algorithm for classification 

 

4. Experiments 

In order to evaluation of proposed method, several 

experiments are done. We use three datasets in our 

experiments. The first data is a synthetic image with size 

of 80 120. This synthetic scene comprises eight classes 

and 12 spectral bands which selected from a digital 

spectral library compiled by the U.S. Geological Survey 

(USGS) and available online [19]. The false-color image 

and class map of test data is shown in Fig. 3. The second 

data is a real multispectral image which is an agricultural 

segment of Indiana State (F210 dataset) [20]. This image 

contains 8 different farm classes and is provided in 12 

bands with 256 grey levels. The third data is a real 

hyperspectral image. The hyperspectral data is Airborne 

Visible/Infrared Imaging Spectrometer (AVIRIS) Indian 

pines image [20]. This image has 145 145 pixels and 

contains 16 classes that most of them are different types 

of crops. The AVIRIS sensor generates 220 spectral 

bands that we reduced the number of them to 190 by 

removing 30 absorption and noisy bands. In all 

experiments 16 random pixels per class are used as 

original training samples and GML classifier is applied 

for classification of images. For evaluation of 

classification performance, we should use some measures. 

The used measures in this paper are average accuracy, 

average reliability and kappa  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Test data: (up to down) false -color image, class map. 

coefficient (KC). These measures can be represented 

as follows: 

                                          
          (9) 

                                              
        (10) 

where      return the mean value of elements.    

and      {        } are defined as follows: 

                                 
  

   
  ,    

  

   
                           (11) 

where    is the number of test samples of class   that 

are correctly classified.     denotes the total number of 

test samples that belongs to class   and     is the total 

number of test samples that classified in class  . The KC 

is computed as follows [21]: 
 

                            
 ∑     ∑       

  
   

  
   

   ∑       
  
   

                    (12) 
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where   denote the number of testing samples and    

is the number of classes.     denotes the number of 

samples correctly classified in class  ,     is the number 

of testing samples labeled as class  , and     is the 

number of samples predicted as belonging to class  .  

The obtained values of accuracy and reliability versus 

the iteration of algorithm in classification of test data are 

illustrated in Fig. 4. We can see from Fig. 4 that accuracy 

after 13 iterations and reliability after 12 iterations are 

converged to their final values. Confusion matrices 

acquired from test data for GML classifier and proposed 

classifier are shown in table I and table II respectively. 

Without any adding pseudo-training samples and just 

using original training set, 0.76 accuracy and 0.76 

reliability were obtained from GML classifier. With using 

proposed classifier, we can obtain 0.89 accuracy and 0.88 

reliability in classification of test data. 

Tables III and IV show the confusion matrices for 

classification of F210 data using GML and proposed 

classifiers respectively. In this experiment, 0.75 accuracy 

and 0.59 reliability are acquired from GML classifier. Also 

0.83 accuracy and 0.73 reliability are obtained using 

proposed method. Fig. 5 shows the classification maps 

using conventional GML classifier and the proposed 

adaptive classifier for F210 dataset. In both of used dataset 

(test data and F210 data), the performance of proposed 

classifier is better than GML classifier considerably. 

We repeat the represented experiment for Indian 

dataset. Because the number of necessary training 

samples for training the GML classifier is equal to the 

number of features plus one, we have to reduce the 

number of features to 15 for using 16 training samples in 

our experiment. The conventional feature extraction 

method, maximum noise fraction (MNF), is used for 

feature reduction. The obtained average accuracy and 

average reliability versus the number of iterations in 

proposed adaptive procedure is shown in Fig. 6. As seen 

from Fig. 6, the accuracy and reliability of classification 

attain a maximum value after 3 iterations and after that, 

the performance of classifier is decreased and converges 

to a less value of efficiency. Doing a feature extraction 

process before classification of hyperspectral image may 

cause this behavior for Indian data set that is partially 

different from multispectral data (test and F210 data sets). 

Further, if the unlabeled samples are not properly selected, 

added semi-labeled samples may confuse the classifier. 

Thus, they may reduce the classification performance. 

Beside conventional GML classifier, we also compare our 

proposed method with semi-labeled-sample-driven 

bagging technique which proposed in [17]. The 

classification maps using conventional GML classifier, 

bagging technique and adaptive proposed method are 

illustrated in Fig. 7. 

A summary of classification results which contain 

average accuracy, average reliability and kappa 

coefficient for all datasets and three methods 

(conventional GML classifier, bagging technique [17] and 

proposed method) are represented in table V. one sees 

from this table that proposed method has the better 

performance than conventional GML classifier and the 

bagging method. The selection of reliable semi-labeled 

samples with high confidence, which obtained by using a 

proper threshold, makes our proposed method as an 

interesting technique for small sample size situation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: The average accuracy and average reliability versus the iteration 

of algorithm (for test data). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: The result class maps for F210 data set: (Left to right) false -color image, Ground Truth Map (GTM),  

the result of conventional GML classifier, the result of proposed classifier. 
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Table I: Confusion Matrix of Conventional GML classifier (test data) 

ML 

classifier 
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7 Class 8 accuracy 

Class 1 2133 4 5 69 0 8 1 180 0.89 

Class 2 8 1940 305 1 7 58 0 81 0.81 

Class 3 2 62 555 33 0 10 1 137 0.69 

Class 4 7 0 1 633 0 75 0 84 0.79 

Class 5 0 0 16 0 736 0 0 48 0.92 

Class 6 0 0 1 15 4 538 70 172 0.67 

Class 7 0 0 0 11 0 407 290 92 0.36 

Class 8 4 0 24 16 2 21 8 725 0.91 

reliability 0.99 0.97 0.61 0.81 0.98 0.48 0.78 0. 48 

Average accuracy 

0.76 

Average reliability 

0.76 

Table II: Confusion Matrix of proposed classifier (test data) 

Proposed 
classifier 

Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7 Class 8 accuracy 

Class 1 2291 23 1 45 0 3 0 37 0.95 

Class 2 0 2342 50 0 0 3 1 4 0.98 

Class 3 7 45 666 48 0 1 0 33 0.83 

Class 4 5 2 1 784 0 8 0 0 0.98 

Class 5 0 0 1 1 787 6 2 3 0.98 

Class 6 0 9 3 32 0 593 159 4 0.74 

Class 7 0 1 0 21 0 215 552 11 0.69 

Class 8 0 3 6 27 0 10 5 749 0.94 

reliability 0.99 0.97 0.91 0.82 1 0.71 0.77 0. 89 

Average accuracy 

0.89 

Average reliability 

0.88 

Table III: Confusion Matrix of Conventional GML classifier (F210 data) 

ML 
classifier 

Corn Soybeans Woods Wheat Sudex Oats Pasture Hay accuracy 

Corn 7110 648 798 248 0 9 0 362 0.77 

Soybeans 61 8509 1538 322 358 816 0 233 0.72 

Woods 27 39 270 12 0 3 1 3 0.76 

Wheat 25 25 47 594 0 78 10 45 0.72 

Sudex 0 105 3 2 971 102 0 11 0.81 

Oats 1 70 11 38 35 334 0 54 0.62 

Pasture 1 6 6 4 0 4 316 3 0.93 

Hay 14 52 12 36 15 85 0 439 0.67 

reliability 0.98 0.90 0.10 0.47 0.70 0.23 0.97 0. 38 

Average accuracy 

0.75 

Average reliability 

0.59 

Table IV: Confusion Matrix of proposed classifier (F210 data) 

Proposed 
classifier 

Corn Soybeans Woods Wheat Sudex Oats Pasture Hay accuracy 

Corn 7856 917 135 126 0 1 0 139 0.86 

Soybeans 17 10534 810 14 219 213 0 30 0.89 

Woods 20 109 210 10 1 1 4 1 0.59 

Wheat 2 29 6 714 0 57 15 1 0.87 

Sudex 1 12 0 2 1144 32 0 3 0.96 

Oats 4 26 0 21 51 417 0 23 0.77 

Pasture 0 0 0 1 0 0 338 0 1 

Hay 45 37 0 34 38 36 1 462 0.71 

reliability 0.99 0.90 0.18 0.77 0.79 0.55 0.94 0. 70 

Average accuracy 

0.89 

Average reliability 

0.88 
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Fig. 6: The average accuracy and average reliability versus the iteration of algorithm for Indian data set 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7: The result class maps for Indian data set: (Left to right and up to down) false color image, GTM, classification  

map using GML classifier, classification map using bagging technique, classification map using proposed method. 

Table V: Summary of classification results 

dataset Method 
Average 
accuracy 

Average 
reliability 

Kappa 
coefficient 

test data 

Conventional  GML 0.76 0.76 0.65 

Bagging technique [17] 0.82 0.81 0.73 

Proposed method 0.89 0.88 0.78 

F210 

Conventional  GML 0.75 0.59 0.48 

Bagging technique [17] 0.79 0.68 0.60 

Proposed method 0.83 0.73 0.69 

Indian 

Conventional  GML 0.62 0.60 0.54 

Bagging technique [17] 0.67 0.66 0.63 

Proposed method 0.72 0.70 0.67 
 
 
 
 
 

5. Conclusions 

For a limited number of available training samples, 

the classification performance is decreased as the number 

of features (spectral bands) is increased. This is an 

important challenge especially in hyperspectral data sets 

where the ratio of available training samples to 

dimension of data is small. In this paper, we proposed an 

adaptive method for classification of hyperspectral 

images to solve the limitation of available training 

samples. We select high-confidence labeled samples after 

primary classification and consider them as semi-labeled 
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(pseudo-training) samples. The selected pseudo-training 

samples are added to the original training samples and 

the new extended training set is used to re-estimate the 

statistics of classifier. This process is continued 

sequentially until the accuracy and reliability of classifier 

converge to the final values for multispectral data or gain 

the maximum accuracy and reliability (the best possible 

performance) for hyperspectral images. Our experiment 

results show that proposed method has better 

performance than conventional GML classifier and semi-

labeled-sample-driven bagging technique. The proposed 

method can be an effective solution to cope with the 

small sample size situation. 
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Abstract 
With the extension of Internet and its applications, internet banking is introduced as an efficient and cost effective way to 

provide services to customers. Towards the end of previous decade, cloud computing has been offered as a revolution in 

Internet application as a service which effect on the way that service is provided. Regarding the service improvement 

based on customer’s needs, cloud computing is a quick move in informational services. This study tried to consider each 

aspect of internet banking and cloud computing strengths, weaknesses, opportunities and threats and provide SWOT 

analysis for Internet banking using cloud computing. In the following, the study tried to provide a practical solution for 

financial agencies and banks to provide better Internet banking services using cloud computing technology. Finally a 

SWOT analysis of internet banking using cloud computing technology is discussed and approved with expert opinions 

using fuzzy Delphi method. 

 

Keywords: Cloud Computing, Internet Banking, Strengths, Weaknesses, Opportunities, Threats. 
 

 

1. Introduction 

The advent of internet and its applications caused a 

revolution in service provision in financial sector. This 

revolution in financial services caused changes in 

banking service provision leading to internet banking 

[1]. Using cost effective and helpful solution, internet 

banking caused a decrease in the time required for 

financial activities [2]. This technology resulted in bank 

customers' cooperation in banking activities such as 

payments, statements, account information review, 

money transfer and etc. without having any physical 

locations [3]. Internet banking lead to a reduction in 

costs related to other banking situations and provides 

complete and useful customer information [4]. Internet 

banking is widely adopted by most countries; the degree 

of progress in this technology in pioneer countries is 

more than fifty percent’s [5,6]. Business strategies, plans 

and policies should be reviewed in order to increase the 

performance and decrease operational costs [7,8,9, and 

10]. The power that leads to move toward using internet 

banking causes a break in adoption barriers, creates new 

products and services and provides opportunities for 

internet banking [11]. 

Based on NIST (National Institute of Standard and 

Technology) definition, cloud computing is a model to 

access, to share and to configure computing resources 

such as networks, servers, storage area, and software and  

Services that form the internet [12]. Cloud computing 

is a new computing method in Information Technology 

provision [13]. Provided services by cloud computing are 

focused on two factors of quality and low costs. Customers 

can increase or decrease their needed services. Customers 

should pay based on their usage and they are able to 

increase or decrease the amount of usage rate and shared 

resources [14]. By workload division on different centers, 

cloud computing is able to optimize IT infrastructure 

usage. Also, users are able to access to services from 

anywhere and anytime [15]. 

Aim of this paper is to survey and extract cloud 

computing and internet banking strengths ,weaknesses, 

opportunities and threats (SWOT) and use these SWOT to 

provide a SWOT analysis for internet banking using 

cloud computing technology. Aim of this SWOT analysis 

is to show which opportunities are created by cloud 

computing strengths, which strengths will decrease the 

threats, which opportunities are lost by cloud computing 

weaknesses and which threat is created by cloud 

computing weaknesses. In section one, an introduction to 

cloud computing and internet banking and in section two, 

paper methodology in order to collect required data is 

provided. In section three cloud computing features is 

discussed and cloud computing and internet banking 

literature is provided. In section four and five a SWOT 

analysis of internet banking using cloud computing 

technology is discussed and approved with expert 

opinions using fuzzy Delphi method. 

2. Methodology 

In this article, cloud computing subject is considered 

and is searched for the related articles in Science Direct 

indexing database. The objective of this search was on 
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cloud computing strengths, weaknesses, opportunities and 

threats (SWOT). 

Twenty three articles with cloud computing subject 

were selected in this database and cloud computing 

SWOT is extracted with their comparison. 

In internet banking issue, twenty one articles were 

found in Science Direct indexing database. With 

assessment of these articles, internet banking SWOTs 

was extracted. 

In Internet banking using cloud computing technology 

issue, two articles are found in Science Direct indexing 

database. Regarding these articles, internet banking using 

cloud computing technology SWOTs is discussed and 

resulted. In addition, some recommendations are 

proposed, accordingly. 

In order to assess results' correctness and to obtain 

experts opinions, fuzzy Delphi method has been used. 

Fuzzy Delphi method was developed in the 1980s. The 

application of this approach is to make decision and 

consensus on issues that are not explicitly specified goals 

and parameters, can lead to very significant results. 

Feature of this method, providing a flexible framework 

that many of the barriers related to lack of precision and 

clarity are covered. 

3. Literature Review 

NIST defined five qualities for cloud computing 

including "Widely network access", "Resource pooling", 

"Rapid elasticity" and "Measured services". Also, NIST 

defined four deployment models for cloud computing 

including public cloud, private cloud, community cloud 

and hybrid cloud. In Fig. 1 these deployment models are 

shown and will be described in table 1. 

Based on NIST definition, cloud services can be 

categorized in three levels which are described in table 2. 

From 1990 to now, many works are done about 

internet banking. Sathye [18] described the main 

problems of internet banking adoption as security issues, 

lack of knowledge about internet banking and 

unreasonable price. 

 

Fig. 1. Cloud computing deployment model 

 

 

 

 

Table 1. Cloud computing deployment models 

Public cloud 
Public cloud is shared infrastructures among 
different users and these services are provided 

for anyone [14].  

Private cloud 

In private cloud, IT infrastructure is provided 

and supported for special organizations. In this 
model, there is no sharing in hardware or 

software among different users.  This service can 

be inside an organization [16] and customers are 
responsible for this service management.  

Community cloud 

In community cloud, Cloud infrastructure is 

shared among a specific community which has 
special mission or goals, such as military 

organizations, banks. 

Hybrid cloud 
Hybrid cloud is a combination of other models 
for special purpose. 

Table 2. Cloud Computing provided services 

Infrastructure as 
a service 

This service includes virtual servers which are run 
on virtual environments [17]. Customers have full 

controls on operating systems, storage areas, 

software and some configurations. Also, customers 
can provide their needed services based on their 

required computing power, storage area and 

required resources. Amazon EC2 service is an 
example of such service. 

Platform as a 

service 

In this service, users can deploy developed software 

by other users or create their own software using 

provided programming tools. Microsoft Azure is an 
example of such service.  

Software as a 

service 

 This service includes provided software by cloud 

service providers in order to be used by customers 
[14]. Google Doc is an example of such service. 

 

Howcraft [19], Liao [20], Akinci [21] described 

different factors of internet banking which have impacts 

on internet banking adoption. Some of these factors are, 

for instance, twenty four hour access, time performance, 

good quality services, current media support, security 

issues, and ease of use, transaction speed and user 

convenient. 

Gerrard [22] used questionnaires to analyze customers' 

opinion about internet banking and described eight factors 

which prevent customers to adopt internet banking. Risks, 

lack of comprehensible requirements, service knowledge, 

and lack of access, face to face interaction and price 

related issues are some of these factors. 

Sayer [23] described internet banking from customers' 

view and compared internet banking in Turkey and the 

UK. Focusing on cultural difference between Turkey and 

the UK in his article, he has done some researches on 

private financial information methods. 

Laakkanen [24] assessed customers' attitude toward 

internet banking in Finland. Based on this article, 

resisting customers to internet banking form functional 

and psychological perspectives were evaluated. Resisting 

customers to internet banking were only measured from 

psychological perspectives. Non-resisting customers 

were more unpleased about information provided for 

internet banking. 

Mirza [25] assessed internet banking adoption by 

private and public sectors in Iran. Based on this article, 

private banks were more successful in internet banking 

adoption by customers. 

 

Hybrid Cloud 
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Cloud 

 

 

Public 
Cloud 

Private 
Cloud 
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Subsorn [7] provided a comparative analysis for 

internet banking security from customers' perspective in 

Thailand and Sarakolaei [5] described four barriers to 

internet banking in Iran. 

Lee [11] assessed internet banking and private 

financial information security in South Korea. In this 

article, he tried to focus on security issues and protection 

methods for private financial information. 

Riffali [26], focuses on the acceptance factor and 

internet banking usage in Oman and Normalini [27] 

assessed the biometric technology impacts on the 

reduction of security problem. Based on this article, 

researches on biometrics lead to secure the logs process, 

to eliminate vulnerability problems and to reduce service 

desk call for password resets. 

From 2009, cloud computing is noticed by many 

researchers because of its different applications. Owing 

to a wide variety of applications of this technology in all 

IT related issues, it can be used to accelerate the IT 

service uses. 

Misra [27], worked on companies suitability in cloud 

adoption and Modeling its return of investments (ROI). 

This article tried to help companies for cloud adoption 

based on their specifications. In this article, some factors 

such as IT resources size, the amount of servers, the 

amount of user bases, IT annual revenue, the amount of 

covered countries, the percent of usage, data criticality, 

sensibility of work done by the company were used and 

by pointing to these factors, the researchers tried to 

provide some factors in order to create a suitability index. 

Finally, it tried to provide some solutions in ROI 

calculation which include cloud computing annual costs, 

saved costs, traditional costs, profit and etc. 

Mastron [29], in his article tried to assess cloud 

computing from a business perspective. In his article, the 

strength, weakness, opportunities and threats of cloud 

computing for industries were identified. Also, different 

issues which affect cloud stakeholders were assessed. 

Some suggestions were provided for cloud service 

provides and managers. 

Trang [30] focused on the role of cloud computing in 

competitive advantages improvement, and developed a 

research model for cloud computing form managerial 

perspective with a focus on small businesses. Also, the 

impact of cloud related resources in small businesses was 

assessed in this article. 

Paquette [31], assessed security risks related to 

governmental uses of cloud computing. This article 

provided these risks as known or tangible risks including 

access, availability, infrastructure and integration and 

unknown or intangible risks including reliability, security, 

privacy and confidentiality, data location and etc. 

Zissis [32] focused on cloud related security issues. 

Trust, security threats identification, confidentiality and 

privacy, integration, availability were some security 

factors which were focused in this article. Also, the writer 

tried to propose some security solutions for cloud 

computing challenges. 

Subashini [33] in his lecture tried to assess security 

issues for each cloud provided services (SaaS, PaaS, IaaS) 

and current security solutions for these challenges. 

Xunxu [34] worked on manufacturing based cloud 

computing. This article focused on cloud computing roles 

in manufacturing industries and its impacts on traditional 

manufacturing business models changes. 

Zissis [35] in his article worked on electronic 

government and electronic voting security using cloud 

computing structures. In this article, the increase of 

complexity and corporation in electronic government 

services using cloud technology are assessed. In addition, 

they tried to identify cloud vulnerabilities using structural 

assessment. Finally, a high level solution for electronic 

government and electronic voting was presented using 

cloud computing solutions. 

Aposta [36] worked on cloud computing modeling in 

banking system. In this article, he tried to analyze and 

assess cloud computing implementation in internet 

banking. In addition, the key requirements and tools of 

Cloud implementation are presented. Finally, he tried to 

identify business challenges in using cloud computing 

through a case study. 

Bose [37] in his article, compared cloud computing 

and Internet banking form security and confidence 

perspective. He proposed that customers should have 

equal confidence about information storage in cloud 

computing and save money in internet banking. Some 

recommendations in technological, behavioral and 

regulatory aspects are presented which include “Critical 

security thinking”, “Access control and availability”, 

“confidentiality and privacy” and “long term viability and 

regulation”. These studies is summarized in table 3. 

Table 3. Summary of studies related to Internet Banking and Cloud 

Computing 

Author Date Research Fields Results 

Howcraft 

[19] 2002 
Internet banking 

and customer 

attitude 

• Different factors of internet 

which have impact on internet 

banking adoption 
Liao [20] 

Akinci [21] 2004 

Gerrard [22] 2006 

Internet banking 

and customer 

attitude 

• Customer opinion about 
internet banking 

• Eight factors that prevent 

customers to adopt internet 
banking 

Sayer [23] 2007 

Internet banking 

adoption and 
customer attitude 

• Internet banking from customer 

view 
• Comparison of cloud banking 

in UK and Turkey 

• Research on private financial 
information method 

Laakkanen 
[24] 

2009 

Internet banking 

and customer 

attitude 

• Customer attitude toward 

internet banking in Finland 

• Evaluation of resisting 
customers to internet banking 

from functional and 
psychological perspective. 

Mirza [25] 2009 
Internet banking 

adoption 

• Internet banking adoption by 

private and public sectors in 

Iran 

Subsorn [7] 2012 
Internet banking 

security 

• Comparative analysis for 

internet banking security from 

customers’ perspective in 
Thailand 
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Author Date Research Fields Results 

Sarakolaei 

[5] 
2012 

Internet banking 

adoption 
• anking in Iran 

Lee [11] 2011 
Internet banking 

security 

• Security issues for private 

financial information 

• Protection method for private 
financial information 

Riffali [26] 2011 

Internet banking 

adoption and 

customer attitude 

• Acceptance factor and internet 
banking usage in Oman 

Normalini 
[27] 

2012 
Internet banking 

security 

• Biometric technology impacts 

on the reduction of security 

problems 

Misra [27] 2010 

Cloud 

computing 

Adoption 

• Suitability index in cloud 

adoption and modeling its 

return of investment(ROI) 

Mastron 

[29] 
2010 

Cloud computing 
SWOT and 

adoption 

• Cloud computing SWOT 
• Some suggestion for cloud 

service providers and managers 

Trang [30] 2010 

Cloud 

computing 
SWOT and 

adoption 

• Research model for cloud 
computing from managerial 

perspective 

• Impact of cloud related 
resources in small businesses 

Paquette 
[31] 

2010 

Cloud 

computing 

security 

• Security risks related to 

governmental use of cloud 

computing 

Zissis [32] 

2010 

Cloud 

computing 

security 

• Cloud related security issues 

• Security solution for cloud 

computing challenges 
Subashini 

[33] 

Xunxu [34] 201 
Cloud computing 

SWOT and 

adoption 

• Cloud computing roles in 

manufacturing industries 

Zissis [35] 2011 

Cloud 

computing 

security 

• High level solution for 

electronic government and 
electronic voting using cloud 

computing technology 

Aposta [36] 2012 

Internet Banking 

and Cloud 
Computing 

• Key requirements and tools of 
Cloud implementation 

• Identify business challenges in 

using cloud computing 

Bose [37] 2013 

Internet Banking 

and Cloud 

Computing 

• recommendations in 

technological, behavioral and 

regulatory aspects 

4. The SWOT for Internet Banking and 

Cloud Computing 

Cloud computing technology is introduced as a new 

way to provide services using internet. User convenient, 

performance, cost reduction and efficiency are the key 

factors which increased cloud applications and expansion 

in different services. After four years of cloud service 

introduction and assessment of every aspect of this 

technology, there is a good confidence from researchers, 

industries and customers about the provided services by 

this technology. Internet banking as a service can use 

cloud computing strengths and opportunities in order to 

improve their provided services for customers. 

Internet banking can be provided using both public 

and private cloud. Each of these platforms has some 

opportunities and threats. 

ING direct is one of famous internet banking systems 

which uses cloud Computing in order to expand its 

performance and decrease its costs. 

Cloud computing has different strengths, weaknesses, 

opportunities and threats which are summarized in table 4. 

Table 4. Cloud Computing SWOT 

Strength 
Weakness 

[39] 
Opportunities Threats 

 Scalability 
[38][39] 

 Cost efficiency 
[38][40] 

 Efficiency 
[39][42] 

 Agility [40] 

 Availability [14] 

 Innovation [14] 

 Security 

 Privacy 

 Structure 

 Performance 

 Financial 

 Legal 

 Learning 
 

 Low Costs in IT 
infrastructure 

[29] 

 Cloud based e-
education and e-

learning [41] 

 Cloud based e-
voting and e-

government [35] 

 Cloud CRM and 
Cloud ERP [16] 

 Cloud based 

Tele-working 

 Green Cloud [42] 

 Service 
innovation 

 Threat of Substitution 
[14] 

 Change in IT Culture 
[14] 

 The Loss of Physical 
control [14] 

 Critical Mission 

applications on Cloud 

environment [40] 

Cloud computing strengths 

For either high or low scale of computing demands, 

cloud computing shows its potential benefits. Traditional 

IT systems may fail against unpredicted demands. In 

contrast, cloud computing services can answer these 

demands quickly [38]. Unlimited capacity makes cloud 

computing flexible and responsive against changes. Quick 

responses against demands cause an improvement in IT 

service for both customers and organizations [39]. 

Primary benefits of cloud computing are cost saving 

as the main purpose of cloud computing to decrease 

purchase, maintenance and update costs of software, 

tools, and development area and transition of these costs 

to cloud providers. Because of the shared platform among 

different users, customers use a pay-as-you-go model that 

decreases the capital expenditure for each customer. In 

addition, by using cloud computing, high costs of IT 

infrastructures and operational costs of maintenance will 

be decreased [38]. These costs include energy 

consumption, IT systems maintenance, and support and 

transition management from old system to newer one 

[39]. Also, the cost related to servers including hardware 

and software purchase, annual licenses, technology 

updates, maintenance management costs and etc. can be 

saved using cloud computing technology. 

Cloud computing efficiency includes an increase of IT 

infrastructure usage (more than sixty percent) [40], an 

increase of research and development in software 

innovation in the way of business and production growth 

[39], a creation of new ways which are not technically and 

economically possible without using cloud computing [39], 

prototyping and surveying on market acceptance for new 

approach quickly [39]. 

Cloud computing is agile and responsive for 

emergency needs because of its capacity to increase or 

decrease the ability to buy as a service from valid cloud 

providers [40].  
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Cloud computing availability can be assessed from 

some perspectives. From the first perspective, because 

cloud based software development is based on network 

performance; high levels of accessibility from this kind of 

software are excepted [14]. From the second perspective, 

high flexibility and accessibility of shared information 

cause an access to these services from anywhere through 

using internet. 

Cloud computing is a motivation in the way of 

innovation and Creativity [14]. Using cloud computing, 

new technologies (such as cell phone and tablets) can be 

used to provide services for customers. For cloud 

computing implementation and use, vision of managers 

should change from ownerships of equipment view to 

service management view. Innovation can be concluded 

from this view. Also private sectors and organizations can 

benefit from cloud computing technology in innovation, 

organizational culture encouragement and relation with 

new technologies [40]. 

Cloud computing weaknesses 

Security is the most important topic in cloud 

computing challenges. In cloud computing providers' 

selection, the care about provided level of security is 

critical. In this technology, users can have a basic 

description about their security and can determine 

security details. Cloud Providers should provide these 

security parameters. Users are depended for data access to 

Internet. Any lack of access to internet is a barrier to 

provide cloud services. So the existence of confident and 

stable communication platform to internet is critical. 

Different matters such as sanctions and storage location 

are important. Cloud’s nature is in a way that storage 

locations can be different. Even data may be stored in 

different countries or continents. In this case, if service 

customer in a country is faced with sanctions, data 

accessibility will be ambiguous. In public platforms, 

because of neighboring data with other users, different 

security issues occur. Some security issues like side 

channels and covert channels are some example of this 

threat [39]. 

Privacy may be compromised because of the 

possibilities of access to stored critical and confidential 

information. Damage caused by security problems and 

privacy or inaccessibility to service can also damage 

reputation of both the customer and the organization [39]. 

Because of the related risks to cloud computing 

technology, consideration to priority of provided cloud 

services is too important. 

Cloud computing models (especially SaaS model), for 

their provided software and type of service, decreased the 

possibilities of customization [39]. Especially when the 

organizational process is predefined and organization 

works based on specific process, implementation and 

compatibility of cloud services based on current 

organizational process imposes some complexities. When 

such compatibility with processes is essential, priority of 

Business Process Reengineering (BPR) is high. Before 

moving to this new technology, organizations must check 

on the effect of this new technology on their business 

processes and solve any problems or technical obstacles. 

Providers must choose their level of service. This level 

of service should be guaranteed and be mentioned in 

Service Level Agreement (SLA). Service level should be 

monitored frequently (by both the providers and users) to 

ensure that this SLA is based on agreements. Every change 

in service level causes a disability of full and correct 

service delivery. So in cloud service provider's selection 

reputation, background, and service sustainability are 

critical factors. Because of daily increase in cloud 

computing service providers, coordination between them is 

too complex. For example, when a provider wants to finish 

its services, an organization must have the ability of 

information, application and processes transition to another 

compatible cloud provider [39]. 

Based on cloud pay-as-you-go model, customers will 

pay based on provided services for them. This model will 

change organizational IT budget. IT budget for traditional 

services is in form of capital costs, on the other hand, using 

pay-as-you-go model, IT budget should change to 

operational costs. This change may challenge the 

organization in budget estimation processes [39]. 

Information may be stored in different locations such 

as third country, this information is dependent on 

destination countries and organizations should be aware 

of destination countries laws to avoid trouble. Problems 

such as sanctions which may cause obstacle to 

accessibility of information should be considered by 

organizations [39]. From educational perspective, 

organizations should notice that transition to cloud 

computing technology needs more business analysis, 

change management and contract managers [39]. 

Cloud computing opportunities 

Sharing IT infrastructures by cloud computing causes 

a decrease in IT capital costs especially in developing 

countries which have low capabilities of investment in 

high costs of IT infrastructures. These countries can use 

cloud computing to develop their IT services. Software 

provided by cloud technology creates a decrease in 

software and infrastructures costs which improve the 

software usage both for the organizations and users [29]. 

Software, as a service in electronic learning and 

electronic education, leads to improve in service quality in 

these two scopes. Using cloud computing, users can access 

the educational contents from educational centers or homes 

cooperatively and geographically which increases both 

users' and students' cooperation from different locations 

and educational levels [41]. 

Cloud computing will provide a secure platform for e-

government and e-voting leading to people's cooperation 

in this subject. With the introduction of new services and 

provision of monotonic solutions, real time cooperation 

among agencies, location of free services, new 

communication and operational channels and elimination 

of cooperation barriers lead to provide high quality 

services in e-government and e-voting [35]. 

Small and medium size industries (SME's) have many 

problems in ERP and CRM systems implementation. 
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These problems include high financial power for 

implementation, managerial risks, business process 

reengineering (BPR) and etc. using cloud computing 

technology, SAP and Oracle companies; provide ERP 

systems under SaaS and IaaS platforms. SME's can use 

cloud ERP and cloud CRM in order to make benefit from 

ERP and CRM systems opportunities. 

In today's world, tele-working is an important issue. 

Organizations move toward decreasing the employees' 

physical presence and increase the working time using 

tele-working. With data, software, infrastructure 

availability, cloud computing plays an important role in 

this way. 

Another opportunity of cloud computing is green 

cloud. Using some mechanisms to save consumption 

power, cloud computing expands green IT. Some of these 

mechanisms are energy performance and systems 

scheduling [42]. Many researches are done in green cloud 

field in order to decrease energy consumption and 

increase effective services. 

Cloud computing threats 

Substitution by other providers is one of the threats 

which have impacts on cloud computing. Other providers 

can compete with a provider with higher quality and 

lower price. Because of the changes in IT culture in 

organizations, cloud computing may become threatened. 

These changes include changes in IT budget structure 

from capital to operational, changes in infrastructure 

managements and changes in the use of IT in 

organizations goals. With the elimination and transition of 

IT infrastructures to cloud computing platform, 

availability problems can endanger organizations safety. 

This unavailability may be occurred as a consequence of 

sanctions, end of provider services or etc. Organizations 

should be aware of the threat of losing the control on their 

physical infrastructures and services. Lack of suitable 

standards to implement cloud Computing shows itself as a 

threat in cloud computing implementations. In this topic, 

cloud computing implementation strategies are introduced 

by the U.S federal government and others [14,38,39,40]. 

Lack of suitable standards creates some problems in 

service transition from one provider to another returning 

from cloud services to traditional IT services. 

In table 5 internet banking strength, weakness, 

opportunity and threat (SWOT) are summarized. 

Internet banking strength 

Because of twenty four hours services from anywhere 

and at any time, internet banking provides high level of 

availability for users. Users can easily go to internet web 

sites and benefit from internet banking services. This level 

of availability provides better services to customers and 

increase customers' convenience in using internet banking. 

Internet provides a wide platform for banking. Customers 

can access their requested service from any countries and 

there is no need for new branches in different countries for 

service expansion. Because of these, all users which have 

access to internet can have  

Table 5. Internet banking SWOT 

Strength Weakness Opportunity Threat 

• Better customer 
service[43] 

• Wider customer 

base Availability 

[1] 

• Cost reduction 

[1] 

• Convenience 

[43] 
• Accuracy [43] 

• Transaction 

speed [43] 

• Security and 
Privacy [7][11] 

• Comp ability 

• Accessibility 

• Performance 

• Maintenance 

• Legal regulation 

 

• Market 
expand[43] 

• Building trust on 

brand name[43] 

• New product 

and service[43] 

• Customer 

purchase 

behavior[43] 
• Profitability 

[43] 

• User experience 

and User 

involvement 

[43] 

• Loose of market 
[14] 

• Information 

leakage [14] 

• Continuity of 

service[44] 

 

access to internet banking service from a specific bank. 

In addition, lack of physical presence of customers in 

physical branches will decrease paper work, official 

process, staff costs and etc. electronic structure of internet 

banking and service delivery methods such as payment, 

money transfer, purchase and etc. created more accuracy 

and transaction speed vs. traditional banking systems which 

increase service performance. Internet banking 

opportunities open new ways for banking agencies in 

providing innovative and new products and services which 

improve the service level, profit and efficiency [1,48]. 

Internet banking weakness 

Security is one of the main and most important 

subjects in internet banking. Internet vulnerabilities such 

as the rejection of services, information leakage, losing 

customers' confidential information, virus attacks, credit 

card frauds, stealing account information and etc. are 

some of these vulnerabilities. In privacy, internet banking 

has many security challenges. Privacy assurance is one of 

the challenging issues in this section which endanger 

expansion of this service. 

Customers should be able to transfer their money form 

an account to another account on internet banks or traditional 

banks. So these services should be compatible with other 

banking systems. Trust on internet banking services is hard 

due to lack of face to face interactions which cause lack of 

total confidence to internet banking from customers. 

Traditional users need extra education and learning 

activities to learn how to work and trust with internet 

banking systems and websites. This may cause a decrease 

in users' attitude to internet banking. Sites and 

infrastructure maintenance for service provision should be 

considered. Users and internet banking systems providers 

should consider regulations and banking and money laws 

in destination and providers' countries in order to have no 

problems for both users and business. 

Internet banking opportunities 

Using internet as a service provision platform by 

internet banking leads to expand target market and 

improves bank customers' base. Considering many 

people's access to internet and provider of internet 

banking through internet and web sites, a trust on 

commercial brands is created. Internet banking platform 
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is a service that can be accessed from anywhere and at 

any time and changes the social behavior of the people. 

Service innovations in internet banking will be increased 

and new and innovative software will be provided by 

internet banking industries. 

All transactions and user visits from bank websites 

will be stored. Using this stored information, users' 

behaviors can be underhanded and forecasted easily. 

Using this understanding, new or changed product or 

services will be presented in order to improve service 

quality and convenience. Provided services by internet 

banking will cause new customer's experience and more 

customers' cooperation in internet banking services. 

Internet banking threats 

All of the threats that internet and cloud computing have 

can be occurred in internet banking service. Information 

leakage, sanctions, security problems will endanger service 

accessibility and users' trust which cause the loss of market 

or even end of an internet banking business. 

5. Result and Discussion 

Both internet banking and cloud computing are using 

internet platform to provide services for customers. Cloud 

computing shares software, platforms and infrastructures 

through the internet. Using web sites, Internet banking will 

provide different services for customers. So all SWOT of 

internet is shared between these two technologies. 

In table 6 the strength, weakness, opportunity and 

threat of internet banking using cloud computing platform 

is summarized and compared together. In addition, we 

tried to answer these following questions: 

1. Which opportunities are created by cloud 

computing strengths? 

2. Which strengths will decrease the threats? 

3. Which opportunities are lost by cloud computing 

weaknesses? 

4. Which threat is created by cloud computing 

weaknesses? 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6. Internet banking using cloud computing technology SWOT 

 Opportunities Threats 

S
tr

en
g

th
s 

• More profit for both bank and 
customers. 

• Decrease in IT infrastructure 

costs and result in decrease of 
organization’s IT costs. 

• Innovation in services and new 

products. 
• Service access from anywhere 

and at any time. 

• Target market expand and 
more customer acquisition. 

• Increase customer satisfaction. 
• Staff education and training will 

be more effective and efficient. 

• Service expansion using 
mobile cloud. 

• Increase in small and medium 

size organization to implement 
internet banking. 

• Service management and control 

form anywhere and at any time. 
• Service integration using 

current standards. 

• Convenience in transactions 
using current standards. 

• Prevention of market loose 
using innovative and cost 

effective services. 

• Security threats prevention 
using centralized services 

by provider. 

• Quick service recovery 
with low costs. 

• Better response to 

change in demand. 
• High capability for high 

requests responses. 

W
ea

k
n
es

se
s 

• Loose of market and investment 

because of sanctions. 

• Loose of customers because of 

security and access problems. 

• Loose of physical control on 

internet banking operations. 
• Lack of service integration with 

other internet banking services 

because of lack of standards. 

• Lack of access to data 

because of sanctions. 

• Information leakage 

because of security threats. 

• Loose of reputation because 

current weaknesses. 
• Low service quality and 

substitution by rivalry. 

 

As a consequence of a decrease in IT costs, cloud 

computing led to more profit for both banking system and 

customers. This profit is produced by a decrease in IT 

infrastructure costs, convenience in service, a decrease in 

paperwork costs and etc. Innovative specification of cloud 

computing and application of this technology in internet 

banking will release innovative and new services and products. 

With the expansion of Cloud Computing, every day, 

new and innovative product and services are provided 

which can be used in internet banking section. Scalable, 

cost efficient and available services which are provided 

by cloud computing technology lead to expand the target 

market and attract more customers in wider scopes. Low 

costs services, wider service in geographical scope and 

availability from anywhere and at any time cause an 

increase in provided service quality and finally leads to 

increase in customers' satisfaction which expand target 

market. The application of cloud computing in internet 

banking improves mobile banking and staff education 

activities. On the other hand, some threats will endanger 

internet banking system based on cloud computing 

technology. Sanction is the most important threat which 

endangers these services. Sanctions cause services 

unavailability, loss of market and money. Information 

leakage is one of the most important threats to internet 

banking. This threat may cause a complete destruction of 

bank. These information leakages can be caused by some 

vulnerability such as internet threats, information 
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accessibility to other providers which cause the loss of 

customers, target market, reputation and whole business. 
Because of the provided infrastructure and software 

by cloud service providers; there is a threat of losing 
physical controls on internet banking operations from 
service providers. So organizations should consider 
providers' reputation, background, commitments and 
current customers. If provided services have low quality 
compared with other competitors and customers are not 
encountered by fast, convenient and accurate services, 
threat of substitution by competitors is considerable. Due 
to lack of standards for cloud computing and necessity of 
internet banking services integration with other internet 
banking services for transaction and other banking 
activities, data transaction between different providers 
may face some problems. Many agencies such as ISO are 
working on cloud computing standards. 

Because of the high priority of security issues for 
internet banking and investment power in cloud computing 
technology by these agencies, medium and small size 
internet banking services can be chosen to migrate on cloud 
computing technology and take advantage of its unique 
specifications. In Fig. 2, a method to help internet banking 
in the way of cloud computing adoption is presented. Fig. 2 
shows that whatever banking agencies want to invest more 
on internet banking based on cloud computing technology 
and have high security considerations, they can benefit 
from internet banking on private cloud IaaS. 

On the other hand, if they want to invest less on this 
technology and have lower security considerations, they 
can choose internet banking on public cloud IaaS. 

Cloud Computing provides more profit than 
traditional internet banking, so each of these two 
technologies will improve internet bank’s efficiency, 
profit, performance and etc.  

 

Fig. 2. Cloud computing adoption by internet banking 

The Fuzzy Delphi Method is a method based on the 
Delphi Method and the Fuzzy Theory. Using this model, 
extracted factors can be evaluated based on expert opinion. 
Due to the accurate collection and analysis of expert 
opinions, this model has been used. In order to use fuzzy 
Delphi method [45], Experts offer their opinion in the form 
of minimum value and most likely value, then average of 

expert opinion (number provided) and the degree of 
disagreement of any expert from the average is calculated. 

Fuzzy Delphi steps are as follows: 
1. Experts selection 
2. Preparation of the questionnaire 
3. Getting expert opinion and analysis 
4. If there is good consensus fuzzy Delphi process is 

finished otherwise back to step two 
In the first step, ten experts in the field of information 

technology and banking are selected then a questionnaire 
based on a literature research in four parts is prepared. 
These four parts include which Internet banking 
opportunities can be pursued utilizing the strengths of the 
cloud computing? (SO), which threats to the Internet 
banking can be reduced or removed through cloud 
computing strengths (ST), which opportunities for Internet 
banking are lost by cloud computing weaknesses (WO) 
and to which threats Internet banking are exposed due to 
cloud computing weaknesses (WT). 

The result of questionnaire is summarized in table 7. 
After experts opinion collection, their opinion is 

transformed to qualitative variables as a trapezoid-shaped 
fuzzy numbers low (0,0,2,4), medium (3,4,6,7) High 
(6,8,10,10) using equation (1). Then the average (mean) 
Am of all A

(i)
 is computed using equation (2) [45].  
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The result of these equations is summarized in table 8. 
Using equation (3) [45], for each expert, the difference 

between expert’s opinion and Am is calculated and sent 
back to the expert for reexamination. Then each expert 
sends their revised opinion as a trapezoidal fuzzy number 
based on this difference. In table 9, the revised expert 
opinion and the average of expert opinions obtained from 
the questionnaires are shown. 
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At next step, using equation (4) [45] the distance of 
two average fuzzy numbers from step one and two is 
calculated. If calculated difference be less than 2.0, the 
Delphi process achieved consensus and will be stopped 
[45]. The process could be repeated again and again until 
a consensus emerges.  
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According to smaller mean difference of 2.0, there is 

expert consensus on these factors after four rounds (the 
Results of 3rd and 4th questionnaires was the same). The 
result of this step is shown in tables 10-12. 

 

Low 

Low High 

Security 

Amount of investment 

Internet banking on 

Private Cloud IaaS 
 

Internet banking on 

Public Cloud IaaS 

Optional 

Optional 

High 
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Table 7. Result of first questionnaire 

 SWOT Statements 

The opinion among 10 experts 

The degree of agreement 

High Medium Low 

SO 

More profit for both bank and customers. 8 2 0 

Decrease in IT infrastructure costs and result in decrease of 

organization’s IT costs. 
9 1 0 

Innovation in services and new products. 7 2 1 

Service access from anywhere and at any time. 10 0 0 

Target market expand and more customer acquisition. 7 3 0 

Increase customer satisfaction. 6 2 2 

Staff education and training will be more effective and efficient. 5 4 1 

Service expansion using mobile cloud. 7 3 0 

Increase in the implementation of Internet banking by small and 
medium size organizations. 

8 2 0 

Service management and control form anywhere and at any time. 8 1 1 

Service integration using current standards. 6 2 2 

Convenience in transactions using current standards. 9 0 1 

ST 

Prevention of market loose using innovative and cost effective services. 5 3 2 

Security threats prevention using centralized services by provider. 5 4 1 

Quick service recovery with low costs. 8 2 0 

Better response to change in demand. 7 2 1 

High capability for high requests responses. 7 3 0 

WO 

Loose of market and investment because of sanctions. 9 0 1 

Loose of customers because of security and access problems. 4 5 1 

Loose of physical control on internet banking operations. 3 4 3 

Lack of service integration with other internet banking services 

because of lack of standards. 
5 5 0 

WT 

Lack of access to data because of sanctions. 4 3 3 

Information leakage because of security threats. 7 2 1 

Loose of reputation because current weaknesses. 3 5 2 

Low service quality and substitution by rivalry. 6 1 3 

 
    

S: Strengths, W:weaknesses, O: opportunities, T: threats 

Table 8. Average of opinions obtained from the first  

 SWOT Statements 
Average of experts’ opinions 

(trapezoidal fuzzy number) 

SO 

More profit for both bank and customers. [5.4,7.2,9.2,9.4] 

Decrease in IT infrastructure costs and result in decrease of 
organization’s IT costs. 

[5.7,7.6,9.6,9.7] 

Innovation in services and new products. [4.8,6.4,8.4,8.8] 

Service access from anywhere and at any time. [6,8,10,10] 

Target market expand and more customer acquisition. [5.1,6.8,8.8,9.1] 

Increase customer satisfaction. [4.2,5.6,7.6,8.2] 

Staff education and training will be more effective and efficient. [4.2,5.6,7.6,8.2] 

Service expansion using mobile cloud. [5.1,6.8,8.8,9.1] 

Increase in the implementation of Internet banking by small and 

medium size organizations. 
[5.4,7.2,9.2,9.4] 

Service management and control form anywhere and at any time. [5.1,6.8,8.8,9.1] 

Service integration using current standards. [4.2,5.6,7.6,8.2] 

Convenience in transactions using current standards. [5.4,7.2,9.2,9.4] 

ST 

Prevention of market loose using innovative and cost effective services. [3.9,5.2,7.2,7.9] 

Security threats prevention using centralized services by provider. [4.2,5.6,7.6,8.2] 

Quick service recovery with low costs. [5.4,7.2,9.2,9.4] 

Better response to change in demand. [4.8,6.4,8.4,8.8] 

High capability for high requests responses. [5.1,6.8,8.8,9.1] 

WO 

Loose of market and investment because of sanctions. [5.4,7.2,9.2,9.4] 

Loose of customers because of security and access problems. [3.9,5.2,7.2,7.9] 

Loose of physical control on internet banking operations. [3,4,6,7] 

Lack of service integration with other internet banking services 

because of lack of standards. 
[4.5,6,8,8.5] 

WT 

Lack of access to data because of sanctions. [3.3,4.4,6.4,7.3] 

Information leakage because of security threats. [4.8,6.4,8.4,8.8] 

Loose of reputation because current weaknesses. [3.3,4.4,6.4,7.3] 

Low service quality and substitution by rivalry. [3.9,5.2,7.2,7.9] 

S: Strengths, W:weaknesses, O: opportunities, T: threats 
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Table 9. Result of the second questionnaire 

 SWOT Statements 

The opinion among 10 experts 

The degree of agreement 

High, 

Medium, Low 
Average of experts’ opinions 

(trapezoidal fuzzy number) 

SO 

More profit for both bank and customers. 8,2,0 [5.4,7.2,9.2,9.4] 

Decrease in IT infrastructure costs and result in decrease of 

organization’s IT costs. 
9,1,0 [5.7,7.6,9.6,9.7] 

Innovation in services and new products. 8,1,1 [5.1,6.8,8.8,9.1] 

Service access from anywhere and at any time. 10,0,0 [6,8,10,10] 

Target market expand and more customer acquisition. 8,2,0 [5.4,7.2,9.2,9.4] 

Increase customer satisfaction. 7,2,1 [4.8,6.4,8.4,8.8] 

Staff education and training will be more effective and efficient. 6,4,0 [4.8,6.4,8.4,8.8] 

Service expansion using mobile cloud. 8,2,0 [5.4,7.2,9.2,9.4] 

Increase in the implementation of Internet banking by small 

and medium size organizations. 
9,1,0 [5.7,7.6,9.6,9.7] 

Service management and control form anywhere and at any time. 9,0,1 [5.4,7.2,9.2,9.4] 

Service integration using current standards. 7,2,1 [4.8,6.4,8.4,8.8] 

Convenience in transactions using current standards. 10,0,0 [6,8,10,10] 

ST 

Prevention of market loose using innovative and cost 

effective services. 
6,3,1 [4.5,6,8,8.5] 

Security threats prevention using centralized services by provider. 6,4,0 [4.8,6.4,8.4,8.8] 

Quick service recovery with low costs. 9,1,0 [5.7,7.6,9.6,9.7] 

Better response to change in demand. 8,1,1 [5.1,6.8,8.8,9.1] 

High capability for high requests responses. 9,1,0 [5.7,7.6,9.6,9.7] 

WO 

Loose of market and investment because of sanctions. 9,0,1 [5.4,7.2,9.2,9.4] 

Loose of customers because of security and access problems. 3,7,0 [3.9,5.2,7.2,7.9] 

Loose of physical control on internet banking operations. 2,6,6 [3,4,6,7] 

Lack of service integration with other internet banking 

services because of lack of standards. 
6,4,0 [4.8,6.4,8.4,8.8] 

WT 

Lack of access to data because of sanctions. 4,4,2 [3.6,4.8,6.8,7.6] 

Information leakage because of security threats. 7,2,1 [4.8,6.4,8.4,8.8] 

Loose of reputation because current weaknesses. 2,7,1 [3.3,4.4,6.4,7.3] 

Low service quality and substitution by rivalry. 7,0,3 [4.2,5.6,7.6,8.2] 
  

 
 

S: Strengths, W:weaknesses, O: opportunities, T: threats 

Table 10. Mean difference of the first and second questionnaires  

 SWOT Statements 
Difference of 

experts opinions 

SO 

More profit for both bank and customers. 0 
Decrease in IT infrastructure costs and result in decrease of organization’s IT costs. 0 
Innovation in services and new products. 0.35 > 0.2 
Service access from anywhere and at any time. 0 
Target market expand and more customer acquisition. 0.35 > 0.2 
Increase customer satisfaction. 0.7 > 0.2 
Staff education and training will be more effective and efficient. 0.7 > 0.2 
Service expansion using mobile cloud. 0.35 > 0.2 
Increase in the implementation of Internet banking by small and medium size organizations. 0.35 > 0.2 
Service management and control form anywhere and at any time. 0.35 > 0.2 
Service integration using current standards. 0.7 > 0.2 
Convenience in transactions using current standards. 0.7 > 0.2 

ST 

Prevention of market loose using innovative and cost effective services. 0.7 > 0.2 
Security threats prevention using centralized services by provider. 0.7 > 0.2 
Quick service recovery with low costs. 0.35 > 0.2 
Better response to change in demand. 0.35 > 0.2 
High capability for high requests responses. 0.7 > 0.2 

WO 

Loose of market and investment because of sanctions. 0 
Loose of customers because of security and access problems. 0 
Loose of physical control on internet banking operations. 0 
Lack of service integration with other internet banking services because of lack of standards. 0.35 > 0.2 

WT 

Lack of access to data because of sanctions. 0.35 > 0.2 
Information leakage because of security threats. 0 
Loose of reputation because current weaknesses. 0 
Low service quality and substitution by rivalry. 0.35 > 0.2 

S: Strengths, W:weaknesses, O: opportunities, T: threats 
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Table 11. Result of the third questionnaire 

 SWOT Statements 

The opinion among 10 experts Difference of 

experts opinions 

(2nd and 3rd round) 

High, 
Medium, Low 

Average of 

experts’ opinions 

SO 

More profit for both bank and customers. 8,2,0 [5.4,7.2,9.2,9.4] 0 

Decrease in IT infrastructure costs and result 

in decrease of organization’s IT costs. 
9,1,0 [5.7,7.6,9.6,9.7] 0 

Innovation in services and new products. 8,1,1 [5.1,6.8,8.8,9.1] 0 

Service access from anywhere and at any time. 10,0,0 [6,8,10,10] 0 

Target market expand and more customer acquisition. 8,2,0 [5.4,7.2,9.2,9.4] 0 

Increase customer satisfaction. 7,2,1 [4.8,6.4,8.4,8.8] 0 

Staff education and training will be more 

effective and efficient. 
7,3,0 [5.1,6.8,8.8,9.1] 0.35 > 0.2 

Service expansion using mobile cloud. 8,2,0 [5.4,7.2,9.2,9.4] 0 

Increase in the implementation of Internet banking 

by small and medium size organizations. 
9,1,0 [5.7,7.6,9.6,9.7] 0 

Service management and control form 
anywhere and at any time. 

9,0,1 [5.4,7.2,9.2,9.4] 0 

Service integration using current standards. 8,1,1 [5.1,6.8,8.8,9.1] 0.35 > 0.2 

Convenience in transactions using current standards. 10,0,0 [6,8,10,10] 0 

ST 

Prevention of market loose using innovative 
and cost effective services. 

7,2,1 [4.8,6.4,8.4,8.8] 0.35 > 0.2 

Security threats prevention using centralized 

services by provider. 
8,1,1 [5.1,6.8,8.8,9.1] 0.35 > 0.2 

Quick service recovery with low costs. 9,1,0 [5.7,7.6,9.6,9.7] 0 

Better response to change in demand. 8,1,1 [5.1,6.8,8.8,9.1] 0 

High capability for high requests responses. 9,1,0 [5.7,7.6,9.6,9.7] 0 

WO 

Loose of market and investment because of sanctions. 9,0,1 [5.4,7.2,9.2,9.4] 0 
Loose of customers because of security and access problems. 2,8,0 [3.6,4.8,6.8,7.6] 0.35 > 0.2 

Loose of physical control on internet banking operations. 1,8,1 [3,4,6,7] 0 

Lack of service integration with other internet 
banking services because of lack of standards. 

7,3,0 [5.1,6.8,8.8,9.1] 0.35 > 0.2 

WT 

Lack of access to data because of sanctions. 3,6,1 [3.6,4.8,6.8,7.6] 0 

Information leakage because of security threats. 8,1,1 [5.1,6.8,8.8,9.1] 0.35 > 0.2 

Loose of reputation because current weaknesses. 1,9,0 [3.3,4.4,6.4,7.3] 0 

Low service quality and substitution by rivalry. 7,0,3 [4.2,5.6,7.6,8.2] 0 

S: Strengths, W:weaknesses, O: opportunities, T: threats 
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Table 12. Result of the fourth questionnaire 

 SWOT Statements 

The opinion among 

10 experts 

Average of 

experts’ opinions 

(trapezoidal 

fuzzy number) 

Difference of 

experts opinions 

(3nd and 4th round) High, Medium, Low 

SO 

More profit for both bank and customers. 8,2,0 [5.4,7.2,9.2,9.4] 0 

Decrease in IT infrastructure costs and result in 
decrease of organization’s IT costs. 

9,1,0 [5.7,7.6,9.6,9.7] 0 

Innovation in services and new products. 8,1,1 [5.1,6.8,8.8,9.1] 0 

Service access from anywhere and at any time. 10,0,0 [6,8,10,10] 0 

Target market expand and more customer acquisition. 8,2,0 [5.4,7.2,9.2,9.4] 0 

Increase customer satisfaction. 7,2,1 [4.8,6.4,8.4,8.8] 0 

Staff education and training will be more effective 

and efficient. 
7,3,0 [5.1,6.8,8.8,9.1] 0 

Service expansion using mobile cloud. 8,2,0 [5.4,7.2,9.2,9.4] 0 

Increase in the implementation of Internet banking 
by small and medium size organizations. 

9,1,0 [5.7,7.6,9.6,9.7] 0 

Service management and control form anywhere 

and at any time. 
9,0,1 [5.4,7.2,9.2,9.4] 0 

Service integration using current standards. 8,1,1 [5.1,6.8,8.8,9.1] 0 

Convenience in transactions using current standards. 10,0,0 [6,8,10,10] 0 

ST 

Prevention of market loose using innovative and 

cost effective services. 
7,2,1 [4.8,6.4,8.4,8.8] 0 

Security threats prevention using centralized 
services by provider. 

8,1,1 [5.1,6.8,8.8,9.1] 0 

Quick service recovery with low costs. 9,1,0 [5.7,7.6,9.6,9.7] 0 

Better response to change in demand. 8,1,1 [5.1,6.8,8.8,9.1] 0 

High capability for high requests responses. 9,1,0 [5.7,7.6,9.6,9.7] 0 

WO 

Loose of market and investment because of sanctions. 9,0,1 [5.4,7.2,9.2,9.4] 0 

Loose of customers because of security and access 
problems. 

2,8,0 [3.6,4.8,6.8,7.6] 0 

Loose of physical control on internet banking operations. 1,8,1 [3,4,6,7] 0 

Lack of service integration with other internet 

banking services because of lack of standards. 
7,3,0 [5.1,6.8,8.8,9.1] 0 

WT 

Lack of access to data because of sanctions. 3,6,1 [3.6,4.8,6.8,7.6] 0 

Information leakage because of security threats. 8,1,1 [5.1,6.8,8.8,9.1] 0 

Loose of reputation because current weaknesses. 1,9,0 [3.3,4.4,6.4,7.3] 0 

Low service quality and substitution by rivalry. 7,0,3 [4.2,5.6,7.6,8.2] 0 

S: Strengths, W:weaknesses, O: opportunities, T: threats 

 

6. Conclusions 

Cloud computing is a new technology in IT service 

provision. Using cloud computing as a platform in 

internet banking service provision creates opportunities 

and threats. Because of the cost efficiency, availability, 

scalability, accuracy, innovation and efficiency features 

of cloud computing, it is proposed for internet banking 

section. Using this technology leads to more profit for 

both customers and banking, new products and services, 

market expansion and etc. nevertheless, some threats such 

as sanctions, information leakage, change in IT culture 

and substitution affect this technology. 

Banks can use cloud computing as a base for 

improving their services. Internet banking sectors have 

low level of security considerations and amount of 

investment on internet banking on public cloud IaaS. 

Other internet banking sectors which have high level of 

security needs and high amount of investment power can 

choose internet banking on private cloud IaaS. Others can 

choose between these two kinds of implementation. 

This paper has two main limitations. First limitation is 

the access to experts who have the knowledge and the 

experience to support researchers. Only limited access to 

experts in the research areas of cloud computing and 

internet banking was available in this study. Second 

limitation of this paper is the restricted number of 

literature reviews in terms of cloud computing and 

internet banking which can be expanded using more 

research on different aspect of these technologies. 

In future, we will try to assess internet banking states, 

opportunities and threats in Iran and opportunities and 

threat of cloud computing for Iranians' internet banking 

systems. Finally, we will try to provide some 

recommendation for Iranians internet banking in order to 

adopt cloud computing technology. 
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Abstract 
Median filters are commonly used for removal of the impulse noise from images. De-noising is a preliminary step in 

online processing of images, thus hardware implementation of median filters is of great interest. Hence, many methods, 

mostly based on sorting the pixels, have been developed to implement median filters. Utilizing vast amount of hardware 

resources and not being fast are the two main disadvantages of these methods. In this paper a method for filtering images 

is proposed to reduce the needed hardware elements. A modular pipelined median filter unit is first modeled and then the 

designed module is used in a parallel structure. Since the image is applied in rows and in a parallel manner, the amount of 

necessary hardware elements is reduced in comparison with other hardware implementation methods. Also, image 

filtering speed has increased. Implementation results show that the proposed method has advantageous speed and 

efficiency. 

 

Keywords: Image Processing, Noise Reduction, Median Filter, Hardware Implementation, FPGA. 
 

 

1. Introduction 

Impulse noise or salt and pepper noise usually 

corrupts images during image capture or transmission. 

This noise may be found in situations where quick 

transients, such as faulty switching, take place during 

imaging. Impulse noise appears as black and white dots 

in some random pixels of an image. As a result, the 

effectiveness and accuracy of image’s subsequent 

processes (such as edge detection, segmentation, feature 

extraction and pattern recognition) will be negatively 

affected [1]. Median filter is a nonlinear filter, which is 

common and effective tool for removing impulse noise 

from images. By sweeping a noisy image and outputting 

median value of the median window, median filter can 

significantly reduce the amount of impulse noise. De-

noising is an important operation in image pre-

processing. This process is usually performed online and 

inside camera’s hardware. The de-noised image can then 

be further processed to obtain necessary information. 

Therefore, hardware implementation of median filter is 

of great importance for the purpose of online image de-

noising and preparing the image for principal processing.  

A variety of studies have been done on hardware 

implementation of median filters [2]-[6]. For 

implementing the median filter a method, called 

standard method, is the sorting of pixels and extracting 

the middle value of the sorted pixels as the filter’s 

output [2]. Karaman et al. [3] propose a change to the 

standard method by dealing with samples in a bitwise 

manner, needing only single bit sorters. The strength of 

regular array architectures is that they can be pipelined 

down to a single compare-swap stage. This means high 

throughput and frequency. Instead of standard sorting of 

all pixels, multilayer sorting, as explained in [5], could 

also be used. Implementation of the median filter by 

means of trace transform is yet another important study. 

In that method, instead of sorting of the pixels, numbers 

of all pixel values are recorded. The pixel that sum of 

the recorded numbers of its previous pixels is half of the 

sum of all pixel value numbers, will be the output. This 

method is effective for large windows, but in small 

windows (such as 3×3) vast hardware resources are 

required and this method is not suitable [5]. Use of a 

threshold value for computing the output of the median 

filter is presented in [6]. Some other studies are about 

implementing other filters with equivalent performance 

with median filters for image de-noising applications 

[7]-[12]. There are also studies about implementation of 

median and equivalent filters at VLSI level for costume 

IC design in order to boost clock pulse frequency and 

decrease usage area of the chip [13,14]. 

In this paper, a pipelined structure is proposed for 

implementing median 3×3 filter. The structure reduces 

necessary registers for filter implementation up to 50%. 
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Afterwards, based on this structure, a pipelined method 

is introduced for reading images in a row by row manner 

and de-noising them. By using parallel modules in the 

proposed method, speed of the filter is significantly 

increased in comparison with sweeping the image by a 

3×3 window. 

In Section 2, various median filter implementation 

methods including standard and multilayer 

implementations are described. Afterwards, in Section 3, 

the proposed method for implementing median filter, 

reading images and applying the filter on them, is 

introduced. In Section4, simulation results are presented. 

Eventually, concluding remarks are presented in Section 5. 

2. Standard and Multilayer Implementations 

of Median Filter 

Median filter is a spatial filtering operation, so it uses 

a 2-dimensional mask that is applied to each pixel in the 

input image. To apply the mask means to center it in a 

pixel, evaluating the covered pixel values and 

determining which brightness value is the median value. 

The median value is determined by placing the pixel 

values in ascending order and selecting the center value 

[1]. The obtained median value will be the value for that 

pixel in the output image. Fig. 1 shows how a median 

window is applied to a part of an input image. 

Since bigger windows may eliminate small edges of 

the input image, usually a 3×3 median window is used for 

image filtering. Therefore, we will focus on hardware 

implementation of the 3×3 median filter. 

Sorting windowed pixels for extracting the median 

value is done usually with two methods: standard and 

multilayer. In the standard method, all 9 pixels of a 3×3 

median window are sorted together. For sorting the 

pixels, 8 bit comparator elements (or pixel comparators) 

are used [2]. The standard sorting algorithm structure for 

9 pixels of the window is depicted in Fig. 2. In this 

figure, each of the displayed elements, are 8 bit 

comparators. As shown in the figure, for sorting 9 pixels, 

9×(9-1)/2=36 comparators are needed. However, dark 

colored comparators are used for sorting all pixels and 

are not required for extracting the median value. Thus, 

30 comparator elements will be adequate to implement 

the standard method [5]. Interior structure of comparator 

elements is shown in Fig. 3. These elements compare 

two pixels, and send higher value pixel into the H output 

and lower pixel into the L output. 

124

Filtered image

123 125 126 130 140

122 124 126 127 135

118 120 150 125 134

119 115 119 123 133

111 116 110 120 130

Input image

Pixel values in order

115 119 120 123 124 125 126 127 150

 
 

Fig. 1. Filtering of an image by median filter. 

Median

 

Fig. 2. Standard sorting algorithm [5]. 
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Fig. 3. Internal structure of comparators [2]. 

Some changes could be made in the standard sorting 

algorithm to reduce required hardware elements for 

implementing the median filter. For this purpose, instead 

of sorting all 9 pixels together, each column of the 3×3 

median window is sorted independently in 3 sorting 

blocks. These sorting blocks sort the 3 input pixels in 

ascending order. Afterwards, outputs of the sorting blocks 

are grouped in 3 new sorting blocks and are sorted again 

in layer 2. By continuing this procedure, the median value 

could be extracted in the output of layer 3. This method is 

a multilayer implementation of the median filter. The 

multilayer sorting algorithm structure for 9 pixels of a 

3×3 window is depicted in Fig. 4 [4]. Each of the sorting 

blocks in Fig. 4 is constructed from 3 comparators, as 

shown in Fig. 5. 
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Fig. 4. Multilayer sorting of pixels. 

P1

P2

P3

L

M

H

 

Fig. 5. Structure of a 3 pixels sorting block. 

Multilayer implementation method has been proposed 

based on deleting non-median pixels. In fact, any pixel 

that is higher or lower than 5 of the other pixels in median 

window could not be the median value. By utilizing this 

logic, it could be proved that the output of the filter 

shown in Fig. 4 is the median pixel. This method uses 

only 7×3=21 comparator elements [15]. Pipeline structure 

for this method is introduced in [15]; this structure is 

displayed in Fig. 6. In the displayed structure, number of 

comparator elements is further reduced to only 15. In this 

structure, instead of sorting columns of the median 

window in different 3 pixels sorting blocks, by pipelining 

the hardware, one block is used to sort all columns in the 

layer one of filter. 

3. Proposed Method 

Median filter implementations that are introduced in 

previous section, must sweep the image to filter it; thus 

filtering of the whole image is slow and time consuming. 

To improve the filtering speed, at first, we propose a 

pipelined median multilayer structure, called 3-level 

pipelined filter. This structure is depicted in Fig. 7. In the 

proposed structure, there are 3 levels of filter and all 

levels are pipelined. This structure accepts 9 pixels as 

inputs and returns the median pixel as its output. 
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Fig. 6. Pipelined multilayer sorting structure [15] 
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Fig. 7. Proposed pipeline architecture for multilayer median filter  
(3-level pipelined filter). 

Although, in the 3-level pipelined filter, required 

hardware elements are more than the structure shown in 

Fig. 6; but, by introducing a useful method for reading 

images, these hardware elements could be decreased. By 

using some of the proposed 3-level pipelined filters in 

parallel form, hardware elements will be reduced. For the 

purpose of using parallel filters, image is transmitted to a 

pipelined hardware in a row by row structure. Thus, 

number of required filters is as same as number of pixels 

in a row of the image. Fig. 8 illustrates the manner of 

transmitting image pixels into the hardware. To increase 

clarity of the figure, only a few of the wires are illustrated. 

Each median block in Fig. 8 has the proposed 3-level 

pipelined filter structure demonstrated in Fig. 7. 

According to Fig. 7, there is no need to feed all 9 pixels 

into a 3-level pipelined filter block of Fig. 8. In fact, by 

using parallel blocks, only 3 pixels could be enough to be 

fed into one block. To modify the 3-level pipelined filter 

structure, in level 1 of the structure, the upper and lower 3 

pixel elements could be removed and instead of them, the 

3 pixel elements from the adjacent 3-level pipelined 

filters could be used. Thus only 3 pixels are fed into each 

3-level pipelined filter block of Fig. 8. 

For reading image pixels and transmitting them into 

the hardware, primary pixels of each 3 rows in Fig. 8 will 

be transmitted into block 1; secondary pixels of each 3 

rows in Fig. 8 will be transmitted into block 2, and so on, 

until the end of every 3 rows. 

In level 2 of the 3-level pipelined filter, outputs of 

level 1 are used. In each 3-level pipelined filter block in 

Fig. 8, outputs of levels 1 of next and previous blocks can 

be used as well as outputs of level 1 of the block itself as 

the inputs of level 2. 
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Fig. 8. Feeding of image into pipelined architecture. 

 

According to the proposed image feeding technique, 

the architecture per each output pixel to de-noise a noisy 

image is shown in Fig. 9. As indicated in the figure, this 

structure accepts three pixels of a column of median 

window as inputs, and computes the output of median 

window. Since median window should be repeated in a 

whole row of a noisy image to de-noise that row, the 

structure demonstrated in Fig. 9 should be repeated for 

each pixel of the row. In this architecture, for each pixel, 

5 comparators of the 3-inputs type are needed. Suppose 

that there are N pixels in each row of an image; for de-

noising this image with our proposed method N 

demonstrated structures are required; therefore, 

5×3×N=15N comparators are needed. 
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Fig. 9. Proposed pipelined multilayer median filter architecture for each 
pixel of image. 

For de-noising the whole row of an image, and 

subsequently de-noising the image, the proposed pipeline 

multilayer median filter architecture, indicated in Fig. 9, 

should be repeated for all pixels of the row. Furthermore, 

primary registers those are shown in Fig. 8, should be 

included. Accordingly, by replacing each of the 3-level 

pipelined filter blocks and below registers in Fig. 8, by 

the proposed pipelined multilayer median filter shown in 

Fig. 9, our proposed structure for low complexity 

hardware image de-noising, can be constructed. 

Architecture of the proposed method for de-noising 

images is depicted in Fig. 10. This architecture will be 

repeated for the whole row of an image. 

4. Simulation Results 

The performance accuracy of the proposed 

architecture for image de-noising was proved by 

simulating it using Active-HDL 8.1 software. Several 

images with different row lengths used as the input noisy 

images. Impulsive noises by different noise factors were 

added to the images to corrupt them. Afterwards, the 

noisy images were de-noised by the proposed structure. 

Fig. 11 displays simulation signals including: clock pulse, 

input row, and output row for a de-noising process. The 

output signal activates after 6 clock pulses; hence, 6 clock 

pulses are required for the first row to be de-noised. 

Afterwards, subsequent rows need only 1 clock pulse to 

be de-noised. Therefore, the latency of the proposed 

structure is 6. This was expected since there are 6 

registers in the path of each output pixel in the proposed 

structure as shown in Fig. 10. If the number of rows in an 

image is supposed to be M, the number of clock pulses 

those are needed to make the image de-noised, is equal to 

M+6. Moreover, as stated before in Section 3, if there are 

N pixels in each row of image; 5×3×N=15N pixel 

comparator elements are needed for de-noising this image 

with our proposed method. 

Fig. 12 shows the results of image de-noising by 

means of the proposed median filter. In this figure, the 

results of image de-noising by the proposed structure are 

compared by the outputs of image de-noising by the 3×3 

median filter in MATLAB software for three pictures. 

The pictures are corrupted by impulsive noise with 

different noise factors and the lengths of their rows are 

different. The length of image rows is 500 pixels for the 

left image and is 512 for the other ones. Accordingly, the 

proposed structure is established twice, both for 500 

pixels and for 512 pixels. 

In Fig. 12, original images, noisy images (10% of pixels 

are corrupted by salt and pepper noise for the two left 

images and 20% of pixels are corrupted for the two right 

ones), and de-noised images, both with the proposed 

median filter and with median filter in MATLAB, are 

displayed for both images.  Also, the images which are 

de-noised by means of the 3×3 mean filter in MATLAB 

are displayed in the figure. As displayed in the figure, the 

proposed median filter could de-noise the noisy images 

with desired efficiency. Moreover, the priority of the 

proposed filter over the mean filter in image de-noising 

can be concluded. 

In order to further illustrate the performance of the 

proposed filter, in Fig. 13 we have compared the 

produced histograms of different filters. Figure 13 (a) 

illustrates the original image and its histogram. The image 

has a relatively distributed histogram with all levels of 

gray-scale values. Figure 13(b) shows the noisy image 

due to 10 percent salt and pepper noise. The histogram of 

noisy image shows high number of induced zero points 

(peppers) and large number of white pixels (salts). The 



 

Journal of Information Systems and Telecommunication, Vol. 2, No. 2, April-June 2014 

 

91 

effect of mean filter is shown in Fig. 13 (c) where the 

quality of the produced image may be better than the 

noisy image but still is far from desirable. While the 

histogram of the original image has three distinct peaks, 

the histogram of the mean filter is very much flat and 

barely contains the three mentioned peaks. On the other 

hand, Fig. 13 (d) shows the output of our median filter 

where the image and its histogram are very close to the 

original image and its histogram. 

The proposed architecture was further simulated in 

Xilinx ISE 11.1 software to determine the required 

hardware elements and maximum clock frequency. A 

Virtex5 family FPGA, XC5VTX240T, was used as the 

target device. Different implementation methods of the 

median filter were synthesized separately; and necessary 

hardware elements for implementing the filter using each 

method were computed based on the device’s resources. 

The proposed median window architecture was compared 

with the standard median filter [2], multilayer median 

filter [4] and the pipelined multilayer median filter 

introduced in [15]. Required hardware resources and 

minimum filter’s delay for all methods were computed and 

are shown in Table 1. 
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Fig. 10. Architecture of proposed method for image de-noising (structure for only 4 pixels is shown). 

 

Fig. 11. Three principle simulation signal 
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Fig. 12. (a) Original images; (b) noisy images by 10% and 20% salt and pepper noise for the left and right images respectively; (c) images denoised by 

the proposed method; (d) images denoised by median filter in MATLAB software; (e) image de-noising by mean filter in MATLAB software. 
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(a) 

  
(b) 

  

(c) 

  
(d) 

Fig. 13. Comparison between output of our filter and that of a 3x3 mean 

filter using histograms, (a) original image, (b) noisy image due to 10% salt 
and pepper noise, (c) output of mean filter, (d) output of our median filter 

 

Table 1. Synthesis results for different median filter implementation 

methods. 

Method # of LUTs # of DFFs Delay (ns) 

Standard [2] 552 0 34.614 

Multilayer [4] 316 0 33.787 

Pipelined multilayer [15] 224 768 2.006 

Proposed method 224 384 1.947 

 

According to the results demonstrated in Table 1, in 

comparison with pipelined multilayer median filter [15], 

the proposed architecture has up to 50% reduction in the 

required registers; also it has increased speed of the 

hardware up to 3%. In each of these methods (the 

proposed and the pipelined multilayer[15]), needed LUTs 

for implementing the filter is 29% lower than the 

multilayer median and 57% lower than the standard 

median filter. Also, using the proposed structure can lead 

to filter speed increase between 1.025 to 17.78 times in 

comparison with the other pipelined and not pipelined 

median filter implementation methods. 

5. Conclusions 

In this paper, a method for implementing the median 

filter was proposed to reduce required hardware elements 

and to increase the processing speed. In the proposed 

method, images are applied to the filter in rows and with a 

pipelined method. Filter elements are pipelined, too. 

Accuracy of the proposed architecture in removing salt 

and pepper noise was demonstrated by de-noising of 

sample noisy images. The synthesis results revealed that 

the proposed method could increase filter speed up to 3% 

and decrease the required hardware elements up to 50% in 

comparison with the existing pipelined multilayer median 

filter structure. 

 

 

 

References 
[1] R. C. Gonzalez and R. E. Woods, Digital Image Processing, 

2nd ed. New Jersey: Prentice Hall, 2008, pp. 225-227. 

[2] D. Richards, “VLSI median filters”, IEEE Transaction on 

Acoustics, Speech and Signal Processing, Vol. 38, No. 1, 

1990, pp. 145-153. 

[3] M. Karaman, L. Onural and A. Atalar, “Design and 

implementation of a general-purpose median filter unit in 

CMOS VLSI,” IEEE Journal of Solid-State Circuits, Vol. 

25, No. 2, 1990, pp. 505–13. 

[4] J. L. Smith, “Implementing Median Filters in XC4000E 

FPGAs”, XCell, Vol. 23, No. 4, 1996, p. 16. [Online]. Available: 

http://users.utcluj.ro/~baruch/resources/Image/xl23_16.pdf 

 

 

 

 
[5] S. A. Fahmy, P. Y. K. Cheung and W. Luk, “Novel FPGA-

based implementation of median and weighted median 

filters for image processing”, in Proc. 2005 International 

Conference on Field Programmable Logic and 

Applications FPL, pp. 142-147. 

[6] A. Burian and J. Takala, “VLSI-efficient implementation of full 

adder-based median filter “, in Proc. 2004 IEEE International 

Symposium on Circuit and Systems, Vol. 2, pp. 817-820. 

[7] H. S. Yu, J. Y. Lee and J. D. Cho, “A fast VLSI 

implementation of sorting algorithm for standard median 

filters”, in Proc. 1999 IEEE International ASIC\SOC Conf., 

pp. 387-390. 

0 50 100 150 200 250
0

500

1000

1500

2000

2500

3000

0 50 100 150 200 250
0

500

1000

1500

2000

2500

0 50 100 150 200 250 300
0

500

1000

1500

2000

2500

3000

3500

http://users.utcluj.ro/~baruch/resources/Image/xl23_16.pdf


 

Zamani HosseinAbadi, Samavi & Karimi, Low Complexity Median Filter Hardware for Image Impulsive … 

 

94 

[8] C. T. Chen, L. G. Chen and J. H. Hsiao, “VLSI implementation 

of a selective median filter”, IEEE Transaction of Consumer 

Electronics, Vol. 42, No. 1, 1996, pp. 33-42. 

[9] L. Breveglieri and V. Piuri, “Digital median filters”, Journal 

of VLSI Signal Processing Systems for Signal, Image and 

Video Technology, Vol. 31, No. 3, 2002, pp. 191-206. 

[10] K. S. Srinivasan and D. Ebenezer, “A New Fast and 

Efficient Decision- Based Algorithm for Removal of High-

Density Impulse Noises”, IEEE Signal Processing Letter, 

Vol.14, No.3, 2007, pp. 189-192. 

[11] T. Matsubara, V.G. Moshnyaga and K. Hashimoto, "A 

FPGA implementation of low-complexity noise removal.", 

17th IEEE International Conference on Electronics, 

Circuits, and Systems (ICECS), IEEE, 2010. 

[12] D. Prokin and M. Prokin, "Low hardware complexity 

pipelined rank filter", IEEE Transactions on Circuits and 

Systems II: Express Briefs, Vol.57, No.6, 2010, pp. 446-450. 

[13] C.Y. Lien, C.C. Huang, P.Y. Chen and Y.F. Lin, "An 

efficient denoising architecture for removal of impulse 

noise in images", IEEE Transactions on Computers, Vol.62, 

No. 4, 2013, pp. 631-643. 

[14] P. Chen, C. Lien and H. Chuang, "A low-cost VLSI 

implementation for efficient removal of impulse noise", 

IEEE Transactions on Very Large Scale Integration (VLSI) 

Systems, Vol.18, No.3, 2010, pp. 473-481. 

[15] K. Vasanth, S. Nirmal raj, S. Karthik and P. Preetha mol, 

“FPGA implementation of optimized sorting network 

algorithm for median filters”, in Proc. 2010 International 

Conference on Emerging Trends in Robotics and 

Communication Technologies (INTERACT),  pp. 224-229. 

Hossein Zamani Hosseinabdi was born in 1988 in Isfahan, Iran. 
He received his B.Sc. and M.Sc. degrees in Electrical 
Engineering from the Department of Electrical and Computer 
Engineering, Isfahan University of Technology, Isfahan, Iran in 
2010 and 2013 respectively. His research interests include 
analog/mixed signal integrated circuits, implementable and 
wearable electronics, hardware implementation of signal 
processing algorithms and digital signal processing. 
 
Shadrokh Samavi is a Professor of Computer Engineering at 
Isfahan University of Technology, Iran.  He is also an Adjunct 
Professor at the ECE department of McMaster University where he 
is a member of the Multimedia Signal Processing Lab. Professor 
Samavi completed a B.S. degree in Industrial Technology and 
received a B.S. degree in Electrical Engineering at California State 
University, a M.S. degree in Computer Engineering at the 
University of Memphis and a Ph.D. degree in Electrical 
Engineering at Mississippi State University, U.S.A. Dr. Samavi is a 
Registered Professional Engineer (PE), USA. He is also a member 
of IEEE and a member of Eta Kappa Nu and Tau Beta Pi honor 
societies. Shadrokh Samavi's research interests are in the areas of 
image processing and hardware implementation and optimization 
of image processing algorithms.  He is also interested in 
compression and processing of biomedical images, as well as, 
VLSI design and computer arithmetic. 
 
Nader Karimi received the B.S. degree (summa cum laude) in 
computer engineering from Azad University, Arak Branch, Iran, in 
2002 and the M.Sc. and Ph.D. degrees (honor) in computer 
engineering and electrical engineering from Isfahan University of 
Technology (IUT), Iran, in 2004 and 2012, respectively. He is 
currently an Assistant Professor at the Department of Electrical 
and Computer Engineering, Isfahan University of Technology. His 
research interests are image compression, hardware 
implementation and optimization of image processing algorithms, 
and watermarking. 

 

 

 

 

 

 

 

 

 

 

 



 

Journal of Information Systems and Telecommunication, Vol. 2, No. 2, April-June 2014 

 
* Corresponding Author 

95 

A Stochastic Lyapunov Theorem with Application to Stability 

Analysis of Networked Control Systems 

Babak Tavassoli* 
Department of Electrical and Computer Engineering, K.N Toosi University of Technology., Tehran, Iran 

tavassoli@kntu.ac.ir 

Parviz Jabehdar-Maralani 
Department of Electrical and Computer Engineering, University of Tehran, Tehran, Iran 

pjabedar@ut.ac.ir 

 

Received: 02/Jul/2013            Accepted: 12/Apr/2014 

 

Abstract 
The source of randomness in stochastic systems is an input with stochastic behavior as treated in the existing literature. 

Special types of stochastic processes such as the Wiener process or the Brownian motion have served as an adequate 

model of such an input for years. The body of stochastic systems theory is elegantly shaped around such input models. An 

example is the Itô’s formula. With development of new applications, we are faced with various phenomena that are more 

demanding from a stochastic modeling approach. 

To cope with this problem we restate the stochastic Lyapunov theorem such that it can be applied to a wider class of 

stochastic systems. In this paper stochastic systems are considered without imposing assumptions on the nature of the 

stochastic input and the way it affects the sample trajectories. Lyapunov stability theorem is represented for this type of 

systems in terms of a stability notion that generalizes the notion of stability in moments. As a result, the new theorem 

finds a larger domain of applications while it can be reduced to some known versions of the stochastic Lyapunov theorem.  

As an application, an existing deterministic result for nonlinear networked control systems is extended to a more practical 

probabilistic setting which extends the available analysis tools for checking the stability of continuous-time nonlinear 

networked control systems in the stochastic setting. The results are applied to a two-channel magnetic levitation system 

which is controlled over a local communication network to obtain a bound on the rate of transmission failures due to the 

presence of noise in the industrial environment. 

 

Keywords: Networked Control Systems, Nonlinear Systems, Stochastic Systems, Lyapunov Theorem, Delayed Systems. 
 

 

1. Introduction 

In many applications, stability of a control system 

should be studied in presence of some random behavior. 

The theory of stochastic differential equations (SDEs) is 

used for this purpose [1,2,3,4]. An SDE can be regarded as a 

differential equation which depends on a stochastic process. 

The theory of SDEs is mainly developed for Itô SDE [4] 

and its applications to stochastic control problem are usually 

based on extensions of Lyapunov theorem [5,6,7]. There are 

problems that cannot be modeled using the Itô SDE like the 

random switched system in [8]. Another problem is the 

networked control system (NCS) analysis problem 

considered in this work. The difficulty is to model the 

stochastic phenomena as a Brownian motion to act as an 

input of the Itô SDE which is not always possible. 

Several approaches have been used for handling NCS 

problems [9,10]. Two important issues are handling the 

stochastic effects such as communication delay and loss 

in the NCS [11]. LQG problem for linear NCSs with 

stochastic delays and packet losses is studies for example 

in [12,13]. An in-depth investigation of an NCS problem 

may lead to more detailed modeling and analysis, such as 

the relationship between stability and noise characteristics 

in [14], or network scheduling and topology related issues 

in [15,16]. Some basic works regarding nonlinear NCS 

are [17,18,19] where the network induced error is defined 

and modeled as a perturbation.  

In this work, the Lyapunov stability method is 

presented in an abstract setting with respect to the Itô 

SDE stability analysis. In the Itô SDE, the usual source of 

randomness is an stochastic input. This input has certain 

properties that result in the Itô formula which is the basis 

of the related Lyapunov based stochastic stability analysis 

methods. However, our results are not based on the Itô 

formula which enables us to apply our results to an NCS 

problem (and possibly other new applications). For this 

purpose, a stability notion which is more suitable is used. 

Additional efforts may be required for applying the 

results to a problem. But, in return the results may be used 

for a wider class of applications. The main motivation of 

this work is its application in extending the NCS analysis 

performed in [17] in which the effect of shared 

communication on a nonlinear NCS is studied in a 

deterministic setting. The results of this paper are applied 

to obtain a practical probabilistic NCS analysis. Due to 

possibility of significant delays in an NCS, the Lyapunov 

results are presented for delayed systems to facilitate 

extension of the NCS analysis to delayed case in future. 

This paper is an enhanced version of [20] where the 
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formulation of NCS analysis is improved and a new 

section is added to present an application of the results to 

a practical NCS problem. 

In section two, the considered SDE is described. Also, 

the stability notions will be presented and their relations 

will be clarified. Section three contains the Lyapunov 

stability results. Extension of the NCS problem in [17] is 

studied in section four followed by an example. A 

practical case-study is studied in section five and 

conclusions are made at the end.  

2. Preliminaries 

Notation: Throughout the paper, the set of real 

numbers (-∞,∞) is indicated by ℝ and the set of 

non-negative real numbers [0,∞) is indicated by ℝ¯+ 

where ∞ is the positive infinity. Euclidian norm of a 

vector x is denoted by ||x||. For an arbitrary set A, the set 

of mappings from A to ℝn is denoted by C
n
(A) and the set 

of stochastic processes with sample paths in C
n
(A) is 

denoted by ℬn
(A). For  C

n
(A), ∞-norm is defined as 

|||| = supA ||()||. For  C
n
(ℝ) and tℝ, history of 

 at t denoted by tC
n
(ℝ̄+

) is defined as t() = (t) 

for any ℝ̄+
. This convention is used to indicate an 

argument of a functional [21,22]. Accordingly, if 

 ℬ
n
(ℝ) and tℝ then the history t ℬ

n
(ℝ̄+

) can be 

defined as t() = (t-). Probability of an event A is 

denoted by P(A). 

2.1 The class of systems to be considered 

The mathematical description of the class of systems 

considered in this paper is given by the stochastic 

functional differential equation (1) where tℝ is a time 

instant, x(t)ℝn
 is the state vector,  ℬ

m
(ℝ) and f : 

C
n
(ℝ̄+

)ℝℝm
  ℝn

 is a functional. 
 

 ̇( )   (      ( ))      (1) 
 

Because of the randomness caused by , the state x is 

also a stochastic process. The initial time is denoted by t0 

up to which the state information is available. 

The functional f is assumed to satisfy (2) for every 

C
n
, tℝ,  ℝ

m
 which indicates that x=0 (or the origin) 

is an equilibrium solution of (1). 
 

‖ ‖            (     )      (2) 
 

Remark 2.1: The theory of stochastic differential 

equations (SDEs) is mainly concerned with the Itô SDE [4]. 

In an Itô SDE, (t) is basically a white noise process and f 

is affine with respect to . There are existence and 

uniqueness results for solution of Itô SDEs with delays [21]. 

Assumption 1: In this paper it will be assumed that (1) 

has a unique solution xℬn
(ℝ) for every initial conditions. 

We are interested in determining the stability of (1) 

where the concept of stability is presented in the next part.  

2.2 Definition of stability 

Three important stability notions in the literature are 

stability in probability, stability in p-th moment and almost 

sure stability. In this paper we will work with a generalized 

version of stability in p-th moment, which is also related to 

stability in probability (definition 2.2 in the following). 

Definition 2.1: A continuous function u: ℝ̄+
 ℝ̄+

, 

u(0)=0, is said to belong to class Kd if it is non-decreasing 

and u()>0 for  >0. For u1, u2 Kd it is said that u1 

covers u2 if there exist c > 0 such that u1()  c u2() for 

every  ℝ̄+
. 

Definition 2.2: For a class Kd function h, the 

equilibrium x=0 of system (1) is h-mean stable if for any 

 >0 there exist (, t0) > 0 such that for any t  t0 (3-1) 

holds. Moreover, x=0 is asymptotically h-mean stable if 

it is h-mean stable and there exists  (t0) > 0 such that 

(3-2) holds. 

||xt0
|| <    E{h(||x(t )||)} <    (3-1) 
 

||xt0
|| <    limt→∞ E{h(||x(t )||)} = 0   (3-2) 
 

Remark 2.2: If we select h as h() =  
p
 for some p>0, 

definition of stability in p-th moment in [3] is retrieved. 

Stability in second moment or mean square stability, is a 

very practical stability concept specially for linear systems. 

Definition of stability in probability from [3] with a 

few modifications to express it for (1) is as below. 

Definition 2.3: The equilibrium x=0 of system (1) is 

stable in probability if for every pair 1, 2 > 0, there 

exists (1,2,t0) > 0 such that (4-1) holds for any t  t0. 

Also, x=0 is asymptotically stable in probability if it is 

stable in probability and for every  > 0, there exists 

 (  t0) > 0 such that (4-2) holds. 
 

‖   ‖           *‖ ( )‖    +      (4-1) 
 

‖   ‖   ̃               *‖ ( )‖   ̃+    (4-2) 
 

Relationship between h-mean stability and stability in 

probability is stated as proposition 2.1 (proof is omitted). 

Proposition 2.1: The system (1) is stable in 

probability if and only if there exists a Kd function h such 

that (1) is h-mean stable. Moreover, (1) is asymptotically 

stable in probability if there exists a Kd function h such 

that (1) is asymptotically h-mean stable. 

Remark 2.3: Any of the above stability properties is 

said to be global when the value of related functions  or  

can be made arbitrarily large by adjusting their first 

argument. Moreover, a stability property is said to be 

uniform if the related functions  or 
t0 (similar to the delay-free deterministic case in [23]). 

Remark 2.4: The stability property of a stochastic 

system can have different qualities. A system may be 

stable in first moment but not mean square stable. Due to 

proposition 2.1, quality of stability for a system that is 

stable in probability can be studied by finding h. For 

example, a faster growth of h can imply a better 

convergence. Therefore, the h-mean stability is a strong 

and exact stability notion. 
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3. Stability Theorem 

In this section the main results of the paper is 

presented. First a Lyapunov theorem is proposed for the 

delayed system (1). Then, the theorem is rewritten for the 

special case of a delay free system. 

3.1 Delayed systems 

The Lyapunov stability theorem for (1) is as below. 

Theorem 3.1: The system (1), is w1-mean stable if 

there is a differentiable functional V: C
n
(ℝ̄+

)ℝ ℝ̄+
 

satisfying (5) for some w1,w2Kd and there exist rℝ̄+
 

such that E{
d
/dtV(xt,t)} is well-defined and non-positive 

for every ||xt0
||∞< r, t  t0. Also, (1) is asymptotically 

h-mean stable for hKd if there exist uKd such that 

||xt0
||∞< r implies E{

d
/dtV(xt,t)}  -E{u(||x(t)||)} for every 

t  t0 and h is covered by both u and w1. 
 

  (‖ ( )‖)   (    )    (‖ ‖ )  (5) 
 

Proof: According to Equation (1), every sample path 

of x is differentiable with respect to t. Hence, due to 

differentiability of V, the time derivative of V exists and it 

can be easily shown that the time derivation operator d/dt 

commutes with the expectation operator E as below.  
 

 {
 

  
 (    )}   {   

   

 (    )   (    )

   
}                     

   
   

 * (    )+   * (    )+

   
 
 

  
 * (    )+               

 

 

  
 * (    )+   {

 

  
 (    )}    (6) 

 

Also, according to continuity of w2, for every  > 0 we 

can select 0 <  < r such that (7) is satisfied. 
 

w2() <       (7) 
 

Theorem 3.1 has two parts, proved in the following. 

Part 1: According to the selected  < r and conditions 

of the theorem, if we select ||xt0
||∞<   then E{

d
/dtV}  0 

and consequently 
d
/dtE{V}  0 due to (6). This implies 

non-increasing behavior of E{V} with time. Using this 

fact, (5) and (7) one can write (8) which proves the first 

part according to definition 2.2. 
 

E{w1(||x(t)||)}  E{V(xt,t)}  V(xt0,t0)  w2() <   (8) 
 

Part 2: For  and  in (7) and ||xt0
||∞<  we have (9) 

which implies decreasing behavior of E{V} and (8) as in 

previous part of proof. 
 

E{
d
/dtV(xt,t)} < E{u(||x(t)||)} < 0   (9) 
 

Since 0E{V} < , its decreasing behavior implies that 

m = limt∞ E{V} is a constant between 0 and . Now we 

define V̂(xt,t) = m + t


 E{u(||x(s)||)}ds. According to (9), it 

follows that m  V̂ (xt,t)  E{V(xt,t)} and consequently 

limt∞ E{V̂}= m (using the squeeze lemma). By definition 

of V̂ we have 
d
/dt V̂ = E{u(||x(t)||)} and we can apply the 

Barbalat’s lemma to conclude (10) as below. Because 
d
/dt 

V̂ is continuous with respect to time according to 

continuity of u and differentiability of x with respect to t 

in (1).  
 

limt∞ E{u(||x(t)||)} = 0    (10) 
 

Since u covers h, there exist a constant c1ℝ̄
+
 such 

that 0<c1h(||x||)<u(||x||). Taking expectation from this 

inequality and tending t to infinity we obtain 

limt∞ Et{h(||x(t)||)} = 0 according to (10). This fact 

together with Lemma 3.1 in the following proves the 

second part.  □ 

Lemma 3.1: if (1) is w-mean stable for some wKd then 

it is h-mean stable for every hKd that is covered by w. 

Proof: The w-mean stability of (1) can be written as 

(11) according to definition 2.2. 
 

̄  > 0,  > 0 | ||xt0
|| <   Et{w(||x(t)||)}< ̄   (11) 

 

There exist c1ℝ̄
+
 such that w(||x||) > c1h(||x||). 

Combining this inequality with consequent part of (11) 

and setting ̄  to c1 for an arbitrary  > 0, one can write 

the following and obtain (12) which is equivalent to 

h-mean stability of (1) according to definition 2.2. 
 

 > 0,  > 0 | ||xt0
|| <    

                   c1 Et{h(||x(t)||)} < Et{w(||x(t)||)} < ̄  = c1 

 > 0,  > 0 | ||xt0
|| <      Et{h(||x(t)||)}<  (12) 

 

The h-mean stability notion has a natural relationship 

with theorem 3.1, which results in shortening the proof of 

theorem. This fact and remark 2.4, are main reasons of 

using h-mean stability notion in this work. 

Remark 3.1: For every set U = {uiKd : 1in} of Kd 

functions, there always exist functions that are covered by 

all elements of U. An example is h1() = infi {bi ui()} 

where bi (1in) are arbitrary positive real numbers (since 

ui  bi
-1

 h1). This ensures that in second part of theorem 

3.1 there always exists a function h that is covered by u 

and w1. 

Remark 3.2: The stochastic control theory ([5,7]) is 

mainly concerned with systems modeled by Itô SDEs 

(remark 2.1). As a result, second derivatives of V appear 

in calculation of Et{
d
/dtV}. In this work, no assumption is 

made about  and Et{
d
/dtV} is not calculated. As a result, 

theorem 3.1 is applicable to problems that are different 

from the problems commonly modeled by the Itô SDE. 

An application is the case of next section. Other 

applications may include randomly switched systems [8]. 

3.2 Delay free systems 

State vector x(t) is a part of history xt. Hence, the delay 

free system (13) is a special case of delayed system (1). 
 

 ̇( )   ( ( )    ( ))    (13) 
 

Stability definitions 2.2 and 2.3 are written for (13) by 

replacing ||xt0
|| in antecedents of (3) and (4) with ||x(t0)||. 
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Accordingly, theorem 3.1 in previous part is simplified to 

theorem 3.2 for the delay free system (13). 

Theorem 3.2: System (13), is w1-mean stable if there 

exist a function V: ℝn
ℝ ℝ̄

+
+ and w1,w2Kd such that 

(14) is satisfied and there exist rℝ̄
+ 

such that ||x(t0)|| < r 

implies E{
d
/dtV(x(t),t)}  0 for every t  t0. Additionally, 

for hKd (1) is asymptotically h-mean stable if there exist 

uKd such that ||x(t0)|| < r implies 

E{
d
/dtV(x(t),t)}  -E{u(||x(t)||)} for every t  t0 and h is 

covered by both u and w1. 
 

  (‖ ‖)   (   )    (‖ ‖)   (14) 

4. Application to NCS Problem 

In this section, a nonlinear NCS problem will be 

studied which has been originally proposed in [17]. The 

configuration of this NCS is depicted in Fig.1. In [17] it is 

assumed that there is no communication delay and the 

goal is to obtain a bound on maximum allowed time 

interval between data transmissions that can guarantee the 

stability of NCS. This bound is known as MATI 

(maximum allowable transfer interval). 

Using Theorem 3.1, the problem can be extended from 

two different aspects. First, instead of finding a bound, we 

will be able to check stability when some probabilistic data 

about the transfer intervals is available as a PDF. Second, it 

will be possible to handle an NCS with communication 

delays. However, due to complexities of the extension to 

delayed case and the limited space, we will only focus on 

the extension to the probabilistic case in this work. 
 

 

Fig 1. The networked control system (NCS). 

The plant and controller can be modeled as (15) and 

(16) respectively in which xp is the state of plant, xc is the 

controller state, up is the plant input, y is the plant output 

and  ̂   ( ̂)  is the latest sample of y available at 

controller which is obtained at sampling instant  ̂ ([17]). 
 

 ̇    (       )        (    )    (15) 
 

 ̇    (    ̂  )           (    ̂  )  (16) 
 

The above equations can be combined during time 

interval that ŷ is constant (no updated data is received). 

The result is (17) in which x
T
=[xp

T
  xc

T
],  ̂   ( ̂) and the 

network induced error is defined as e = x  x̂. 
 

 ̇   (   ̂  )     (17) 

For simplicity, we will consider the situation where all 

feedback data is transmitted at once. This is the case for 

example when the plant is single-input single-output. 

However, the results can be extended to the case of 

multiple transmitters. It is assumed that a continuously 

differentiable and positive definite Lyapunov function 

V(x, t) exists that satisfies (18) to (20) globally with 

positive real numbers c1, c2, c3, c4. 
 

  ‖ ‖
   (   )    ‖ ‖

    (18) 
 

 

  
  

 

  
   (     )     ‖ ‖

    (19) 
 

‖
 

  
 ‖     ‖ ‖     (20) 

The functions f and g are also assumed to be globally 

Lipschitz such that one can write (21). 
 

‖ (   ̂  )‖    ‖ ‖    ‖ ̂‖   (21) 
 

‖ (       )   (     )‖    ‖ ‖  (22) 
 

Time derivative of V can be calculated as below using 

(19), (20) and (21-1). 
 

 ̇  
  

  
 
  

  
  ̇  
  

  
 
  

  
  (   ̂  )   

 

  

  
 
  

  
  (     )  

  

  
 , (       )   (     )- 

 

 ̇     ‖ ‖
    ‖ ‖  ‖ ‖ 

 

Using triangle inequality we have 
 

 ̇     ,‖ ̂‖  ‖ ‖-
    (‖ ̂‖  ‖ ‖)  ‖ ‖ 

 

 ̇     ‖ ̂‖
  (        )‖ ̂‖‖ ‖  (       )‖ ‖

   
 

      (23) 

Using (17) and (21), we can write 
 

 

  
‖ ‖  ‖ ̇‖  ‖ (   ̂  )‖    ‖ ‖    ‖ ̂‖  

 

Using the comparison lemma ([23]) we obtain an 

upper bound on ||e|| as below 
 

‖ ‖  
,       -  
  

‖ ̂‖ (24) 

 

      ̂ 
In the same way, we can obtain a differential 

inequality and solve in the reverse direction of time from t 

to t̂  to obtain the following bounding 
 

‖ ̂‖  
[ (     )|  |   ]  

     
‖ ‖ (25) 

 

Relations (23) and (24) give an upper bound on  ̇  
 

 ̇    (  )‖ ̂‖
      (26) 

 

  (  )      (        )
,       -  
  

 |       | [
,       -  
  

]

 

 

(27) 

command 
Controller 

xc 

Network 
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Unrelated network traffic 
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For every i, the ith transfer interval is denoted by Ti. In 

deterministic case, V  0 guarantees stability due to the 

common Lyapunov theorem. According to (26) V  0 is 

resulted from a(t)  0. 

The function, a(s) is increasing with a(0) < 0. 

Therefore, a(s)=0 has a unique positive solution a which 

is a lower bound for MATI because Ti  a implies 

a(t)  0. This is similar to the results in [17]. But how 

would be the NCS stability if Ti can exceed a. To answer 

such a question we can use theorem 3.2 in previous 

section. Taking expectation from (25) we have (28). 
 

 { ̇}   *  (  )+‖ ̂‖
      (28) 

Also we can obtain (29) from (26) by a few 

manipulations and taking expectation. 
 

 *  (  )+‖ ̂‖
   *‖ ‖ +    (29) 

  (  )  [
[ (     )|  |   ]  

     
]

  

 

 

Now we can apply Theorem 3.2 as explained in the 

following. Due to (18), Lyapunov function V satisfies the 

condition (14) of Theorem 3.2 with w1() = c1
2
 and 

w2() = c2
2
. Therefore, the NCS is asymptotically mean 

square stable if E{V̇}  c5E{||x||
2
} for some c5 > 0. But, if 

E{a(t)}<0 then we can combine (28) and (29) to obtain 

a positive constant c5 =  E{a(t)} / E{b(t)}. However, 

for every i, E{a(t)}<0 is satisfied if ETi {a(Ti)} < 0 

because a is increasing and t  Ti. The result can be 

summarized as following corollary. 

Corollary 4.1: NCS (15), (16) is asymptotically mean 

square stable (asymptotically stable in second moment) if  

the transfer intervals Ti from y to ŷ have a common PDF 

denoted by pT and there exists a Lyapunov function V for 

the closed loop system with ŷ = y that satisfies (18), (19), 

(20), and the following condition is satisfied with a 

defined in (26). 
 

 *  (  )+  ∫   ( )
 

 

  ( )     (30) 

 

Remark 4.1: If the random variations of transfer 

intervals Ti are due to data packet losses (packet 

transmission errors) with probability pe and the sampling 

period is equal to h, then we have (31) in which  is the 

Dirac’s delta function. 
 

  ( )  ∑ (    )  
    (    )

 

   
 (31) 

 

Replacing (27) and (31) in the left hand side of (30), 

eliminating the Delta function and integration we obtain  
 

 *  (  )+  (        )
  

  
∑(    )  

   

 

   

,       - 

 |       | [
  
  
]
 

∑ (    )  
   ,       - 

 

   
    

 

The right hand side of the above equation contains 

two geometric series with common ratios pe exp(k1h) and 

pe exp(2k1h) that must be smaller than one to ensure the 

convergence. Since the later one is always greater, it 

suffices to have pe < exp(-2k1h). Simplifying the result, 

the condition (30) can be represented as below 
 

    
      (32-1) 

 *  (  )+   

     
    (    )

        
   
     (    )

         
      

 

(32-2) 

       (        )
  
  
 |       | [

  
  
]
 

 

   (        )
  
  
  |       | [

  
  
]
 

 

   |       | [
  
  
]
 

 

 

which can be calculated to rewrite (30) as below 

provided that pe < exp(-2k1h). 

Example 4.1: The following NCS is considered. 
 

 ̇        
 ̇  (     )         
     
     ̂ 

 

A Lyapunov function for the closed loop with ŷ = y 

can be V=½(x1
2 
+ x2

2
) with c1 = c2 = ½, c3 = 0.38, c4 = 1 

which guarantees deterministic stability globally. 

Equations (17) can be written as below. 
 

 ̇   ̂   ̂        
 ̇  ( ̂   ̂       )    ( ̂    )    ̂  

 

Using the above equations, we can obtain k1=k2=3.34 

and kp=3. This completely determines the function a in 

(26). The obtained a gives a = 0.0215 which guaranties 

the stability for Ti  0.0215.  

Many random communication effects can be studied 

using Corollary 4.1. It is assumed that we have 

transmissions with possibility of error as explained in 

Remark 4.1. In Figure 2 the maximum value of pe that 

satisfies (32) is plotted as a function of h for the obtained 

a. This plot gives a lower bound for the stability margin 

of the packet loss probability pe. 

5. A Practical NCS Application 

In this section we study a practical NCS that consists 

of a dual axis magnetic levitation system controlled over a 

communication link to a computer. In the following, in 

the first part we describe the control system. In the second 

part we describe the communication system and its 

limitations. In the third and last part we use the results of 

this paper to select the communication data rate such that 

the stochastic stability of the control system is preserved.   
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Fig. 2. Transmission period h versus loss probability pL 

5.1 Control system 

The magnetic levitation system is composed of a steel 

ball with mass mb=40 g affected by two magnetic forces 

Fx, Fy generated by two identical solenoids with voltages 

vx, vy and currents ix, iy respectively as shown in Figure 

3 (a). The forces acting on the ball are Fx, Fy and the 

weight of ball mbg (g = 9.8 m/sec.
2
 is the acceleration of 

gravity) as depicted in Figure 3 (b).  

Assuming that the axes of coils (x and y axes) are 

perpendicular, the magnetic forces Fx, Fy can be 

calculated from the following equations in which 

Kf=0.0047 Kg m
3
/C

2
 is magnetic force constant. 

 

 
(a) 

 

 
(b) 

Fig. 3. (a) The magnetic levitation control system. (b) The forces acting 

on the ball. 

     .
  
 ⁄ /
 

           (
  
 ⁄ )
 

   (33) 

 

The resistance and inductance of the coils are R=0.62 

 and L=0.32 H such that we can write 
 

vx = R ix + L ix ,     vy = R iy + L iy         (34) 
 

The equations of motion of the ball are also as below. 
 

   ̈     √       , 

   ̈     √           (35) 

 

The control algorithm is implemented in a computer 

(Figure 1) that receives the measurement feedbacks ix, iy, x, 

y,  ̇  ̇ from the node which is connected to the coils and 

sends back the control commands vx and vy to the coils.  

The control commands to the input voltages vx and vy 

are calculated using the feedback linearization method as 

follows. First we differentiate the equations in (35) and 

summarize the results as in the following two equations 

(detailed representation of functions fa and ga are omitted 

for brievity). 
 

 ⃛    (   ̇   )    (   ̇   )   , 

 ⃛    (   ̇   )    (   ̇   )      (36) 
 

Based on the above equations we design the control 

laws in (37) to achieve the closed loop transfer functions 

in (38) where xd and yd are the desired values for x and y.  
 

   
    ̈     ̇    (    )    (   ̇   )

  (   ̇   )
 

   
    ̈     ̇    (    )    (   ̇   )

  (   ̇   )
 

(37) 
 

 ( )

  ( )
 
 ( )

  ( )
 

 

      
        

 

      (38) 
 

The values of  ̈ and  ̈ in (37) are obtained from equations 

(33) through (35) in terms of the measured variables. 

The controller parameters are selected as 1 = 4.47, 

2 = 8.64, 3 = 6.1 and the control objective is to 

maintain the ball at position xd=yd = 0.65 m.  

5.2 Communication 

The solenoids require electric power which is supplied 

through power cables. To reduce wiring we would like to 

transmit the control data through the power cables. The 

transmission bit-rate is denoted by ftx. The communication 

through the power cables suffers from the noise in an 

industrial environment (we assume that there is no 

bandwidth limitation). We denote the noise at the bit 

detection stage by w(t) and assume that it is Gaussian with 

E{w(t)} = 0, E{w
2
(t)} =   

  = 1 and power spectral density 

Sw(f) in (39) where fb=10
8
Hz is the noise bandwidth.  

 

  ( )  {
  
     | |    
 | |    

    (39) 

 

The signal level at receiver is assumed to be vbit=1 v. In 

general, the reliability of data transmission increases if we 

reduce ftx. For example with a smaller ftx, we can decrease 

the bandwidth of the low-pass filter at the baseband 

processing stage in the receiver to reduce the effect of 

noise on the bit detection. We use a simple low-pass filter 

with transfer function Hf(s) = 1/[1+s/(4ftx)]. Then the 

power spectral density of the filtered noise wf(t) is  
 

   ( )  
 

  (     )
 
  ( ) (40) 
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The variance (power) of wf(t) can be calculated as 
 

   
        

  (      ) (41) 

Assuming that the sampling for bit detection is 

performed at the end of the bit hold time 1/ftx and neglecting 

the effect of filter on the signal amplitude at the sampling 

instant, the probability of a bit transmission error pbit is  
 

       
 

 
   (

    

√     
) (42) 

   ( )  
 

√ 
∫    

 
  

 

 

 

 

Consequently probability of a frame transmission 

error pe is obtained as below where nf is the length of 

frame in bits  
 

     (      )
   (43) 

5.3 Analysis 

In this part we study the interaction of the control 

system and communication described in the previous 

parts of this section to select bit-rate of communication ftx 

such that the control loop remains stable.  

Each control cycle begins with a sampling at sensors 

on the solenoids side, transmission of the measurement 

data through the coils-controller link to the control 

computer, execution of the control algorithm which is 

assumed to take c = 50 s and sending back the voltage 

commands through the controller-coils link to the 

solenoids. The sensor measurements include 6 values and 

control commands include 2 values as described 

previously. Assuming that each value is encoded in 10 

bits and that the framing adds 10 extra bits as header, the 

transmission time of the measured values and command 

values are s=70/ftx and a=30/ftx respectively. We assume 

that the control loop is allowed to use 33 percents of the 

communication capacity (time division). Hence, the 

length of control cycle becomes 
 

h = c + 3[s + a] = 300/ftx + 5010
-6

   (44) 
 

Since the controller in (37) is static (it does not have 

states), we can concatenate the communication delays and 

assume that there is a single delay of length h during a 

control cycle. 

Now, for a given value of transmission bit-rate ftx we 

can obtain pe and h from (43) and (44) and use condition 

(32) in remark 4.1 to calculate  *  (  )+ in Corollary 4.1 

and check the stability. This is performed for a range of 

values for ftx in Figure 4. 

 

Fig. 4. (a) The magnetic levitation control system. 

According to Figure 4, the stability of control loop is 

preserved between ftx=1 MBPS (Mega bit per sec.) and 

ftx=14 MBPS. A good selection is ftx=5 MBPS which is 

sufficiently away from the stability margins and gives a 

sampling frequency of 9.1 KHz. 

6. Conclusions 

In this paper, we observed that the focus of the theory 

of stochastic systems has been centered on a special kind 

of approach to modeling the stochastic phenomena. Even 

if this approach has been sufficient for the past 

applications, with the growing complexity of the new 

systems, it is expectable that we will need to expand the 

capabilities of the existing analysis frameworks. 

Based on this observation, a stochastic Lyapunov 

theorem was presented. This theorem benefits from a 

higher level of generality. This was shown by applying 

the theorem to a practical NCS problem. The result is a 

new stability analysis criterion for a stochastic nonlinear 

NCS that cannot be obtained using the traditional versions 

of the stochastic Lyapunov theorem. However, we had to 

carry out some additional calculations in section four in 

order to be able to apply the theorem from section three to 

the NCS problem. This seems to be the cost that we have 

to pay for the generality that we have obtained. There are 

more potential applications to the various NCS problems 

that will be investigated in future works. 
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Abstract 
Goodness-of-Fit (GoF) based spectrum sensing of orthogonal frequency-division multiplexing (OFDM) signals is 

investigated in this paper. To this end, some novel local sensing methods based on Shapiro-Wilk (SW), Shapiro-Francia 

(SF), and Jarque-Bera (JB) tests are first studied. In essence, a new threshold selection technique is proposed for SF and 

SW tests.  Then, three studied methods are applied to spectrum sensing for the first time and their performance are 

analyzed. Furthermore, the computational complexity of the above methods is computed and compared to each other. 

Simulation results demonstrate that the SF detector outperforms other existing GoF-based methods over AWGN channels. 

Furthermore simulation results demonstrate the superiority of the proposed SF method in additive colored Gaussian noise 

channels and over fading channel in comparison with the conventional energy detector. 

 

Keywords: Cognitive Radio, Spectrum Sensing, Goodness-of-Fit (GoF), Orthogonal Frequency Division Multiplexing 

(OFDM). 
 

 

1. Introduction 

The motivation for presentation of Cognitive Radio 

(CR) is the increasing need for higher bandwidth in 

wireless communications despite limited or licensed 

spectrum resources. Licensed spectrum is allocated over 

long time periods and is intended to be used only by 

licensed users. Different measurements of spectrum 

utilization have shown significant unused resources in 

three dimensions of frequency, time, and space [1]. 

Discovering these underutilized spectrum sources is the 

main idea behind CR by reusing spectrum holes in an 

opportunistic way [2]. In a CR network, spectrum sensing 

(SS) is the main duty of each CR user to find the unused 

spectrum, or equivalently, the primary users (PUs). One 

of the most challenging problems in this area is to find a 

solution to detect the existence and absence of PUs in the 

wireless communication [3]. 

Reliable PU detection problem is the main end of 

many SS algorithm proposals. For example, in the 

presence of PUs, when PU's signal is known, the best 

sensing method is matched filtering. However, when the 

primary signal is not perfectly known, energy detection 

(ED) method can be used instead of matched filtering [4]. 

In situations that SNR is low, distinguishing between PUs 

and noise is not simple. ED method is often considered 

for SS because of simplicity and admirable performance 

over SNR situations. However, uncertainty of the noise 

power quickly destroys the performance of ED. In 

practice, noise is an summation of various sources which 

can be changed significantly; therefore, usually 

uncertainty of noise variance exists and ranges about 1 to 

2 dB [5]. By knowing characteristics of the incoming 

signals, different algorithms were recommended to 

increase the performance of ED consisting of waveform-

based sensing and cyclostationarity-based sensing (See 

[6]). According to mathematical statistics, these methods 

are part of parametric hypothesis testing. It means that 

incorrect assumption about the received signals‟ 

parameters will degrade the performance. Accordingly, it 

is not easy to perform detecting the signal without key 

information. The appropriate signal features should be 

reported in the feature detecting methods (e.g. 

cyclostationarity). On the other hand, having information 

about the PUs is impossible practically in a CR receiver 

[7]. For instance, the matched filtering method, which 

provides the maximum SNR at the output of the detector, 

requires the exact knowledge of PU waveform. In 

addition, in the cyclostationary feature detection method, 

the cycle frequency of the primary signal should be 

known completely. Some PU detection algorithms based 

on statistical properties of eigenvalues of the covariance 

matrix of the received signals were devised in [8] in an 

attempt to compensate for the weaknesses of the above 

methods. However, the order of computational 
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complexity of these algorithms is generally huge, which 

limits their practicality in CR devices [9]. 

To compensate weakness of the above methods, some 

PU detection methods have been proposed in the literatures. 

Recently, a higher-order-statistics (HOS) techniques was 

applied in [9] in SS problem for a reliable detection of PUs 

in the low SNR situations. In addition, a powerful sensing 

algorithm based on JB test [10] has been devised in [9], 

which is inherently a GoF testing problem. It has been 

shown that this method provides a high detection 

performance in very low SNRs [9]. Several GoF-based 

sensing methods have been recently proposed in the 

literatures [11],[12],[13],[14], where they provide superior 

performance in challenging opportunistic applications. 

Note that GoF-based sensing methods do not require any 

prior knowledge about the transmitted PU signals. 

In this paper, we review three GoF techniques: 

Shapiro-Wilk (SW), Shapiro-Francia (SF), and Jarque-

Bera (JB) tests. Then, we propose two SS methods based 

on SW and SF methods. Since these tests are kinds of 

Gaussianity tests, we assume that the distribution of 

channel noise is Gaussian. We compare these algorithms 

with each other, and also with a conventional GoF-based 

sensing approach, i.e., the Anderson-Darling (AD) test. In 

essence, we show that the computational complexities of 

the proposed methods are lower than the AD method. 

Also, we show that SF is faster than JB and SW since its 

computational complexity is lower. Furthermore, we will 

show through simulation results that SF outperforms the 

other candidates in different SNR values, signal sample 

sizes, and channel characteristics. Thus, the SF detector 

can effectively contribute to future CR networks. 

It is straightforward to show that the first-order 

distribution of OFDM signals will converge to a Gaussian 

variable [15]. Suppose that an OFDM-based primary user 

signal is already present in the spectrum. In this case, the 

Gaussianity-based SS techniques would fail in PU 

detection; they will wrongly decide the hypothesis H  

instead of H . Thus, we propose using FFT block as a 

preprocessing method to fix this problem when using 

GoF-based Gaussianity tests for sensing of OFDM signals. 

The idea is the fact that OFDM signals do not show 

Gaussian behavior in the frequency domain [16]. 

The organization of this paper is as follows. Section II 

introduces the GoF-based sensing and colored noise 

concept. Section III presents the statistical GoF tests. In 

Section IV, we propose the GoF-based spectrum sensing 

method. Section 5 presents the simulation results and 

finally, Section 6 concludes the paper. 

2. GoF-based Spectrum Sensing Methods 

Spectrum sensing algorithms must detect the 

presence/absence of PUs as quick as possible. If CR 

decides that the considered channel is empty, then it uses 

that frequency band for opportunistic communication. 

However, if CR misses the PU detection, it will cause a 

harmful interference to PU. Thus, the detection 

performance of the SS algorithm is an important factor in 

CR networks. 

It is well-known that SS is a binary hypothesis testing 

problem as follows, 

    Presence of noise only 

    Presence of Primary User + noise  

Let          
  denotes    local time-domain 

observation samples collected at each CR. Without loss of 

generality,                    are assumed to be real-

valued. In situations that there is no primary transmission, 

             are only the noise samples. In this situation, 

they could be considered as an independent and 

identically distributed (i.i.d.) sequence with cumulative 

distribution function        However, based on the kind 

of modulation and communication link characteristics, the 

gathered samples              may not have distribution 

      when the PU's signal is present. In other words, this 

situation occurs when the received samples are not 

coming from the distribution function       . Thus, the 

null hypothesis can be described as: 

      is an i.i.d. sequence obtained from distribution 

       
Furthermore, the alternative hypothesis (H1) is the 

situation in which the received samples   do not form an 

i.i.d. sequence coming from distribution      . There is 

no need for the knowledge of any information about the 

PU's signal in the above-mentioned GoF-based hypothesis 

testing problem and the type of noise distribution is the 

only assumption for detection.  

Due to the presence of a colored channel interferer or 

some other reasons, the conventional white Gaussian 

noise may become colored. Therefore, in presence of 

colored noise the performance of SS methods is degraded. 

Independence of received samples is negligible in GoF 

based SS problem. The model of colored noise will be 

introduced in the next section. 

2.1 Colored noise 

It is clear that knowing the exact covariance matrix of 

the noise is necessary for the conventional energy 

detection method in colored noise, which is impractical in 

AWGN channel. The uncertainty of covariance matrix 

will lead to performance degradation because of 

inaccurate estimate of the noise parameters. According to 

the work in [17], here some new definitions on noise 

uncertainty in colored noise is introduced. 

Based on [18], the colored Gaussian noise can be seen 

as the output of a single pole recursive filter stimulated by 

a white Gaussian noise (WGN). In mathematics, it can be 

expressed as                   , where      is 

the colored noise,      is the WGN with variance   
   and 

   | |     is the correlation strength of the noise     . 

To have the exact covariance matrix of the colored 

noise, the exact   
  and    should be known. Practically, 

the two parameters should be estimated and thus there are 

uncertainties. According to what is mentioned in [17] we 
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assume the estimated parameters  ̂ 
 ,  ̂ are the multiples 

of the actual values   
 ,  , i.e.  ̂  ̂   و    

     
 . So, 

we say there are noise uncertainties for signal detection in 

colored Gaussian noise [19]. 

2.2 Anderson-darling test 

The GoF tests quantify a distance between the 

distribution functions of two sample sets. The transmitted 

signal assumption is not needed in these tests at all. 

Anderson-Darling (AD) test is a popular GoF test in 

statistics that has been applied to SS in [11] and [12]. It 

will be discussed in the following. 

AD test is an extension of the Cramer-von Mises (CM) 

test, so we will have a short description about the CM 

statistic. 

The CM statistic    is defined by [11], 

     ∫ (             )
 
      

 ∞

 ∞

  (1) 

It is obvious there is an important problem in CM 

statistic which is assigning sufficient weights to the 

sequences of the distribution        Anderson and 

Darling [20] improved the CM statistic by introducing a 

weighted statistic as follows: 

  
   ∫ (             )

 
 (     )      

  

  

  (2) 

where      is a nonnegative weight function defined 

over          A common weighting function for AD 

statistic is 

(3)      
 

      
 

Finally, in the AD test, if     is a threshold or critical 

point to be selected, the null hypothesis    is rejected if 

and only if   
       [11]. Thus, the probability of false 

alarms under    is: 

      
    |    (4) 

Now, according to this description, it is clear that the 

two phases of the Anderson-Darling test are as follows: 

1. Calculate AD test statistic using equation (2). 

2. Determine    (threshold) according to the 

probability of false alarm or α. 

The calculation of Eq. (2) is not a simple task, so it is 

not hard to show by breaking the whole integral in (2) 

into   parts as follows [11]: 

(5)   
   

∑                          
 
   

 
   

where: 

(6)           

As it is observed in Eq. (6),    or        is the 

cumulative distribution function of noise. It can be shown 

that the distribution function depends on the variance of 

the noise. Hence, uncertainty in the noise variance will 

strongly influence its performance [11]. 

To overcome this weakness, Blind AD method is 

proposed which can overcome the weakness of the AD 

test. In Blind AD method, first of all, one divisor of n 

(which is the number of samples) denoted by m is chosen. 

Then samples are divided into   
 

 
 groups, each 

containing   samples. So, we will have: 

(7)  ̅  ∑
     

 

   

   
      

  ∑
(       ̅ )

 

   

   

   
   

        
In these equations,  ̅  and   

  are the mean and 

variance of the samples in  th group, respectively. To 

remove the uncertainty effects of noise variances in 

sensing, a key equation is suggested as follows: 

(8)    
 ̅ 
  

√ 

              

It can be indicated that the primary user do not send 

any signal and the received samples only contain noise.    

is independent of the noise variance which concludes 

       , the cumulative distribution of     group, is 

independent of noise variance as well. 

Some works have been done with two-sampled GoF 

tests for modifying them to SS in [12], [11]. But there is a 

weakness in two sample tests which is the need for prior 

samples from channel noise. However, this is the first 

attempt in this paper to use one-sampled GoF tests in CR 

networks. Superiority of one-sample tests is that they 

don't need any prior information or sample about the 

channel noise. In contrast, in two-sample tests, having at 

least one noise sample is necessary as a prior sample. This 

requirement is hard to meet in some busy channels where 

the assessment of empty spectrum is difficult. Following 

section will introduce three one-sample tests and then 

modify them for SS. 

3. Presentation of Considered GoF Tests 

In this section we study three GoF tests, that is, JB, 

SW and SF. Afterwards, we study their potential for use 

in SS. 

3.1 Jarque-bera test 

The first considered test is JB. This test is a one-

sample GoF technique for measurement of deviation from 

Gaussianity and is constructed from the sample kurtosis 

and skewness. The test is entitled JB due to its pioneers 

Carlos M. Jarque and Anil K. Bera. Its test statistic is 

given by [10] 

    
 

 
     

      

 
   (9) 

where   is the number of samples,   denotes the 

sample kurtosis and   is the skewness of observation 

samples, defined as: 

   
 ̂ 

 ̂ 
  

 ̂ 

  ̂  
 

 

   

 

 
∑      ̅   

   

(
 

 
∑      ̅   

   )
   

 (10) 
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 ̂ 

 ̂ 
  

 ̂ 

  ̂   
   

 

 
∑      ̅   

   

(
 

 
∑      ̅   

   )
  (11) 

in which  ̂  and  ̂  are the estimates of the third and 

fourth central moments, respectively;                are 

the received samples;  ̅  is the sample mean and  ̂  

denotes the variance estimation [9]. 

If we have JB >   , the null hypothesis is rejected. In 

contrast, the null hypothesis will be accepted if JB <   . 

The threshold values are computed using the critical 

values listed in [10]. 

3.2 Shapiro-wilk test 

The S-W test relies on the correlation between “order 

statistics” of observed samples and a Gaussian 

distribution. The order statistics is used to represent that 

the data sample has to be classified, in vector form sorted 

in an increasing order as                  ; where the 

prime   denotes the transpose of a vector. The SW test 

statistic W is defined as 

  
(∑     

 
   )

 

∑      ̅   
   

 (12) 

where  ̅ is the sample mean. W can be defined as a 

ratio of two estimates of the sample variance, with the 

estimate in the numerator holding only if the sample is 

obtained from a Gaussian distribution whereby 

coefficients    are calculated by linear regression to the 

expected values of standard Gaussian order statistics. 

Notably, the expected value of W converges to zero when 

the input signal becomes non-Gaussian and the expected 

value of W converges to one for Gaussian input signal as 

the sample size grows [21]. 

Vector of coefficients              is normalized 

so       , and in the way that they become 

symmetrically mirrored, that is,       ,         , 

and so on. These coefficients exist in known statistical 

literatures. However, these tables are limited and the main 

problem is to get all of the coefficients for all N. Thus, for 

simplicity, the coefficients are approximated with the 

following polynomials [21]: 

(13) 

 
(14) 

 

                                    

                         

                           

                      

                

         ̃  (15) 

in these equations      
 

 , and Eq. (15) for  

           is established. 

In (15),  ̃    ̃      ̃   denotes a vector of 

expected values of order statistics of the standard 

Gaussian random variables which can be approximated by 

the following expression: 

(16)  ̃                        

in the above equation,     is the inverse standard 

Gaussian distribution function. Also in Eq. (15) 

(17)   
 ̃   ̃    ̃ 

    ̃   
 

     
       

  

Finally, the    values in Eq. (13) and Eq. (14) are 

determined from vector              by 

(18)    ̃   ̃   ̃     

Thus, we can calculate according to the available 

observations and using the above values in Eq. (12) [21]. 

3.3 Shapiro-francia 

Another test based on the correlation of samples is the 

so-called Shapiro-Francia (SF) [22]. In fact, this test is a 

modification to the SW test. Assume that the weights for 

this test are defined as: 

   
  

        
  (19) 

Then, statistic W‟ can be represented as follows, 

   
      

∑     ̅  
 

 ∑     
 

∑     ̅  
 (20) 

Note that   is the vector of expected values of the N 

order statistics of the standard Gaussian distribution and   

is samples‟ vector [22]. The elements of the vector   are 

defined as equation (16) [22]. 

4. Proposed Spectrum Sensing Methods 

Here we apply the presented tests in Section 3 for SS 

in this section. 

In spectrum holes observed samples are obtained 

independently from the noise distribution. So if we 

assume that the distribution of channel noise is Gaussian, 

introduced tests can be used for SS; because, these are 

Gaussianity tests. 

Assume that N received samples                  

are generated from a PU in a CR network and the channel 

is AWGN. When channel is empty and there is no 

primary signal transmission,        , where    is the 

noise vector. Without loss of generality, we use real part of 

received samples. Thus, these series are obtained from a 

real Gaussian distribution with unknown mean and 

variance. This is the null hypothesis. On the other hand, in 

transmission of PU signal we have           , where 

  shows the PU signal and   represents the channel gain 

between the PU and CR. When PU signal is present, 

alternative hypothesis is formed. In absence of PU, 

received signal is Gaussian, because of the AWGN channel 

assumption. Thus, we gather a Gaussian data sample. 

Notice that this method does not need prior 

information about PU, and the noise uncertainty does not 

affect its performance. 

The SS problem is to accept or reject the alternative 

hypothesis in favor of the null hypothesis as follows: 

   :   has non-Gaussian distribution=PU is present 
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   :   has Gaussian distribution=PU is absent (noise only) 

Therefore, according to our assumption SS changes 

based on distribution testing. Thus, we can apply the 

methods of section 3 to SS by testing the distribution of 

received signal. 

4.1 OFDM signal 

OFDM based signals have a good performance on 

various channels without the need to use sophisticated 

receivers and are ideal for use in broadband wireless 

channels. This is the reason for using this modulation in 

many systems such as WLAN. 

In OFDM systems we have: 

(21)      √
 

  
∑ ∑     

    

   

               

 

          

In this equation      is a signal with multicarrier 

modulation where        is a series of symbols that 

assume to be i.i.d.   , the number of carriers,    the 

frequency offset between carriers, g(t) the pulse function 

and P is the signal power and     is also a OFDM symbol 

time. Using the central limit theory [23] and according to 

the above equation, it can be said that the distribution of 

OFDM will converge to Gaussian. 

When the primary user signal is of a Gaussian type, 

SS will encounter detection problem, because it will 

detect and confirm the hypothesis    in the presence of 

Gaussian OFDM signals and as a result, it will not detect 

the presence of primary users. 

To fix this problem we use FFT operation because 

OFDM signal in the frequency domain has non-Gaussian 

properties [24]. 

After receiving signal, it is transformed to frequency 

domain. This alters Gaussian properties. It should be 

noted that the Gaussian noise signal has a Gaussian 

distribution in frequency domain and it does not lose 

Gaussianity properties in frequency domain. Proposed 

GoF tests can be applied to output of FFT block. 

4.2 Detection algorithms 

We use two different scenarios for evaluating 

presented tests. In the first scenario for JB, SF and SW 

tests, the test statistic is calculated and then compared 

with a threshold. In GoF tests thresholds are determined 

by using Critical Value (CV) tables. CVs depend on false 

alarm probability and number of received samples. Table 

1 includes CVs for JB test in different situations. 

If                     , the absence of PU is decided. In 

the presence of PU we have                   . 

 

 

 

Table 1: Critical values for different   values and sample size belong to 
JB test [25]. 

Sample size (n) 
Significance level     

0.01 0.05 0.1 

100 12.282 5.418 3.680 

10 4.821 2.329 1.478 

 

It‟s should be mentioned that  

SS algorithm for JB, SF and SW test can be 

summarized as follows: 

Step1 Transform received signals into Fourier domain 

using FFT. 

Step2 Compute the test statistic. 

Step2 reject    if                    . In contrast, 

accepting    and reject    if                   . 

The proposed sensing diagram is shown in  0. 

 

Fig. 1. The proposed spectrum sensing system diagram. 

Knowledge of the distribution function of test statistic 

makes it possible to compare         with   value 

directly instead of comparing test statistic with critical 

values. In statistics, the p-value of a test is defined as the 

tail integral of the particular instance of the test statistic 

over the density of the test statistic which is a random 

variable itself [14]. Assume that a goodness-of-fit test 

exists with a test statistic  . Let       be the cumulative 

distribution of   under the null hypothesis.         of the 

test statistic is obtained as follows: 

(22)               |            

Also, it is obvious 

(23) 
          |             |   

        |   
     

According to Eq. (23) and Eq. (24) we will have 

(24)        

  

 
  

    

The p-value acts as an indicator of the confidence of the 

decision reached by the goodness-of-fit test. A low p-value 

(p<0.1) shows a high uncertainty about rejecting the 

hypothesis while a high p-value indicates that we are highly 

confident in rejecting the null hypothesis (p<0.9) [26]. 

In this case, there is no need to obtain critical values from 

a significance probability of false alarm and it is enough to 

directly compare the p-value with False alarm probability. So, 

in this situation, we do not need critical value tables. 

 
Proposed 

Statistical 

Detection 

              

FFT 
y(n)     
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Fig. 2. The proposed spectrum sensing system diagram for p-value. 

In the second scenario, SF and SW tests can use p-value 

in detection procedure; because distribution of them is 

known and derived in [27], [28]. Therefore, another way 

to implement SF and SW tests for SS is using p-value. 

The detection procedure is summarized as follows: 

1. Transform the received signals into Fourier domain 

using FFT. 

2. Order the observation samples in an increasing order 

for calculation of          using Eq.(20) or Eq. (12). 

3. Compute    and          using the test statistic 

distribution. 

4. Choose an appropriate significance level  . 

5. Compare          with  . If          , the 

null hypothesis will be rejected and     will be 

confirmed. 

The proposed detection diagram changes as Fig.2 for 

SF and SW tests. 

4.3 Computational complexity analysis 

Here, the computational complexity of the proposed 

sensing algorithms and AD method as a conventional 

method are discussed. 

Table 2 lists the order of required execution time versus 

the number of samples for various mathematical operations. 

Here, to estimate the computational complexity of a test, 

the highest order of the time complexity is considered. 

Table 2: order of computational complexity for different operations [29]. 

Complexity Order Operations 

      Multiplication & Division 

     Summation & Subtraction 

      Square 

             Natural Logarithm 

           FFT 

 

In the AD test, the natural logarithm is used which is 

more complex than the proposed methods. The proposed 

methods have just the four main mathematic operators in 

which multiplication has the maximum complexity. So, 

the maximum complexity order for the proposed methods 

is equal to       because of multiplication complexity. 

However, the highest order of complexity for AD test is 

belonging to the natural logarithm which is equal 

to             . 

In the proposed methods, an FFT block operation is 

used for the detection of the OFDM signals. The order of 

computational complexity for FFT is            and is 

less than complexity order of multiplication. Therefore, 

there is no change in the maximum complexity order of 

the proposed methods since the maximum complexity 

order is still       which is lower than the AD again. 

Due to the same complexity order of the proposed 

algorithms, other methods are also needed to compare their 

computational complexity. For instance, calculating the 

number of mathematic operators is another method of 

measuring the computational complexity of an algorithm in 

which the operator with the highest complexity is counted. 

In this method, the maximum complexity order of the 

proposed methods is related to multiplication (or division). 

It is assumed that the number of operators which are 

not dependent on the number of samples is negligible; 

since the number of operators increases with the rise of 

samples numbers. 

Table 3 shows the number of multiplication (or 

division) of the three methods. 

Table 3: number of operators for proposed methods. 

Proposed method Operator numbers 

JB     

SW     

SF     

 

In Table 3, N represents the number of received 

samples. It is shown that the computational complexity of 

SF test is less than JB and SW tests. Therefore, SS can be 

done faster. 

We need to do interpolation or extrapolation to find 

some critical values which do not exist in ready tables. 

Interpolation or extrapolation increases computational 

complexity of methods. P-value solves the problem and 

decreases the computational complexity of SF and SW 

methods. 

5. Simulation Results 

In this section, simulation results are demonstrated for 

different scenarios. Our main goal is to compare the 

performance of the proposed GoF–based sensing methods 

with each other and with a conventional approach (i.e. AD). 

Before describing the achieved results, it should be 

noted that WLAN signal is used as the reference signal in 

this study. The applied WLAN signal in this article is 
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simulated based on available standards [30]. Obviously, 

WLAN uses OFDM modulation which is one of the most 

deployed methods in wireless communication. Taking 

into account that WLAN signal is based on OFDM, we 

can generalize our results to other OFDM based signals 

such as WiMAX and D-VBT. 

In implementing the offered methods, an FFT block is 

used before OFDM detection like OFDM demodulator. It 

is assumed that N samples are collected from environment 

by CRs, written as    for           which are complex 

valued. When we calculate proposed tests, without loss of 

generally, we use real-parts of samples. 

Fig. 3 depicts the detection probability of five SS 

methods including Blind AD, SF, JB, SW and AD. The 

false alarm probability equals 5% (      ) and the 

environment noise is considered to be Gaussian. The 

number of available samples from the received signals 

equals N=4000, which is equivalent to 50 OFDM symbols. 

As shown in the Fig. 3, JB and the SF methods have 

almost similar performance outperforming the other 

methods.  

 

Fig. 3. Detection rate versus SNR value for the simulated WLAN signal 
(N=4000) over AWGN channels (Pfa=0.05). 

The computational complexity of the SF method is 

much less than AD. Also JB method has high complexity 

order because of calculating high order statistics. On the 

other hand, statistic calculations are done only twice for 

the SF method with less complexity. In addition, JB 

method needs extrapolation and interpolation. Thus 

finding CV adds more complexity. 

In results of Fig. 4 the same parameters are also taken 

into account. The only difference is that in this situation, 

the signal has undergone Rayleigh fading. This figure also 

supports the fact that the offered SF method has much 

better performance in comparison with the other methods. 

 

Fig. 4. Detection rate versus SNR for simulated WLAN signal (N=4000) 

over frequency-flat Rayleigh fading channels (Pfa=0.05). 

According to Fig. 5, when the number of received 

samples reduces to N=800 (i.e. 10 OFDM symbols), the 

performance of all sensing methods are decreased, while 

the SF method works better than the others in both low and 

high SNR values. This observation shows the superiority of 

the SF sensing method over JB-based method, since the JB 

method requires a relatively large number of received 

samples for providing good detection performance. Since 

the CRs should detect PUs as soon as possible, the SF 

method would be preferred over JB-based SS. 

 

Fig. 5. Detection rate versus SNR value for simulated WLAN signal 
(N=800) over AWGN channels (Pfa=0.05). 

Fig. 6 shows the detection performances over 

frequency-flat Rayleigh fading channels for N=800. As 

we can see, the Blind AD performance is very poor, while 

the mixed method performs better than the other methods 

and has a close performance comparing AD. Considering 

the acceptable performance of SF method, and the less 

complexity of SF, it has the best performance due to its 

less complexity and high detection probability. 

 

Fig. 6. Detection rate versus SNR value for the simulated WLAN signal 
(N=800) over Rayleigh fading channels (Pfa=0.05). 
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In Fig. 7, the performance of the proposed methods 

versus false alarm probability is shown. The ROC of the 

proposed methods for sample size 3200 (40 OFDM 

symbol) in WLAN signal is compared with AD method 

showing improvement in AD algorithm. 

Considering Fig. 3 to Fig. 7, SF test has the best 

performance, so, we chose SF detector to compare with ED. 

Fig. 7 shows the detection performance of SF test in 

comparison to Energy Detector in presence of uncertainty 

for        in colored WGN. 

 

Fig. 7. ROC figure in WLAN for 3200 sample size (40 OFDM symble) 

over frequency-flat Rayleigh fading channels with         . 

Fig.8 demonstrates that correlation between noise 

sample does not affect performance of proposed GoF 

methods; because there is no any assumption in proposed 

methods about independent of noise samples. Results of 

Fig. 8 are verified by our assumptions about the lack of 

need for independent signal samples. 

Usually uncertainty in noise variance exists and 

ranges about 1 to 2 dB [5]. As it is evident, the SF test 

works better than the ED against noise uncertainty. This 

figure demonstrates that correlation between noise sample 

does not affect performance of proposed GoF methods 

and lack of need for independent samples in our 

assumptions verifies results of Fig. 8. 

 

 

Fig. 8. Signal detection probability versus SNR for WLAN (N=800) 

Additive colored Gaussian noise in the channel and over Rayleigh fading. 

6. Conclusion 

In this paper, three one-sample GoF techniques are 

introduced and modified to detect OFDM-based primary 

signals. The methods are compared through simulations 

with each other and a conventional approach (i.e. AD). 

We showed that the proposed methods‟ computational 

complexity is much less than the AD approach. 

Moreover, Monte-Carlo simulation results for OFDM-

based primary signals demonstrate that the SF method 

outperforms the other techniques in terms of probability 

of detection. In particular, we have shown that the SF 

method performs well even in very short sensing 

durations, in comparison with other GoF-based sensing 

methods. Furthermore, simulation results show that the 

SF method outperforms the classical ED in presence of 

noise uncertainty over different level of SNR. Besides, it 

is not sensitive to the noise uncertainty which is 

favorable. Therefore, it can be concluded that the SF 

method is an appropriate representative of GoF tests in 

order to be applied in CR networks. 
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Abstract 
In this paper, an ultra-wideband (UWB) common gate low-noise amplifier (LNA) with gm-boosted and noise-cancelling 

techniques is presented. In this scheme we utilize gm-boosted stage for cancelling the noise of matching device. The 

bandwidth extension and flat gain are achieved by using of series and shunt peaking techniques. Simulated in .13 um 

Cmos technology, the proposed LNA achieved 2.38-3.4dB NF and S11 less than -11dB in the 3.1-10.6 GHz band. 

Maximum power gain (S21) is 11dB and -3dB bandwidth is 1 .25-11.33 GHz. The power consumption of LNA is 5.8mW. 

 

Keywords: Gm-Boosted, Low Noise Amplifier, Noise- Cancelling, Ultra-Wideband, Shunt and Series Peaking. 
 

 

1. Introduction 

In recent years, the demand for ultra-wide band 

systems has increased. These systems are a new wireless 

technology, which have the ability to send data over a 

wide spectrum of frequency bands [1]. The advantages of 

this technology include high data rate, low power, 

reduced interference and low-cost, that are critical for 

broadband wireless communication. An UWB LNA is a 

first block in an ultra-wide band transceiver and Its 

performance can affect the overall performance of the 

transceiver. The UWB LNA must be able to provide 

several basic requirements, such as broadband input 

matching, low noise figure (NF), sufficient gain to reduce 

the noise of the mixer, small die area and low power 

consumption. 

Several techniques have been reported in published 

literature to design UWB LNAs with high performance. 

Based on the characteristics of the noise and input 

matching, the UWB LNA can be divided into two main 

groups, the common gate (CG) LNA, and the common 

source (CS) [2], [3]. Although the noise figure of CG 

LNA is more than CS configuration, but the low input 

impedance of CG LNA in a wide spectrum of frequency 

band, makes it attractive for LNA design. Thus, the 

common gate LNA is suitable to achieve broadband input 

matching [2]. The noise figure of the CG LNA )/1(   
[4], depends on the process parameters and device size, 

and almost remains constant with frequency. Also, the NF 

and input impedance of the CG LNA have a tight 

relationship with each other. To avoid tight relationship 

between the input resistance and the noise figure of the 

CG LNA, we can use gm-boosting technique [5]. Also to 

release this trade-off in the CG LNAs a noise-cancelling 

technique [6] has been widely used. From a feed-forward 

path the noise of the CG transistor is reduced, while the 

input impedance is matched simultaneously. 

In this work we will combine these two techniques. 

The gm-boosting stage made with a common source 

amplifier. In order to cancel the noise of CG transistor, 

instead of using feed-forward path, we utilize gm-boosting 

stage to cancel the noise of the input matching transistor. 

However this technique needs extra PDC budget for gm-

boosting stage, in general the total power consumption is 

low and NF will improve. For achieving the bandwidth 

extension and flat gain, we use shunt-series peaking and 

stagger compensation techniques [7]. In section II the 

proposed LNA and considerations of it will be described. 

The simulation results are presented in section III. 

2. Proposed UWB CG LNA With gm Boosted 

and Noise Cancelling Techniques 

2.1 Basic idea 

The principle of noise canceling is to generate the 

noise signals with the opposite phase polarities in 

different paths and adding them at the output. The 

conceptual diagram of the proposed technique is shown in 

Fig.1. This LNA is composed of a transistor M1, two 

auxiliary amplifiers (A1 and A2), and Rs is source 

impedance. Thermal noise of the matching device M1, 

In,M1, generates a voltage noise at node x. A1 act as gm-

boosting stage and the generated noise voltage at node x, 

amplified by a factor of -A1 and applied to node y. 

The noise current due to the channel of M1 (I1) goes to 

the output. For canceling the noise of M1, the voltage 

noise in node y must be converted to current noise with 

the opposite phase polarity to the polarity of I1. Therefore 
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to generate such current, an auxiliary amplifier is required. 

A2 act as an auxiliary amplifier and convert the voltage 

noise in node y to current noise (I2). For canceling the 

noise of the input transistor M1, I1 and I2 must be equal 

with the opposite phase polarities. A1 and A2 in addition 

to canceling the noise of the M1, increase the effective 

transconductance and the total gain of the LNA will be 

increased. In summary the combination of A1 and A2 

provide another current path, which result in reduced 

noise and increased overall gain. The noise canceling 

condition is as below 

1 2 1sA A R 
     (1) 

 

Fig. 1. Conceptual diagram of the proposed LNA with gm-boosted and 
noise-canceling techniques 

As shown in (1), A1 and A2 are inversely related to 

each other, and the power consumption of LNA will be 

reduced. 

The proposed LNA is shown in Fig. 2. The "main CG 

amplifier", made with M1 and R1, is enhanced by the "A1" 

made with M2 and R2. M3 act as A2. According to voltage 

noise in node y, We need a CS configuration (M3) to 

eliminate the noise of the input matching device. M4 and 

M5 act as a highly linear output voltage buffer. The output 

buffer is used to drive a 50-Ω load for simulation results. 

L0 provides Biasing of M1 and also resonate with input 

parasitic capacitance to provide wideband input matching. 

In order to achieve an UWB LNA, we utilize L1-3 for 

bandwidth extension and flat gain (shut-series peaking 

techniques) [7]. All of inductors are on chip with low Q. 

C0-4 are coupling capacitors. 

The noise canceling condition is as below  

2 3 2 1m m sg g R R 
      (2) 

 

Fig. 2. Complete circuit schematic of the proposed UWB LNA with the 
output buffer.   

2.2 Input matching 

Gm-boosted technique employs feed-forward to avoid 

tight relationship between the input resistance and the 

noise figure [8]. As shown in Fig.1, for an input voltage 

change of ΔV, the gate-source voltage changes by -

(1+A)ΔV and the drain current by -(1+A)gm ΔV. Thus the 

gm increased by a factor of 1+A1 [8]. By using this 

technique the input impedance of the proposed UWB 

LNA is as below 

0
1 1

1 1
|| ||

(1 )
in

m in

Z sL
g A sC




   (3) 

Where A1=gm2R2 and Cin is the total parasitic 

capacitance at the input. By increasing the operating 

frequency of the circuit, the parasitic input capacitance Cin 

starts playing critical roles, and performance of the LNA 

at high frequencies reduced. For the UWB LNA, S11<-

10dB is needed from 3.1–10.6 GHz. With proper 

selection of L0 and Cin values, the parasitic capacitance 

Cin absorbed by L0 and the imaginary part of Zin is 

negligible within the bandwidth. A low quality factor (Q) 

for the input matching network suggest a possible 

broadband impedance match.[9] 

2.3 Gain and bandwidth 

The effective transconductance of proposed LNA is as 

below 

2/))1(( 232221, RggRggG mmmmeffm 
   (4) 

Under input-impedance-matching and noise canceling 

conditions, the effective transconductance become 1/Rs. 

As frequency increases, the parasitic capacitances at the 

nodes of the circuit, reduce the gain and bandwidth of the 

circuit. One way to increase the bandwidth is utilizing 

shunt and series peaking techniques [7]. In shunt peaking 
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technique an inductor (L3) connected in series to the load 

to broaden the bandwidth. In nodes with significant 

parasitic capacitance, the series peaking technique can be 

used. In these nodes, an inductor (L1,2) is inserted to 

separate total capacitance into two constituent capacitance. 

By inserting the inductor, a peaking will be created above 

the -3db frequency and then by compensating this 

peaking, larger bandwidth will be achievable. To reduce 

peaking in the frequency response and in order to 

broadens the magnitude response, we utilize L1,2 with low 

quality factor [7]. At the resonance frequency of the input 

matching network (ω0), the input matching is the best and 

degrades on the either side, because the quality factor (Q) 

of the matching network in the input is low. When the 

load is resistive, for a broadband response there is a 

significant roll-off in the transconductance gain after ω0. 

By using this roll-off, canceling the peaking due to series 

peaking technique in the transimpedance gain at the 

output and flatten the overall gain of the amplifier will be 

achieved. This is done through proper staggering of the 

resonance frequencies of input matching and series 

peaking technique [7]. 

2.4 Noise analysis 

The dominant noise source in a common-gate LNA, is 

channel noise of the input matching transistor, which is 

equal to (γ/αgmRs), where γ and α are the process 

dependent  parameters. The gm can be increased to reduce 

the noise, since the noise and input matching of the CG 

stage are inextricably related, increasing the gm degrades 

the input matching. In order to avoid tight relationship 

between the noise figure and input matching, we use gm-

boosted and noise canceling techniques together. Also the 

effective transconductance increased, which result in 

increased gain and reduced NF. In order to simplify the 

calculation, it is assumed that the output impedance of 

transistors is infinite and input bias current is ideal. 

Furthermore only the thermal noise of the channel 

transistors and resistors are considered. The noise factor F 

(NF=10logF) can be derived from 

2
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2
 are the output current and voltage 

noise, Av
2
 and Gm

2
 are the voltage gain and 

transconductance under input-impedance-matching and 

noise canceling conditions. The low frequency noise 

factor components can be derived as 
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The noise due to terms (6-8) are inversely related to 

gm2, so gm2 can be increased to lowering the total NF. By 

increasing the gm2, to establish input impedance matching 

and noise canceling conditions, gm1 and gm3 must be 

reduced, therefore the power consumption of the M1,3 will 

be reduced. For large gm2, the width of M2 must be 

increased. However, this increases the parasitic 

capacitances in drain and gate of M2, deteriorating the 

gain and NF at high frequencies. Also due to the effect of 

parasitic capacitance in the drain of M3, the gain decrease, 

and the NF will be increased at higher frequencies. To 

mitigate these effects and increasing the bandwidth, series 

peaking inductors (L1,2) insert to these nodes. Fig.4 show 

the NF and power gain (S21) with and without the 

inductors L1 and L2. Without L1 and L2, NF and gain of 

the LNA degrade at high frequencies.L1 and L2, lowering 

the effects of parasitic capacitances of the circuit at high 

frequencies, and result in improved NF and gain at high 

frequencies. Also the effective transconductance Gm,eff in 

the input matching and the noise cancelling conditions, 

become 1/Rs, compared to conventional CG LNA is 

higher and NF will be reduced. However large gm2, 

requires an extra PDC budget, but the total power 

consumption of LNA is low. 

2.5 Process variations 

Inter-die and intra-die variations are two sources of 

variations in CMOS technologies [10]. Inter-die variation 

is typically accounted in circuit design as a shift in the 

mean of some parameter (“e.g.,Vth , μn ,..”) equally across 

all devices or structures on any one chip. This type of 

variation can be compensated by proper biasing of the 

circuit [11]. Intra-die variation (mismatching) is the 

deviation occurring spatially within any one die that can 

be solved by layout techniques and proper sizing. In this 

work we focus on the inter-die variations. 

Inter-die variations modeled as worst case process 

corners. In CMOS manufacturing process there are five 

process corners (TT, FF, SS, FS, SF). For instance in fast 

corner, all process variation deviate toward a device with 

increase current, threshold voltage Vth and gate oxide 

thickness Tox decrease and mobility μn increase. Fig .3 

shows the constant bias scheme that used in the circuit to 

reduce the effect of inter-die variations. 

Threshold voltage variation has a greater impact on 

the drain current, thus the effect of Vth variations on Vb 

will be studied. In fast corner Vth decrease and result in 

increase drain current (Id), voltage drop across R 

increased and Vb will be reduced. The following 

expressions are achieved from [10]. 

 b dd dv V R I
     (10) 

2( ) d b thI K V V
    (11) 

where k'=(1/2)(μnCoxW/L) is the transistor parameter. By 

combining of (10) and (11), Vb can be derived as 
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Fig.3. Bias network 

Vth variation result in Vb variation as follows  
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In (13) by choosing a large R the second term will be 

negligible and Vb variation will be approximately equal to 

the Vth variation “i.e., the decreases in the Vth, will 

decreases the voltage bias Vb and vice versa.” As 

mentioned before, in inter-die variation all devices suffer 

from same variation on the chip. The drain current 

“Id=k(Vb-Vth)
2
” of the transistors which are biased with 

the constant bias circuit (Fig.3), almost remains 

unchanged against the Vth variations. Thus LNA works 

properly in different process corner. 

3. Simulation Results 

The LNA is simulated by Advanced Designed System 

(ADS) in 0.13um CMOS. Figures 5-7, show the S11, 

power gain (s21), and NF of LNA at different process 

corners respectively. Since the circuit has only NMOS 

transistors, only three corners are shown. The S11 is shown 

in Fig.5 and is less than -11 dB at 3.1-10.6 GHz band in 

different corners. L0 and Cin resonate with each other to 

provide wideband input matching. Also we cannot choose 

large L1, because L1 affects on the input matching, thus the 

value of L1 is selected so that the input matching of the 

circuit remains below than -10dB in the bandwidth of the 

circuit. Fig.6 shows S21 of the LNA at different process 

corners. In TT, FF, and SS corners, maximum power gain 

(S21) achieved at 5 GHz, 5.4 GHz and 4.75 GHz 

respectively which is 11.6dB, 12.5dB, and 10dB 

respectively. The -3dB bandwidth is 10.46 GHz (1.2 to 

11.66 GHz) in TT corner, 11 GHz (1 to 12 GHz) in FF 

corner, and 9.76 GHz (1.1 to 10.86 GHz) in SS corner. The 

NF of the LNA is lower than 3.7dB in TT corner, 3.4 dB in 

FF corner, and 4.5dB in SS corner from 3.1-10.6 GHz and 

is shown in Fig.7. Minimum NF of LNA in TT, FF, and SS 

corners respectively is 2.48 dB at 5.44 GHz, 2.31 dB at 5.5 

GHz and 2.7 dB at 5.3 GHz. Simulating of IIP3 is done by 

Two-tone test with 10 MHz spacing, which is shown in 

Fig.8. At 6GHz, the simulated IIP3 is -13 dBm.1dB 

compression gain is -25 dBm (fig.9). 

 
(a) 

 
(b) 

Fig. 4. NF and Power Gain (S21) with and without inductors L1 and L2 

 

Table 1. COMPARISON WITH UWB CMOS LNAs 

Process 
-3dB Band 

[GHz] 
NF 

[dB] 
S11* 
[dB] 

S21* 
[dB] 

S12* 
[dB] 

P1dB 
[dBm] 

PDC 
[mW] 

Vdd 
[V] 

Circuit Topology Reference 

0.18μm 3.1-10.6 4.5-6.2 -9.5 13.2 n.a. -11 28 1.8 CG+ double resonant load [12] 

0.18μm 1.5-11.7 3.74-4.74 -8.6 12.26 -26 -22 10.34 1.8 Current-reuse technique [13] 

0.18μm .5-11 3.9-4.5 -9 10.2 n.a. n.a. 14.4 n.a. Dual-channel shunt technique [14] 

0.18μm 3-10.35 3.3-11.4 -8.3 12.5 n.a. -14 7.2 1.2 CG+ resonant load [15] 

0.18μm 1.2-11.9 4-5-5.1** -11 9.7 -35 -16 20 1.8 Broadband noise-cancelling [16] 

0.13μm 1.25-11.34 2.38-3.4** -11 11 -35 -25 5.8 1.2 
Gm-boosted+noise 

cancelling techniques 
This work 

           

*Maximum values,**In the 3.1-10.6 GHz band. 
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The power consumption of the LNA is 4.14mW 

without the output buffer and 5.8mW with the output 

buffer. Table I shows the comparison of this work with 

the previous published UWB LNAs. 

4. Conclusions 

An UWB CG low noise amplifier (LNA) based on 

Gm-boosted and noise-cancelling techniques, was 

presented. By using these two techniques low NF 

achieved. By employing an inductor with low Q in the 

input of LNA, broadband impedance match achieved. The 

bandwidth of LNA improved by utilizing series and shunt 

peaking techniques. By using stagger compensation 

technique flat gain over the bandwidth achieved. By 

utilizing the constant bias circuit, LNA worked properly 

in different process corners. Simulation results for the 

proposed LNA realized in 0.13um CMOS demonstrate 

11-dB maximum power gain, 2.38-dB minimum NF 

while dissipating 4.85mA from 1.2-V supply. 

 

 

Fig. 5. S11 at different process corners  

 

Fig. 6. S21 at different process corners 

 

Fig. 7. NF at different process corners 

 

Fig. 8. IIP3 of the LNA at 6 GHz 

 

Fig. 9. 1dB Compression point 
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Abstract 
Spanning Tree Protocol (STP) is a link management standard that provides loop free paths in Ethernet networks. 

Deploying STP in metro area networks is inadequate because it does not meet the requirements of these networks. STP 

blocks redundant links, causing the risk of congestion close to the root. As a result, STP provides poor support for load 

balancing in metro Ethernet networks. A solution for this problem is using multi-criteria spanning tree by considering 

criterions related to load balancing over links and switches. In our previous work, an algorithm named Best Spanning Tree 

(BST) is proposed to find the best spanning tree in a metro Ethernet network. BST is based on the computation of total 

cost for each possible spanning tree; therefore, it is very time consuming especially when the network is large. In this 

paper, two heuristic algorithms named Load Balanced Spanning Tree (LBST) and Modified LBST (MLBST) will be 

proposed to find the near-optimal balanced spanning tree in metro Ethernet networks. The computational complexity of 

the proposed algorithms is much less than BST algorithm. Furthermore, simulation results show that the spanning tree 

obtained by proposed algorithms is the same or similar to the spanning tree obtained by BST algorithm. 

 

Keywords: Metro Ethernet Network, Spanning Tree, Load Balancing, Shortest Path Selection. 
 

 

1. Introduction 

Ethernet technology is widely accepted in enterprise 

deployments and it is said that today more than ninety 

percent of data traffic is Ethernet encapsulated. Currently, 

the Ethernet technology is applicable in all levels from 

local area to metropolitan and wide area network 

environments [1].  

In an Ethernet network, only one active path can exist 

between two nodes, because multiple active paths create 

loops in the network. Existence of the loops in the 

network topology confuses the forwarding and learning 

algorithms. Current Ethernet networks rely on IEEE STP 

[2] or IEEE Rapid Spanning Tree Protocol (RSTP) [3]. 

These are link management protocols that provide path 

redundancy while preventing undesirable loops in the 

network.  

In both STP and RSTP, all of the traffic will be routed 

on the same spanning tree. Furthermore there isn’t any 

mechanism for load balancing. These result in unbalanced 

load distribution and bottlenecks, especially close to the 

root and therefore, cause inefficient utilization of 

resources in metropolitan area networks [4]. 

Traffic engineering in metro Ethernet networks is a 

widely researched topic and some improvements have 

been proposed in the literature in order to solve this 

problem [5-8]. 

SmartBridge [5] is a bridged network architecture that 

addresses the problems associated with spanning trees in 

Ethernet networks. In SmartBridge architecture, packets 

will be forwarded along the shortest paths. Although 

shortest path provides low latency, it does not solve the 

problem of load balancing in the network. Furthermore, in 

this architecture, all of the bridges must be SmartBridge 

compliant.  

K. Lui et. al [6] propose an approach named STAR 

(Spanning Tree Alternate Routing). STAR finds paths 

that are shorter than their corresponding tree paths; 

therefore it reduces latency between source and 

destination pairs. However, STAR is complex and it risks 

overloading of critical links. 

Tree-Based Turn-Prohibition (TBTP) [7] is another 

approach to load balancing in Ethernet networks. TBTP 

constructs a spanning tree by blocking some pairs of links 

around nodes, such that all cycles in the network will be 

broken. However, TBTP does not consider the best 

spanning tree and switch load balancing. 

Multiple Spanning Tree Protocol (MSTP) [8] is 

another related standard that is defined in IEEE 802.1s. 

MSTP improves the load balancing and failure recovery 

capabilities. However, maintaining multiple spanning 

trees adds a large complexity to network management and 

causes high control overheads. 

In our previous works, some solutions to the problem 

of load balancing in metro Ethernet networks have been 

proposed. In [9], a novel algorithm is introduced to select 

the Best Spanning Tree (BST) for a given network 

topology based on the load balancing criterions. BST 

algorithm finds the best spanning tree by calculating the 

defined score for each possible tree and by selecting the 

spanning tree with highest score as the Best Spanning 
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Tree. The defined score is a function of shortest path 

criterion and load balancing on links and switches. In 

summary, BST algorithm is an exhaustive search 

algorithm that finds the Best (Optimal) spanning tree. 

This is done by finding all spanning trees of the network, 

evaluating them based on the defined criteria and then 

selecting one with greatest score. In [10], a Multiple BST 

(MBST) approach is proposed that is the application of 

BST algorithm in a multiple spanning tree scheme. MBST 

considers all of the possible edge-disjoint spanning trees 

and all of the possible VLANs grouping and finds the best 

solution. Note that a set of spanning trees are edge-

disjoint if they have not any common edges (links). Using 

edge-disjoint spanning trees enhances load balancing and 

resiliency, because in the case of a link failure, only one 

spanning tree will be failed and the failure has no impact 

on the spanning trees not including the failed link.  

Although, BST and MBST algorithms can find the 

best answer for small networks, but their complexity is 

too large in large-scale networks.  

In [11], in order to reduce the complexity of BST 

algorithm, a simple approach that finds the sub-optimal 

spanning tree in small metro Ethernet networks is 

introduced. In [12], the algorithm is improved by 

introducing Shortest Path Selection criterion. The new 

algorithm is applicable in realistic large-scale metro 

Ethernet topologies. In this paper, that is an extended 

version of [12], we introduce Load Balanced Spanning 

Tree (LBST) algorithm. LBST is a simple algorithm that 

finds the load balanced spanning tree by using the same 

criterions used in BST algorithm. The computational 

complexity of LBST algorithm is much less than BST. 

LBST simplifies the process of finding spanning tree by 

using an iterative algorithm with zero initial values for 

link loads. Although setting zero is the simplest way for 

specifying the initial values, but it is very far from the real 

values and this can degrades the performance of the 

LBST algorithm. In order to improve the performance of 

the algorithm, a modified version of the algorithm called 

Modified LBST (MLBST) will be introduced. In MLBST, 

more accurate estimation of the initial values of link loads 

will be used.  

In fact, LBST and its modified version MLBST find a 

near-optimal spanning tree for a given metro Ethernet 

network in a simple manner based on shortest path criterion 

and load balancing on links and switches. In this way, three 

major criterions are introduced: load balancing over links, 

load balancing on switches and shortest path selection. 

Also, three coefficients α, β and γ corresponding to above 

criterions are defined. This allows the network managers to 

weight the importance of each criterion based on their 

defined goal. These criterions and corresponding 

coefficients will be used to assign weights to the links and 

then algorithm finds the shortest path between each node 

pair by using Dijkstra’s algorithm [13]. During this process, 

the link weights must be updated to reflect the effects of 

adding new traffic demands at each step.  

Although the constructed spanning tree may be not the 

best, but it is minimum weight and is a good 

approximation to the BST result. 

The rest of the paper is organized as follows: Section 

2 introduces some definitions and notations. In section 3, 

the LBST algorithm is explained in detail. In Section 4, 

some numerical simulation results are presented. Section 

5 proposes a modified version of LBST algorithm, and 

finally, some conclusions are drawn in section 6. 

2. Definitions and Notations 

In this paper, a metro Ethernet network is modeled by a 

graph with N nodes representing switches and a set of M 

links connecting nodes. Here, for simplicity assume 

symmetric links and symmetric traffic demands. The traffic 

demands between nodes are represented by a N-by-N 

matrix D, that its component di,j (i ,j =1, 2, …N ,i ≠ j) 

represents the mean traffic rate between nodes i and j. 

Also bi,j (i ,j =1, 2, …N ,i ≠ j)  represents the bandwidth of 

the link between nodes i and j and cj (i =1, 2,… N) 

represents the switching capacity of ith node. 

The goal of this paper is finding the best spanning tree 

based on three defined criterions. These criterions are 

links load balancing (LLB), switches load balancing (SLB) 

and shortest path selection (SPS). Here, the shortest path 

between two nodes is defined as a path with maximum 

aggregated bandwidth and minimum hop counts. 

In this work, three coefficients α, β and γ, are defined to 

indicate the importance of each criterion. Note that 0≤α, β, 

γ ≤ 1 and α+β+γ=1. For example, if the main criterion is 

LLB, assign α=1, β=γ=0, but if the goal is to find the best 

tree based on LLB and SPS criterions but not SLB, assign 

α=0.5, γ= 0.5, β=0. 

In the proposed algorithm, the link weight is a major 

component in finding the best spanning tree. Here, the 

link weight is defined as a linear function of three 

components: the utilization of the link, the average 

utilization of switches that the link is between them, and 

the inverse of normalized bandwidth of the link. 

Therefore, one can write the link weight between nodes i 

and j (Wi, j ) as:  

                                                                      ( ) 

In above Equation, 

       
    

    
                                                                              ( ) 

is the utilization of the link between nodes i and j and 

     is the traffic flowing through it. Also, 

       
 

 
(        )                                                           ( ) 

is the average utilization of switches i and j, where: 

    
  
  
      

  

  
                                                                 ( ) 

Here    and    are the traffics flowing through 

switches i and j respectively. Also, 
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                                                                            ( ) 

is the inverse of normalized bandwidth of the link 

between nodes i and j, where      is bandwidth of the 

link with minimum bandwidth in the network. Note that 

the      must be selected over all active links of the 

network. 

For a network graph with N nodes, each spanning tree 

has N-1 links. For each spanning tree, the variance of link 

utilizations (  
 ) can be defined as [9]: 
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                                                  ( ) 

where  

 ̅  
 

   
∑

  
  

   

   

                                                                   ( ) 

is the average of link utilizations,    is traffic load on 

kth link and    denotes the bandwidth of kth link. For 

each spanning tree,   
  indicates the degree of link load 

balancing, therefore in LLB criterion, the main goal is to 

find a spanning tree with minimum   
 . 

Similar to (6), for each spanning tree, the variance of 

switch utilizations (  
 ) can be defined as [9]: 
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where 
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                                                                            ( ) 

is the average of switch utilizations,    is traffic load 

cross ith switch and    denotes the switching capacity of 

ith switch. For each spanning tree,   
  indicates the degree 

of switch load balancing, therefore in SLB criterion, the 

goal is to find a spanning tree with minimum   
 . 

In SPS criterion, the goal is to find a spanning tree 

with maximum bandwidth links and minimum hop count 

paths. In this way, the parameter L is defined as: 
 

  
∑   
   
   

∑   
   
   

                                                                         (  ) 
 

The goal is to select the spanning tree with minimum 

L. To clarify the definition of parameter L, note that 

   


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N

i

N

ijj ijij

N

k k hdl
1 ,1

1

1
indicates the aggregated 

load on links. Where     is the number of hops from node 

i to node j and     is the traffic demand between these two 

nodes that is a fixed known value. It is clear that if traffic 

demands pass on shortest (minimum hop count) paths, 






1

1

N

k kl will be minimum. On the other hand,




1

1

N

k kb

indicates the aggregated bandwidth of links. Therefore, 

minimizing L guarantees each traffic demand travels on 

shortest path with maximum bandwidth and minimum 

hop count.  

The proposed algorithm also uses a parameter named 

Minimum Function (MF) to break loops. This parameter 

is defined for a given spanning tree as: 

      
     

                                                         (  ) 
In next section, the details of the new algorithm are 

explained. 

3. LBST Algorithm 

In previous section, some definitions that will be used 

here are described. This section describes the proposed 

algorithm named LBST in detail. This algorithm is simple 

and easy to implement in comparison to BST that is a 

computationally complex algorithm. 

LBST algorithm first sorts node pairs based on their 

traffic demand and builds shortest path for each pair 

sequentially. 

Here the highest-demand-first technique will be used 

because inserting lower traffic demand into the network 

can be done without loss of much performance [4]. After 

finding the best path for each node pair, the algorithm 

loads the traffic on this path and then updates the weights 

of links on the path. This process will be continued for 

other node pairs in descending order of their traffic 

demands.  

The LBST algorithm is implemented in two different 

methods. In first version named LBST I, loops will be 

broken step by step. The steps of this algorithm are 

described as follows: 

1. Assign the initial value of link weights using 

Equations (1)-(5). The initial spanning tree is a null 

graph. Note that in the first step, there is no load on 

links and switches, therefore        is zero for all links, 

but about the switches, algorithm uses the demand 

matrix to find the initial load on switches. To do this, 

add the traffic demands that the ith switch is their 

origination and assign the result to calculate the 

initial value of       by using Equation (4). 

2.  Sort the node pairs based on the traffic demands in 

descending order and set k=1. 

3. Select the kth node pair and find the shortest path 

between them. 

4. Check whether or not the links and switches of this 

path have enough capacity. If yes then load the 

corresponding traffic demand on path. If not, select 

next shortest path, then go back to step 4. 

5. Concatenate the discovered path to the spanning tree. 

6. Update the link loads and switch loads by adding the 

corresponding traffic demand to the loads of the 

links and switches located on the path. Then, update 

the link weights according to the Equations (1)-(5). 

7. Check whether is any loop in the constructed tree 

or not. If not go to step 8, else break the loop: 

a. For selected loop, determine the links which 

formed the loop. 

b.  For each link check if this link is removed, do 

other links and switches in the loop have 

enough capacity to handle the excess traffic? If 

yes, then this link is a candidate, otherwise this 

link cannot be removed. 
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c. If there is not any candidate link, ignore this 

path and select next shortest path, then go back 

to step 4. Otherwise, by having the list of 

candidate links for removal, remove the link 

which contributes the lowest MF to the tree. In 

other words, after removing each link in the 

loop, you get a different tree. Now keep the tree 

with the lowest Minimum Function defined in 

Equation (11).  

d. Update parameters and go back to step 7. 

8. Set k=k+1 and go back to step 3. Continue this 

process for all node pairs. 

Note that if during the process, some links or switches 

are fully used; in the rest, ignore them in selecting the 

best paths.  

As the first issue, breaking loops step by step in LBST 

I is a time consuming process that decreases the speed of 

the algorithm considerably. One approach to speed up the 

algorithm is breaking all the loops at the end of the 

algorithm instead of breaking them step by step. The new 

approach is named LBST II algorithm. It is clear that the 

speed of the LBST II is much more in comparison to the 

LBST I. The steps of the LBST II algorithm are described 

as follows: 

1. Assign the initial value of link weights using 

Equations (1)-(5) as described in LBST I 

algorithm. The initial spanning tree is a null graph. 

2.  Sort the node pairs based on the traffic demands 

in descending order and set k=1. 

3. Select the kth node pair and find the shortest path 

between them. 

4. Check whether or not the links and switches of this 

path have enough capacity. If yes then load the 

corresponding traffic demand on path. If not, select 

next shortest path, the go back to step 4. 

5. Concatenate the discovered path to the spanning tree. 

6. Update the link loads and switch loads by adding 

the corresponding traffic demand to the loads of the 

links and switches located on the path. Then, update 

the link weights according to the Equations (1)-(5). 

7. Set k=k+1 and go back to step 3. Continue this 

process for all node pairs. 

8. Check whether is any loop in the constructed tree 

or not. If not go to step 9, else break the loop: 

a. For selected loop, determine the links which 

formed the loop. 

b. For each link in the selected loop, check if this 

link is removed, do other links and switches in 

the loop have enough capacity to handle the 

excess traffic? If yes, then this link is a candidate, 

otherwise this link cannot be removed. 

c. By having the list of candidate links for removal, 

remove the link which contributes the lowest MF 

to the tree. In other words, after removing each 

link in the loop, you get a different tree. Now 

keep the tree with the lowest MF. If there is not 

any candidate link, ignore this sub-step and go to 

sub-step d. (Note that in very rare situations, the 

algorithm may be not able to break loops. In 

these rare cases, we must use LBST I algorithm 

to find the solution).  

d. Update parameters and go back to step 8. 

9. End. 

The proposed algorithms are trying to find the shortest 

possible paths between nodes and in the same time, they are 

trying to balance the utilization of link bandwidths and 

switching capacities. 

4. Simulation Results 

In this section, the performance of the proposed 

algorithms will be compared with BST algorithm proposed 

in [9]. The algorithms are implemented in MATLAB. The 

input parameters for a network with N nodes and M links 

are network graph, bandwidth vector B which elements are 

     (i=1,2,...,N), switching capacity vector C which 

elements are   (i=1,2,...,N), traffic demands matrix D 

which elements are      (i=1,2,...,N,        ), and α , β, γ 

(0≤α,β,γ≤1, α+β+γ =1). 

For simulation, a typical popular topology for metro 

Ethernet networks [14], is considered. A metro Ethernet 

network usually consists of a core part and several 

aggregation and access regions. The task of the core part 

is to forward the traffic load of the aggregation regions 

toward the edge nodes. The shape of the core is usually 

one or more rings formed by high speed switches and 

links. The aggregation part aggregates the traffic of access 

parts to several internal switches that are connected to the 

core rings. For aggregation part, usually topologies such 

as rings or dual homing structures are used. The access 

parts are usually tree shaped, because the cost of building 

the interconnections are high.  

Figure 1 shows a typical metro Ethernet network. 

Here, the core consists of four switches with switching 

capacity of 8 Gbps interconnected to a ring formed by 2 

Gbps Ethernet links. Also, two edge nodes with switching 

capacity of 8 Gbps are connected to core switches with 2 

Gbps links and four aggregation nodes with switching 

capacity of 4 Gbps are connected to two core nodes using 

dual homing with 1 Gbps links. In this topology, there are 

eight access nodes with switching capacity of 1 Gbps are 

connected to aggregation switches with 1Gbps links.  

In this typical network, for simplicity consider 

constant bit rate traffic demands between access nodes 

and edge nodes. These bidirectional traffic flows are 

shown in Table 1 where notation “Ac” stands for Access. 

As you can see from Figure 1, the physical structure 

of the access part is tree. Therefore, only the core, 

aggregation and edge parts of the network are considered 

in the load balancing algorithm as shown in Figure 2. In 

this figure, the labels indicated on nodes are switch names; 

where, the notation “Ed”, “Co”, and “Ag” stands for Edge, 

Core and Aggregation, respectively. 

First consider LLB criterion (α=1, β=γ=0). The 

spanning trees selected by BST, LBST I and LBST II 
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algorithms are shown in Figures 3.a, 3.b and 3.c, 

respectively. In this case, the variance of link utilizations 

(  
 ) is 0.0133 for BST tree, 0.0230 for LBST I tree and 

0.0179 for LBST II tree. The selected spanning tree by 

LBST I is ranked third best (3rd) tree by BST algorithm 

and selected spanning tree by LBST II is ranked second 

best (2nd) one. 

 

Fig. 1. A typical metro Ethernet network. 

Table 1. Traffic demands (Mbps) 

 Ac1 Ac2 Ac3 Ac4 Ac5 Ac6 Ac7 Ac8 

Edge1 50 50 100 200 200 200 200 100 

Edge2 100 100 300 300 200 100 100 200 

 

Fig. 2. Metro Ethernet network graph. 

a b 

 
c 

Fig. 3. Spanning tree selected based on LLB criterion by: a) BST 
algorithm b) LBST I algorithm c) LBST II algorithm. 

a b 

 
c 

Fig. 4. Spanning tree selected based on SLB criterion by: a) BST 

algorithm b) LBST I algorithm c) LBST II algorithm. 

 

Fig. 5. Utilization coefficient of switches for SLB criterion. 
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Now consider SLB criterion (α=0, β=1, γ=0). The 

spanning trees selected by BST, LBST I and LBST II 

algorithms are shown in Figures 4.a, 4.b and 4.c 

respectively. In this case, the variance of switch 

utilizations (  
 ) is 0.0063 for BST tree, 0.0066 for LBST 

I tree and 0.0069 for LBST II tree. The selected spanning 

tree by LBST I is ranked third best (3rd) tree by BST 

algorithm and selected spanning tree by LBST II is 

ranked fourth best (4th) one. 

a b 

Fig. 6. Spanning tree selected based on SPS criterion by:  

a) BST algorithm b) LBST I and LBST II algorithms. 

The utilization coefficients of switches for SLB 

criterion are shown in Figure 5. This Figure shows that 

the load balancing obtained by using LBST I and LBST II 

algorithms is very close to the results obtained by using 

BST algorithm. 

In last scenario, consider SPS criterion (α=β=0, γ=1). 

The selected spanning trees are shown in Figure 6. As a 

numerical comparison, the trees selected by LBST I and 

LBST II algorithms are the same and are ranked third best 

(3rd) tree by BST algorithm with L equal to 0.471 while 

this value is 0.464 for the best spanning tree selected by 

BST. These values are very close to each other. 

From above simulation results, the following 

statements can be concluded: 

Although LBST algorithms are not the best but their 

results are the same or similar to the results obtained by 

using BST algorithm. 

The computational complexity of LBST algorithms is 

much less than BST algorithm. As a roughly comparison, 

the typically run time of BST algorithm for a network with 

tens of switches and links on a new high speed computer is 

tens of minutes, while the run time of our new approaches 

for the same network is only several seconds. 

LBST II algorithm breaks all of the loops in the last 

step, while the LBST I algorithm breaks loops step by step. 

Therefore, LBST II is much faster than LBST I. 

Furthermore, simulation results show that the output of 

LBST II is the same or similar to the output of LBST I 

algorithm. 

 

 

 

5. Modified LBST Algorithm 

As described in section 3, the initial values of link 

weights in the first step of the LBST algorithms are 

assigned using Equations (1)-(5). In the beginning, there 

is no load on links, therefore in simulations done in 

previous section, the initial value of         was set to zero 

for all links. About the switches, algorithm uses the 

demand matrix to find the initial load on switches. To do 

this, add the traffic demands that the ith switch is their 

origination and assign the result to calculate the initial 

value of        by using Equation (4). Although this is a 

simple method for specifying the initial values, but it is 

far from the real values. In this section, we want to study 

the effects of initial values on the performance of the 

LBST algorithm. In this way, a different method for 

calculating the initial values of link loads and switch 

loads is introduced. This modification enables the 

algorithms to estimate the initial link weights with more 

accuracy. For future references, name the new algorithm, 

Modified LBST (MLBST).  

Note that MLBST is useful for LLB and SLB 

criterions. For SPS criterion, the output of LBST and 

MLBST algorithms are the same.  

In the following, the new algorithm is described, and 

then by driving some simulations, the effectiveness of 

using accurate initial values on the performance of the 

algorithm is showed. 

As mentioned in previous section, the output of LBST 

II is the same or similar to the output of LBST I algorithm, 

but its computational complexity is less. For this reason, 

in the rest, only the LBST II algorithm is considered. 

The MLBST algorithm, first sets the initial link loads 

to zero and then runs the LBST II algorithm described 

before once without loop breaking (by ignoring the 8th 

step). After that, the traffic loads on links and switches 

are known. By using this information, algorithm obtains 

the link weights using Equations (1)-(5). Now, using 

these new initial values, it runs the LBST II algorithm 

again without loop breaking. This process can be repeated 

several times. In the last run, the MLBST algorithm uses 

LBST II algorithm exactly as described before (without 

ignoring the 8th step).  

For performance evaluation of MLBST, the simulation 

scenarios described in previous section are run again by 

using MLBST. The spanning tree obtained based on LLB 

criterion with one run for obtaining initial values is ranked 

second best (2nd) tree by BST algorithm with   
  equal to 

0.0179, while the spanning tree obtained by using two runs 

for obtaining initial values is the Best Spanning Tree that is 

shown in Figure 3.a.  

By repeating the simulation for SLB criterion, the 

obtained tree for MLBST with just two runs for 

obtaining initial values, is the Best Spanning Tree. 
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The above results show that MLBST algorithm can 

find the best spanning tree by repeating the algorithm 

steps several times. 

6. Conclusions 

In this paper, first a new simple approach named 

LBST algorithm is introduced for finding the best load 

balanced spanning tree in metro Ethernet networks. LBST 

is an iterative algorithm that finds the spanning tree based 

on load balancing on links and switches. The criterions 

used are the same as criterions used in our previous 

algorithm named BST. BST algorithm is an exhaustive 

search algorithm that finds the Best Spanning Tree. 

Although, BST algorithm can find the best answer but its 

complexity is too large in large-scale networks.  

Simulation results showed that the output of LBST 

algorithm is close to the output of BST algorithm while 

its computational complexity is much less than it.  

In the first step of the LBST algorithm, the initial value 

of link loads must be assigned. In LBST, for simplicity, 

these initial values were set to zero for all links. For 

performance improvement, the Modified version of LBST 

algorithm named MLBST is introduced. MLBST calculates 

the initial values of link loads and switch loads in a more 

accurate way. Simulation results showed that the MLBST 

algorithm can find the best spanning tree by repeating the 

algorithm steps several times. In summary, the following 

conclusions can be derived from simulation results: 

1. The computational complexity of the proposed 

algorithms is much less than BST. 

2. Although LBST algorithms are not the best but 

their results are the same or similar to the results 

obtained by using BST algorithm. 

3. The performance of LBST II is very close to the 

performance of LBST I algorithm, but its 

computational complexity is much less.  

4. MLBST can find the best spanning tree for LLB 

and SLB criterions by repeating the algorithm steps 

several times. For this reasons, in practice we 

prefer to use MLBST for finding the best spanning 

tree in metro Ethernet networks. 

The proposed approaches can be used offline in the 

design process of a new metro Ethernet network or online 

during the operation of the network. In online mode, a 

central node (for example an edge node) is responsible for 

collecting the traffic and topology information and 

calculating the best spanning trees.  

Note that even though our new algorithms have a good 

performance in the considered scenarios, other popular 

realistic traffic models such as multimedia traffic in more 

realistic metro Ethernet topologies can be considered in 

future works. 
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Abstract 
In order to solve some security issues in Wireless Sensor Networks (WSNs), node to node authentication method based on 

digital watermarking technique for verification of relative nodes is proposed. In the proposed method, some algorithms 

with low computational for generation, embedding and detection of security ID are designed. The collected data packets 

by the nodes are marked using security ID. In the proposed method, header is used to mark the packets. Since the nature 

of the sensor networks is cooperative, using the head of the packets is proposed for authentication. Also using the marked 

head can prevent from sending and receiving fake data in the other nodes. Simulations have been performed in 

environments with imposing unrealistic data and having a probability from 1% to 10%. Comparing the proposed method 

with other methods shows that the proposed method in term of security, reducing traffic and increasing network lifetime is 

more effective. 

 

Keywords: Watermarking, Wireless Sensor Network, Packets Head, Node, Information Security. 
 

 

1. Introduction 

Wireless Sensor Networks (WSNs) are developing 

networks that can play an important role in collecting and 

transmitting data. Application of these networks, 

especially in strategic areas such as border military 

districts that are not easily accessible, is highly in progress. 

Traffic control, healthcare, biotechnology and 

pharmaceuticals, rescue and military reports - security and 

espionage cases are some areas that WSNs are used [1,2]. 

WSNs are multi hop that have the shared nature and 

internal power management without any direct 

supervision [1,2]. These networks are constructed by 

many sensors that are called nodes in this article. These 

nodes are capable of sensing, gathering and transmission 

of information and communication together. Depending 

to some applications of these networks, the transmitted 

data between the nodes can be very sensitive and crucial. 

Due to the performance of these networks, there are many 

security challenges. This corresponds to emerging attacks 

resulted by bogus nodes and unrealistic information. 

(Some attacks are node capture and impose false routing 

information) [1]. Therefore, it is necessary to adapt 

appropriate procedures to ensure the information security 

is guaranteed. 

In order to prevent the transmission of unrealistic 

information, a method is required to be applied to 

distinguish factual information. In fact, certification and 

authentication methods have to be used. In WSNs due to 

limitation of computation capabilities, energy, bandwidth 

and storage, conventional and traditional encryption 

methods using secret codes may not be implemented. 

Therefore, it is needed to use low complexity and more 

appropriate methods to verify the original information.  

In this paper, a digital watermarking method for 

authentication of packets in WSNs has been proposed. 

Generally, watermarking is used to achieve two main 

objects; recognition of intangible property information 

and transmission of confidential information. In recent 

years, much research in the field of digital watermarking 

based on data such as audio, image, video and text and 

information resources, has been proposed in regular 

networks [3,5]. However, the limited research in this area 

has been conducted on WSNs [6,10]. 

In [6], an algorithm for generating the security ID for 

outgoing packets has been introduced. This identifier is 

embedded using the pre-defined embedded algorithm in 

the send-data packets. These packets are transmitted in 

the whole network and in central receiver station, the 

main packets are identified and their information is 

extracted. In [7], a watermarking technique is combined 

by imposing a series of restrictions during the operation 

of sensing and processing the information performed by 

the node. These limitations are appropriate with the 

encrypted identifier embedded in the data. In some 

methods, watermarking is only used to prevent 

unauthorized users to access the information [8], or to 

guarantee the completeness and detection of the received 

bits [9]. In some cases, the secure transmission of 

confidential information is discussed. This confidential 

data in accordance with the proposed algorithm in 
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conventional data, before sending the message is 

embedded [10]. 

In all the presented methods, with some additional 

processing on each node, it is tried to increase data security 

but most of these methods have not considered the shared 

nature of network performance. In fact, only the sender 

node is considered and the presented methods are provided 

independently from other nodes. However, by considering 

the entire network, it is possible to propose more effective 

methods providing better performance. 

In this paper, we propose a method to verify 

authentication and to indentify real packets sensed, 

received and transmitted by original nodes. In the proposed 

method, considering the nature and performance of WSNs, 

the packet header is used to embed the security ID. Using 

certain spaces of the packet header and a new embedded 

algorithm, the proposed watermarking is performed. At the 

receiver node, the packet header is examined and verified 

by the rest of the received packets. In some environments 

with having a possibility of forced fake packets, the 

proposed method increases network security, reduces 

energy consumption and network traffic, effectively. 

In following section, the structure of used WSNs is 

briefly explained. In third section, the procedure of 

collection, packaging and delivering information in WSNs’ 

nodes are explained. In section 4, the process of 

watermarking in the proposed method is explained. In 

section 5, the procedure of verification of packet 

authentication is demonstrated. Finally, in section 6, the 

obtaining results by applying the proposed method on 

WSNs are presented and compared with other methods. 

2. Structure of Wireless Sensor Networks 

WSNs consist of many sensors called nodes. These 

nodes randomly or based on a specific design are distributed 

in an environment [1,2]. These nodes are virtually classified 

based on their transmission range in each area. 

In each cluster, according to the amount of energy 

belonging to the node, the center of the cluster is selected 

and other nodes either directly or via other nodes of the 

cluster are connected to the center of the cluster.  

These clusters and the centers are not fixed and during 

the different business cycle of the network may vary. 

Network information is transmitted to the main station 

and sink through the centers of the clusters. In Figure 1, a 

simple exponential segmentation of different clusters is 

shown. These clusters are connected to each other through 

the centers or the boundary nodes [1,2]. 

 

 

 

 

 

 

Fig. 1. WSNs’ nodes divided into different clusters 

3. Collecting, Packaging and Sending the Data 

The standard "Zigbee / IEEE 802.15.4" is normally 

used in WSNs. With respect to this standard and the 

models presented in [6,10], we propose a new model for 

packaging the information in the network nodes. A new 

pattern packet by nodes is given by: 
 

Packet = (Head, Send-Data) 
 

Each packet is divided into two parts; the first part is 

packet header or Head and the second part is called 

transmission information or Send-data. The packet header 

contains some information such as the routing information, 

packet length and other parameters in the standard 

"Zigbee/IEEE, 802.15.4". The send-data contains the pre-

defined information which is needed to be transmitted by 

the nodes in each time period. It is assumed that each node 

collects the information in the "kth" cycle. This 

information is collected and stored in two forms by the 

node; first, the sensed information by the self-node from 

its surrounding environment and second, the received 

packets from other nodes and their authenticity has been 

verified. If the information is sensed by self-node, each 

packet is in form of Si= (t, d1, d2, ...,dn). In this packet, 

"i" refers to the cycle of working nodes in the sense of 

[(i=1,2, ..., m), m≤ k. "T" refers to the time of sensing 

information. [Dj, (j=1,2, ..., n)] indicates the parameters 

that must be sensed by the node. The general pattern of 

the packets is in form of (N, S1, S2, ..., Sk, D), where 

"N" indicates identification of the node in the network or 

ID, and the "D" specifies the length of each packet. If the 

packets are received from other nodes and their authenticity 

is verified, they have different parameter of N. In fact, 

these packets are packaged in the other nodes with the 

same pattern, except that N contains the node ID which has 

sensed its surrounding information, primarily. 

The packet transmission time by the nodes has to be 

defined for all nodes. For example, in [6,10], it is 

assumed that the transmission is performed when the 

storage is fully loaded. However, due to defining a new 

model for the packets, the packet transmission time can 

be performed in specific time intervals. By sending 

packets scheduled times, network can plan better 

programming. In addition, some nodes in the network can 

sense and transmit information both. Therefore, the 

criteria of fully loading storage can decrease network 

performance. The reason is that the nodes located in 

optimum direction of information transmission are unable 

to receive new packets from other nodes while their 

storages are not fully loaded even they have performed 

their duties in time intervals. This problem is due to being 

the same nodes in WSNs, and therefore the storage 

capacity is the same for all nodes. If transmitter node 

sends the information when its storage is fully loaded, 

then the storage of receiver node should be unloaded to be 

able to receive the information completely; otherwise the 

information has to wait until the receiver node located in 

optimum direction of information transmission sends its 

Cluster Head Node Border Nods 

Clusters  
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data and then by unloading the storage it could receive the 

information. This problem, due to being several nodes in 

the network, may destroy or create unreasonable delay in 

the sending the packets and the network performance will 

be degraded. Meanwhile, it increases the traffic in optimum 

direction of transmission. However, if the transmission 

time is scheduled, then the nodes are able to sense and store 

the surrounding information and also to receive the packets 

transmitted by other nodes at the same time. 

At a period of time until reaching to retransmission 

time by the nodes, if the packets are completely received 

by the node they are packaged and sent on time. But if the 

packets are not completely received, they are stored in a 

part of storage and after complete receive, they are 

packaged and transmitted in the next period time. The 

transmission time periods are selected such that the 

transmission is performed before the storage is fully 

loaded. Moreover, the time period should be set so that 

the nodes have appropriate transmission rate based on the 

length of the header and the amount of transmission data 

packet. For example, the time period should not be 

considered too low such that the amount of transmission 

data packet compared to the length of the packet header is 

unusual. Thus, the transmission time periods are 

determined based on the type of nodes, the network 

workspace, request information from the network nodes 

and the storage capacity. With regards to appropriate 

timing, it is possible reduce network traffic and delay. By 

achieving the coordination between the transmission and 

receive time of packets at the nodes, the appropriate 

timing is obtained. 

If the measure of information transmission time at the 

nodes is full-load storage, sometimes the traffic increases 

around the nodes located in optimal routes and especially 

in the cluster centers. However, it is possible to control 

the traffic by proper timing. In Table 1, two measures of 

information transmission time are compared. For this 

comparison, a working period, "T", is considered for 

information transmission for each node, and a fixed 

amount of data is sent by the network. These nodes send 

data at the same rate for the first stage by the measure of 

full-load storage and in the second stage with defined 

schedule. This comparison has been performed based on 

this reality that in different time periods in the grid, the 

number of packets that have been transmitted but not yet 

received, both criteria are calculated. It has been assumed 

that there are 35 nodes and one cluster center. In first step, 

the length of each bit stream, 100Kbit has been assumed 

and in the second step, for each 0.1T, the nodes transmit 

the data in 8 stages. During the 8 stages, the size of the 

transmitted data is as same as the first step. The 

transmission rate is 50kb/s for each node and bit 

transmission is based on Poisson distribution. For 

convenience in computing, the total information sent to 

the network is limited and the traffic in both steps has 

been considered to be fixed. In the first step, the time of 

full-load storage is considered to have an exponential 

distribution and totally production and distribution of 

the packets on the network trend to Gaussian 

distribution. Therefore, the nodes located in 

transmission path receive higher information and 

include higher traffic. Thus, these nodes have to send 

the information in shorter time intervals compared to the 

other nodes and they are time scheduled according to the 

network conditions. This comparison is intended to 

provide a time 5 minutes and the number of packets is 

counted in every 30 seconds. 

Table 1. Number of packets not received on the first and second tests 

Number of packets 
in the second stage 

Number of packets 
in the first stage 

Calculation time of 
un-received packets 

0.1 T 4 10 

0.2 T 22 16 

0.3T 29 14 

0.4 T 38 15 

0.5 T 36 12 

0.6 T 39 15 

0.7 T 22 13 

0.8 T 10 14 

0.9 T 3 12 

T ------- ------- 

According to the table, by the assumption that none of 

the packets has not been lost by traffic and the delay, it is 

observed that the transmission and receive of information 

has better coordination in case of scheduled times 

information. It should be noted that the number of packets 

has the same length in the first stage but in the second 

stage they have variable lengths and in some cases much 

smaller than the first step. For example, at "0.1T", the 

number of bits of 10 undelivered packets is 350kbit which 

is approximately equal to 3.5 packets in first step.  

As observed, the first stage has more changes 

compared to the second stage. These changes sometimes 

correspond to create traffic and sensible delay in the 

network, and in some cases can cause data is lost. The 

traffic in wireless sensor networks is one of the main 

factors for identification of key nodes, especially center of 

the clusters. By identification of the location of such 

nodes, communicating and accessing information is easily 

performed. It also increases the chance of attacks to the 

network which even incapacitates the entire network [1,2]. 

By scheduled times, packaging and proper timing 

between the sending and receiving packets, the packet 

congestion around the center of the cluster and probability 

of location identification decrease. In section 6, the 

impact of this type of packet scheduling operations in 

watermarking is fully investigated. 

According to the new paradigm of packaging and 

sending data, the packets sent by each node contain 

multiple nodes. After receiving the packets, the base 

station extracts and saves the information of each node 

according to characteristics of "N" and "D" intended for 

the node in the network and the business cycle. 

4. Process of Watermarking at Receiver 

In this section, before indicating the proposed method, 

in order to generate and embed the security ID of data 
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packets, a brief discussion on use of packet header as the 

location of embedding security ID is presented. 

4.1 Using packet headers for watermarking 

In this article, regards to the packet header differs in 

different nodes and the packets lose their headers by 

passing through different and they are replaced by new 

packets with new packet header, the packet headers are 

used for authentication of packets. 

The main reason for using the packet headers is that 

due to nature of WSNs it is not required the 

authentication to be only performed in the base station. In 

most proposed method so far, the transmitter node has 

been only considered and the nature of communal 

belonging to the WSNs has not been used. Since each 

node placed in transmission of the packets can perform 

the authentication. Because the data is sent through a 

node, if the client node is able to detect the original 

information from the fake information then it can remove 

fake information, receive the original data and save it in 

transmission information part of the new packets. Using 

this trick result in reduction of traffic and congestion of 

the packets around the nodes, especially center of clusters 

located in optimum pathways and prevents occurrence of 

the attacks resulted from the network traffic, such as, 

traffic analysis. Moreover, the consumed energy for 

receiving one bit in each node is about 0.5μj and for 

transmission is about 1 μj [1, 6, 10]. Therefore, if the 

authentication of the information is checked in base 

station and the information is fake, in this case, all the 

nodes placed in communication path to base station have 

to consume a lot of energy for receiving and transmission 

of the information which is actually fake. This is 

unacceptable due to energy constraints in the nodes. On 

the other hand, the transmission information part of the 

packet may contain several hundred bytes and if the 

security ID is supposed to be embedded in the 

transmission information part and it is assumed that the 

authentication is checked node-to-node, all the nodes 

have to receive many bytes for authentication of real or 

fake information. In this case, the consumption of the 

energy by the nodes increases. For better performance of 

the network, it is required to propose a strategy in which 

the client nodes can decide to send or block the 

information by consumption of minimum energy. 

Although using packet header for watermarking in other 

networks except WSNs seems inappropriate due to its 

change in different transmission stages, in WSNs the 

transmission of the packet is in cooperation with the other 

nodes and the overall patterns are similar, using the packet 

headers for watermarking can be appropriate. Thus, it is 

possible to use the packet header as a proper choice to 

verify the ownership. In each node, firstly, the header part 

of the packet which has a length much smaller than the 

transmission information part is received and then the 

authentication operation is performed. If it is right and 

original, the rest of the packet is received, otherwise the 

packet is fake and it is discarded.  

4.2 Watermarking process 

As mentioned in the previous section, incoming 

packets with sensed data are stored in the data packet 

transmission part, and a new header with the new security 

ID is sent. Figure (2) shows the watermarking process in 

the sender node. According to Figure 2, the sensed 

information in different working cycles of the node with 

the received packets from other nodes is packaged. 

Packaging in each period is stopped when there is enough 

time for executing watermarking algorithms until arriving 

the transmission time. According to standard 

"Zigbee/IEEE802.15.4", packet header in stop time of 

packaging with network information is formed. By forming 

the packet header, the algorithms (1) and (2) (which are 

defined in section 4.2.1) are performed. The result of the 

algorithm (2) is a new header which contains the security 

identifier, and proves the authenticity of packet ownership 

in the client nodes. Embedding the security ID is performed 

such that in watermarked header, the original header 

information is maintained. It is obvious that since the 

security ID of the packets change in every stage the 

network security considerably increases.  

 

 

 

 

 

 

 

 

Fig. 2. The watermarking process for sender node. 

By new definition of information packaging in the 

nodes and similarity of the nodes in WSNs, some defined 

fields in the header seem to be insignificant. For example, 

the field of the sender node, according to the standard 

“zigbee”, has allocated 2 bytes for header. As noted, the 

transmission information part contains the sender's node 

ID. Meanwhile, according to the standard, some header 

fields can provide some void bits. In this study, we try to 

embed the security ID using these fields. This is achieved 

such that the information in the header is maintained. In 

fact, in this methodology, the header information is not 

manipulated and only security ID bits are embedded in 

the void and least significant bits of the header which are 

defined in both the transmitter and receiver nodes. 

Now, we are encountered with two issues; first, how to 

produce secure ID, and second, how to embed the Security ID. 

4.2.1 Generation of security ID 

First, the packet headers are divided into two parts 

according to the standard used. The first part consists of 

some fields which remain unchanged and its information 

has been used generate the security identifier. In this 

article, these fields are called fixed fields of header. The 

second part consists of some fields such as the field 

related to the sender node or tab ratings, which are either 
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less important or can include more number of bits 

compared to the fixed fields of header. In these fields it is 

possible to define a number of void bits, which their 

places are known in the receiver and the transmitter. 

These fields are called variable fields. This part is used to 

embed the security ID bits. 

In order to generate the security ID bits, the proposed 

algorithm in [6], has been used but with a slight change in 

the algorithm, a “Hash” function is applied. The “Hash” 

functions generate a unique output by receiving the 

specific inputs under predefined conditions. One of the 

inputs to the hash function is the number of bits, "L", 

which is considered as a security ID and it is shared in all 

nodes. Other input is a security key, "k", which is a prime 

number and it is shared automatically in all nodes. The 

certain bits of the fixed fields of header which are known 

in both sender and receiver are the other input. This input 

causes that the probability of generation of fake security 

ID considerably reduces due to being difference of 

headers in different stages of transmission. Note that this 

algorithm is executed only when the header is received. 

Because the fixed fields and other parameters are 

transmitted without any changes in all nodes. The hash 

function generates a bit string as a security ID only by 

simple operations. The security ID generation algorithm 

has not to be simply detectable, to be low complexity. 

Algorithm 1. Generation of security ID bits 

/ / Initial data k, L 

1) fix = constant values in header fields 

2) w = LSB (fix) 

3) WM = Hash [L, k, w] 

4.2.2 Embedding the security ID 

The output of Hash function, WM, is a L-bit string. 

This bit string has to be placed in variable fields of header. 

First, the bits in the variable header fields that are marked 

to embed the bits of security identifier are numbered 

sequentially. This numbered bit string is indicated by "d", 

where d(i) refers to ith bit of the bit string. The length of 

WM-bit string can reach to tens of bits. However, as will 

be shown in Table 2, an 8-bit string can also meet the 

security expectations. 

Algorithm 2 shows the process of embedding the 

security ID bits. The algorithm includes the property of 

rotational placement and security ID may not be easily 

detected and recovered. An important feature of this 

algorithm is non-interference in the placement of 

information in the header. 

After construction of the new bit string, d, the sign bits 

are placed in the variable fields of header according to the 

specified numbers, and the information with the new 

header is then transmitted. 

Algorithm 2. Embedding WM bits in “d” 

/ / Initial data k, L 

1) len = length (d) 

2) For j = 1: L 

         p = [j * k / len] 

          mod = j * k mod len 

                      if p + mod <len 

                                d (p + mod +1) = WM (j) 

                           else 

                                 d (p + mod-len +1) = WM (j) 

                       End if 

         End 

5. Verification and Authentication of Packet 

Ownership 

After transmission of the packets by the sender node, it 

is firstly needed to verify the authentication of packet 

ownership in client node and then to be fully downloaded. 

Figure 3 shows the receive process in client node. In client 

node, the header of the packet is fully received and then the 

algorithm 1 is executed. Since the fixed fields of header 

remain unchanged, the algorithm 1 in the receiver and the 

transmitter has similar results. After receiving the header, 

the sign bits in the variable fields of header are extracted. 

 

Fig. 3. Block diagram related to verification of authentication of packet 
ownership in client node.  

According to the algorithm 1, WM-bit string is 

generated based on fixed fields of header. Then, based on 

pre-defined location of the sign bits in the receiver and the 

transmitter, the bit string, d, is extracted. Next, the bit string 

of WM' is extracted from bit string of d' by reverse 

operations. By comparing WM and WM ', the received 

packet is verified whether original or fake. This procedure 

is performed based on algorithm 3. If the packet is original, 

the remaining information of packet is received otherwise 

the packet is removed from the receive cycle and discarded. 

In order to compare WM and WM ', we use a measure 

which indicates virtual difference between WM and WM ' 

[6]. This measure is practically obtained by consideration 

of environment and probability of error created by the 

environment. After verification of being original or fake 

packet, a command is sent to the receiver node. If the 

packet is original, it is commanded to the receiver node to 

continue receiving the packet. However, in case of 

detection of fake packet the remaining information of 

packet is not received and it is commanded to the client 

node to receive another packet header. After receiving the 

original data, if the packet transmission information is fully 

received, the information is sent to the packaging part of 

the node. Meanwhile, the node information sensed in 

different business cycles is transferred to packaging part of 

the information. From this stage onwards, if the 

information is needed to be embedded, the watermarking is 

re-performed as shown in Fig. 2. 
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Algorithm 3: Security ID bits extracted 

/ / Initial data k, L and t values of allowable error 

1) The Algorithm (1) WM Production 

2) Len '= length (d'); 

3) For j = 1: L 

               p = [j * k / len '] 

               mod = j * k mod len ' 

                          if p + mod <len ' 

                                 WM '(j) = d' (p + mod +1); 

                          Else 

                                WM '(j) = d' (p + mod-len +1); 

                  End if 

End 

 

4) E = sum (Xor (WM, WM ')) 

5) If E <t 

             Accept data 

      Else if E> t 

              Reject data 

      End if 

6. Applying the Proposed Method on Wireless 

Sensor Networks 

As noted earlier, the proposed method provides 

acceptable results in the environments containing fake 

packets. In this section, the existing security in the 

proposed method is discussed. Then, network traffic 

analysis and energy consumption will be discussed. In the 

analysis, it is assumed that all the nodes are imposed by 

0.01 to 0.1 fake packets. The process and transmission 

rate of the packets are similar to the assumptions in 

section 3. 

6.1 Security of the proposed method 

In this method, a harmonic function is used such that 

its process is not simply recognizable. Since the input of 

the function is the security key which is inaccessible, the 

probability of fake WM generation is quite low. In 

addition, the state of placement regards to varying WM in 

different nodes causes to increase the security of the 

received packets. If an undesired system is going to 

produce fake header and ID which is undistinguishable by 

the network, it is required to consider huge aspects. It 

should be noted that since the header information of each 

packet belonging to the packet itself, is used for 

generation of ID, the ID of the packets differs even they 

are generated in one node. Since undesired system is 

unaware about the parameters of “l” and “k” and the 

process of ID generation in the nodes, it can assume that 

the probability of correct generation of ID for each bit is 

0.5. Since the information of the fixed header fields is 

used for generation and authentication of ID at receiver, 

due to being difference between the headers in various 

stages of sending headers, the probability of generation of 

fake ID highly reduces. If the total length of the header is 

n-bit, the probability of generation of fake ID compatible 

with the original ID is multiplication of the probability of 

finding the L-bit location of ID in header and the 

probability of correct ID. This is given by: 
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Table 2 shows the probability of fake ID for different 

values of n. 

Table 2. The probability of fake ID with length of 8 bits 

n L P(n,L) 

48 8 1.04×10-11 

56 8 2.75×10-12 

64 8 8.83×10-13 

72 8 3.27×10-13 

80 8 1.35×10-13 

88 8 6.08×10-14 

96 8 2.95×10-14 

104 8 1.52×10-14 

112 8 8.22×10-15 

120 8 4.65×10-15 

160 8 4.38×10-16 

200 8   0 

 

It is observed that by choosing only 8 bits for the ID 

and watermarking the probability of generation of fake ID 

considerably reduces. It seems that due to variation of the 

ID during the transmission process, 8 bits provides the 

network security expectations. However, using less bits 

results in lower complexity and lower costs for 

transmission.  

The most important factor in authentication methods 

is the accuracy of correct verification of original packets 

such that neither the original packet is discarded nor the 

fake packet is received. Figure 4 represents the percentage 

of detection for the original and fake packets. The upper 

curve represents the percentage of received original 

packets to the total original packets and the lower curve 

illustrates the percentage of received fake packets to the 

total fake packets. In this experiment, n=72 and the results 

for different values of L are examined. 

 

Fig. 4. Percentage of received packets for original and fake cases. 

It is observed that if the number of bits for WM is 

more than 8 bits, ideal results are achieved. Compared to 

[6], although the methods are very different but they have 

the same results for more than 4 bits. 
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Therefore, according to Tab. 2 and Fig. 4, the 

proposed method can provide the required network 

security expectations. Meanwhile, the security identifier 

produced and embedded by the proposed method contains 

lower number of bits compared to other methods [6]. 

6.2 Network traffic analysis 

One of the main methods used by the foreign system 

to detect the location of the nodes is network traffic 

analysis. By the network traffic analysis the location of 

the nodes placed in strategic areas or the position of 

cluster centers in the optimal transmission paths are 

identified. This provides different attacks such as 

wormholes, sinkhole attacks and node compromising to 

be imposed to the network [1,2]. The two-step proposed 

method can reduce network traffic. The first step consists 

of the new definition of packaging and scheduling packets 

and second step includes using the headers for 

watermarking and authentication of the packets. It is 

obvious that traffic reduction causes reduction of delay in 

transmission of the information in the network. 

Fig. 5 shows the proposed method against the method 

in [6,10] for packaging and information transmission in 

terms of the number of packets existing in queue in 

different time intervals. These results have been obtained 

by computation of the number of packets produced in the 

node for each time interval independent of previous time 

interval. In this procedure, some nodes obtain the 

necessary bandwidth to send the packets in the time 

interval generated and some other nodes, due to limitation 

of bandwidth, are unable to send the information. In this 

case, the generated packets which have not been 

transmitted, stay in transmission queue and the node, as 

soon as accessing to the necessary bandwidth send them. 

The number of packets stayed in the queue for each time 

interval is: 

(2) PPP QTp
  

Where the PP indicates the number of packets 

generated in each time interval, PT, is the number of 

generated packets which have been transmitted at the 

same time interval and PQ is the number of generated 

packets which have been stayed in queue. PQ is 

calculated at each time interval. The percentage of ratio of 

PQ to PP has been shown in Fig. 5. These values 

represent the percentage of packets which stay in queue at 

every time transmission. Obviously, higher values 

represent higher network traffic and delay. These results 

have been only obtained for the impact of packaging and 

information transmission patterns in network traffic and 

the watermarking applied in the proposed method and in 

[6] has not been considered in the simulation. 

 

Fig. 5. The amount of queued packets per time slot 

According to Fig. 5, if a criterion is filling storage 

[6.10], the ratio of PQ to PP increases in some time 

intervals. The reason is the packet congestion in some 

intervals and the limited bandwidth. The limitation of 

bandwidth has to be considered as one of the fundamental 

challenges in this type of network where the transmission 

delay is important. Inattention to bandwidth limitation 

causes packet loss and node information. The congestion 

of nodes which do own transmission as soon as filling the 

storage increases and consequently the number of packets 

prepared for transmission increases. In this case, some 

packets are sent at generated time and some packets stay in 

queue to be sent at next time intervals with having the 

required bandwidth. Regards to assumption of Gaussian 

distribution, the congestion of generation and transmission 

of the packets increases in median time intervals and non-

transmitted packets affect the transmission in the next time 

intervals. Therefore, for median time intervals between 

(0.3T-0.6T), the number of queued packets greatly 

increases. Since the traffic load and the amount of 

information for transmission have been considered the 

same for the proposed method and the method presented in 

[6,10], as observed in Fig. 5, the method in [6,10] packs 

and transmits the desired information and therefore the 

generation and the congestion of the packets reduces in the 

final time intervals and the nodes have higher bandwidth 

for transmission of remaining packet in the network. The 

important issue is that the network traffic has to be 

controlled such that key nodes cannot be identified and 

with the fluctuations in the density of traffic and the 

congestion of packets for transmission, the network may 

be disordered. 

According to the new model packaging as shown in 

Fig. 5, it is observed that with having the timing for 

transmission and appropriate pattern for packaging, the 

number of queued packets for transmission, even in high 

congestion time, is almost unchanged. In other words, 

with accurate timing for information transmission, it is 

possible to reduce the delay and prevent fluctuation of 

network traffic at different time intervals. 

Figure 6 compares the proposed method with the 

method presented in [6]. The comparison is based on the 

freed bandwidth in each area of the network, without 

applying the watermarking. The number of nodes is 

variable in each area and the results have been obtained 
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regards to different number of nodes. For each number of 

nodes, the first column and the third column are related to 

the method presented in [6] and the proposed method, 

respectively. In the second column, the watermarking 

method presented in [6] in combination with the new 

model of packaging and information transmission has been 

shown. In fact, the second column indicates the effect of 

the new model applied on [6] in reduction of network 

traffic. For example, if there are 50 nodes in center of a 

cluster, the proposed method regards to imposing the 

percentage of the fake packets, is able to free 14% of 

occupied bandwidth compared to without applying 

watermarking case. This reduction is more sensitive in 

strategic areas. For two reasons, the proposed method 

provides better performance; first the procedure of 

packaging and transmission and second prevention of fake 

packets distribution in the network. For example if the fake 

packets are received and distributed in an area with 50 nods 

(sending the packets in the network broadcast is assumed 

as broadcast), they are received and sent many times until 

reach to cluster center several times and they are finally 

discarded in base station. However, the proposed method is 

able to verify and discard the fake packets in primary step 

from the send-receive cycle and therefore increases the 

bandwidth for transmission of the original packets. 

The calculation is based on computation of the amount 

of information which has been sent and received in the 

network regards to the amount of fake information for 

different time intervals. The ratio of the obtaining values to 

the case without watermarking are calculated and shown in 

Fig. 6. The different values in different methods can 

indicate as free bandwidth by applying the related methods. 

 
Fig. 6. Occupied bandwidth in different methods with and without 

watermarking 

6.3 Evaluation of energy consumption 

One of the important issues that have a large impact 

on the performance of each method in WSNs is the 

problem of energy consumption. As referred before, the 

proposed method is appropriate when the probability of 

imposing fake packets exists. As the probability 

increases, the proposed method provides better 

performance, especially in terms of energy consumption 

and traffic reduction. Since the energy consumption of 

the nodes for sending and receiving the bits is more than 

internal process applied on the bits, although extra 

processing is performed by the proposed method in each 

node, by discarding fake packets from send-receive cycle 

not only the consumed energy resulted by extra 

processing is compensated but also some energy is stored 

in the node. This increases the longevity of the network 

and provides better performance. Reduction of the traffic 

caused by the proposed method also has a direct effect on 

reducing energy consumption by the nodes. Figure 7 

indicates the amount of consumed energy by the proposed 

method in comparison with the method presented in [6]. 

This has been achieved based on computational models 

discussed in [6.10]. The only difference is that this has 

not been achieved for only one node and has been 

obtained by averaged total impact of traffic in each area. 

For authentication of packets in [6], energy consumption 

of each node slightly increases compared to the case 

without watermarking but in the proposed method, due to 

accurate transmission timing and the number of nodes in 

each area, the energy consumption of each node even 

decreases. In Figure 7, for different scheduling in the 

network, the amount of consumed energy for variable 

number of nodes in each zone has been calculated. The 

effect of traffic reduction on reducing energy 

consumption is quite clear. The experiment assumptions 

are similar to the previous example. There are several 

points which are briefly mentioned: 

First, for low number of nodes in each area, the 

consumption of energy is slightly higher by the proposed 

method. The reason is reduction of packet numbers and 

low transmission rate. Due to being smaller length of 

packets compared to other methods, it is required to send 

a packet header for each packet which causes low rate 

transmission of information and for similar amount of 

information; it is needed to consume more energy. 

However, as observed in Fig. 7, this problem is slightly 

removed by increasing the transmission time. 

The second point is the effect of traffic on reducing 

the consumption of energy. As observed, by increasing 

the number of nodes in each zone, the averaged energy 

consumption of the nodes reduces compared to the case of 

without watermarking. According to the description given 

in section 6.2, the proposed method can reduce the 

network traffic compared to the case without using 

watermarking. Obviously, by increasing the numbers of 

nodes in the network, the number of send and receive 

packets increases. If the fake packets are distributed in the 

environment containing wireless sensor network and there 

is not a criterion for verification of the fake packets, due 

to increasing the number of nodes and the information 

consequently, the number of fake packets and undesired 

information increases in case of unused watermarking and 
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therefore more energy is consumed by the network. As 

shown in Fig. 7, by increasing the number of the nodes, 

the proposed method is able to decrease the consumed 

energy approximately 15% compared to the case without 

using watermarking. 

The third point is that by increasing the transmission 

time such that the performance of the network is not been 

affected, the energy consumption more reduces. The 

major reason is increasing the packet length with 

increasing duration of time. As a result, the information 

transmission rate is higher and the amount of desired 

information is transmitted by lower number of packets. It 

has to be mentioned that increasing the time duration 

more than a certain threshold results in more delay and 

more congestion of the packets in the network. Therefore, 

it has to select the most appropriate procedure for 

transmission of information by a balance between all 

conditions and restrictions. 

 

Fig. 7. Analysis of energy consumption in each area 

7. Conclusions 

In this paper, due to the shared nature of sensor 

networks, we proposed a method which provides 

acceptable results in terms of safety, traffic and energy 

consumption. 

The proposed technique in the environments with a 

high risk of attacks provides better results than existing 

methods. In environments with very low probability of 

attacks and secure environment, the proposed method 

imposes additional processes leading to reduction of 

network performance. However, for the non-secure 

environments, the proposed method through relatively 

light processing and therefore low complexity provides 

considerable security for the network. Furthermore, in 

spite of general methods, the proposed method results in 

positive effects on the network lifetime. The new model 

for packaging and transmission of information applied in 

the proposed method provides the network the capability 

of time programming for sending and receiving the 

information. This reduces delay in data transmission. 
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