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Abstract 
To select an enterprise resource planning (ERP) system is time consuming due to the resource constraints, the software 

complexity, and the different of alternatives. A comprehensively systematic selection policy for ERP system is very 

important to the success of ERP project.  In this paper, we propose a fuzzy analytic hierarchy process (FAHP) method to 

evaluate the alternatives of ERP system. The selection criteria of ERP system are numerous and fuzzy, so how to select an 

adequate ERP system is crucial in the early phase of an ERP project. The framework decomposes ERP system selection 

into three main factors. The goal of this paper is to select the best alternative that meets the requirements with respect to 

product factors, system factors and management factors. The sub-attributes (sub-factors) related to ERP selection have 

been classified into twelve main categories of Functionality, Reliability, Usability, Efficiency, Maintainability, Cost, 

Implementation time, User friendliness, Flexibility, Vendor Reputation, Consultancy Services, and R&D Capability and 

arranged in a hierarchy structure. These criteria and factors are weighted and prioritized and finally a framework is 

provided for ERP selection with the fuzzy AHP method. Also, a real case study from Iran is also presented to demonstrate 

efficiency of this method in practice. 

 

Keywords: ERP System Selection; Analytic Hierarchy Process (AHP); Fuzzy Logic; Decision Analysis; ERP Vendor. 
 

 

1. Introduction 

An Enterprise Resource Planning (ERP) system 

represents an information management system which is 

supposed to manage the data flow among the working 

modules of a company. An ERP system generally 

includes a shared data base and different modules and 

applications which are used in order to facilitate planning, 

production, sales, marketing, distribution, human 

resources, project management, inventory, data 

processing and information storage. ERP systems allow 

the company‟s processes to be automated thus increasing 

the operational efficiency [1]. The use and the importance 

of computing information systems and their applications 

to improve effectiveness and efficiency of business 

functions have increased significantly. Furthermore, 

because of the exponential increase in the competition in 

the globalized economy, coupled with ever so changing 

customer needs and wants, the complexity of the business 

processes has also risen. These all have led to ERP 

systems becoming an essential part of any modern day 

solution to the increasingly complex business 

environment [2]. ERP is increasingly important in modern 

business because of its ability to integrate the flow of 

material, finance, and information and to support 

organizational strategies [3-4]. A successful ERP project 

involves managing business process change, selecting an 

ERP software system and a co-operative vendor, 

implementing this system, and examining the practicality 

of the new system [5]. 

There are three phases that constitute ERP system life 

cycle. These phases are selection, implementation and 

use. Problem identification, requirements specification, 

evaluation of options and selection of system can be 

regarded as the activities within the ERP selection process. 

ERP selection is the first phase and is regarded as the 

most critical success factor for ERP implementation [6]. 

Determining the best ERP software that fits with the 

organizational necessity and criteria, is the first step of 

tedious implementation process. Hence, selecting a 

suitable ERP system is an extremely difficult and critical 

decision for managers. An unsuitable selection can 

significantly affect not only the success of the 

implementation but also performance of the company. 

However, many companies install their ERP systems 

hurriedly without fully understanding the implications for 

their business or the need for compatibility with overall 

organizational goals and strategies [7-8]. The result of this 

hasty approach is failed projects or weak systems whose 

logic conflicts with organizational goals. 

ERP selection issue can be viewed as a multiple 

criteria decision making (MCDM) problem in the 

presence of many quantitative and qualitative criteria that 

should be considered in the selection procedure including 

a set of possible vendor alternatives. A decision maker is 

required to choose among quantifiable or non-quantifiable 

and multiple criteria. The decision maker‟s evaluations on 

qualitative criteria are always subjective and thus 

imprecise. The objectives are usually conflicting and 

therefore the solution is highly dependent on the 
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preferences of the decision maker. Besides, it is very 

difficult to develop a selection criterion that can precisely 

describe the preference of one alternative over another. 

The evaluation data of ERP alternatives suitability for 

various subjective criteria, and the weights of the criteria 

are usually expressed in linguistic terms. This makes 

fuzzy logic a more natural approach to this kind of 

problems. In this paper, we used its fuzzy analytic 

hierarchy process (FAHP) extension to obtain more 

decisive judgments by prioritizing criteria and assigning 

weights to the alternatives.  

This paper presents a comprehensive framework for 

selecting a suitable ERP system based on an AHP-based 

decision analysis process. The proposed procedure allows a 

company to identify the elements of ERP system selection 

and formulate the fundamental-objective hierarchy and 

means objective network. The pertinent attributes for 

evaluating a variety of ERP systems and vendors can be 

derived according to the structure of objectives. 

Cebeci and Ruan investigated some quality 

consultants using fuzzy AHP [5]. Wei, Chien, and Wang 

proposed a comprehensive framework for selecting a 

suitable ERP system based on an AHP-based decision 

analysis process [7]. The AHP is one of the extensively 

used multi-criteria decision-making methods. One of the 

main advantages of this method is the relative ease with 

which it handles multiple criteria. In addition to this, AHP 

is easier to understand and it can effectively handle both 

qualitative and quantitative data. The literature cited 

herein is just an exemplary sample of what has been 

studied in the area of ERP system selection. The quantity 

and quality of the published articles in this field are a 

testament to both importance and the complexity of the 

ERP system selection problem. What differentiates our 

approach from the ones conducted previously is the 

following: first, it ensures that the structure of objectives 

is consistent with corporate goals and strategies. The 

project team can understand the relationships among 

different objectives and assess their influence by 

modeling them to the hierarchical and network structures. 

Second, the project team can decompose the complex 

ERP selection problem into simpler and more logical 

judgments of the attributes. Particularly, knowledge of 

structure of objectives can help the project team to 

identify the company requirements and develop 

appropriate system specifications. These objectives also 

indicate how outcomes should be measured and what key 

points should be considered in the decision process. Third, 

the approach is flexible enough to incorporate extra 

attributes or decision makers in the evaluation. Notably, 

the proposed framework can accelerate the reaching of 

consensus among multiple decision makers. Finally, the 

approach systematically assesses corporate attributes and 

guidance based on the company goals and strategic 

development. It can not only reduce costs during the 

selection phase, but also mitigate the resistance and 

invisible costs in the implementation stage.  

The remaining part of the paper is organized as 

follows: Section 2 describes the related work. The fuzzy 

analytic hierarchy process algorithm is introduced in 

Section 3. The ERP system selection framework is 

presented in Section 4. The Application of FAHP in ERP 

System Selection using a real case study and the obtained 

results are discussed in section 5. Finally, Section 6 gives 

the conclusion of the study. 

2. Related Work 

Selection process is a critical success factor. The 

process of selecting an Enterprise Resource Planning 

(ERP) system is a complex problem which involves 

multiple actors and variables, since it is a decision-

making process which is characterized as unstructured 

type [4,5].The number of studies have explored various 

selection methods of ERP system either qualitative or 

quantitative.  

Owing to the essence of IT system, selection problem 

is a Multi-criteria decision-making (MCDM) process. 

Several papers adopted analytic hierarchy process (AHP) 

to be the analytical tool [6,7]. Lin [8] and Luo and Strong 

[9] studied the ERP evaluation models for universities. 

Selection criteria of ERP system is also a crucial issue in 

ERP project. When implementing an ERP project, price 

and time are both the most important factors. Besides, the 

vender‟s support is also a crucial issue [10]. Except the 

investment cost of ERP project, the annual maintenance 

cost and human resource cost are also the potential 

expense for organizations [11-13].There was an ERP 

selection model containing three categories of selection 

attributes including project factors, software system 

factors and vender factors [3]. 

In the Wei and Wang [3] several methods have been 

proposed for selecting a suitable ERP system [14-18]. The 

scoring method is one of the most popular. Although it is 

intuitively simple, it does not ensure resource feasibility. 

Teltumbde [14] suggested 10 criteria for evaluating ERP 

projects and constructed a framework based on the 

Nominal Group Technique (NGT) and the analytic 

hierarchy process (AHP) to make the final choice.  

Lee and Kim [17] combined the analytic network process 

(ANP) and a 0–1 goal programming model to select an 

information system. However, these mathematical 

programming methods can not contain sufficient detailed 

attributes, above all, which are not easy to quantify, so that 

the attributes were restricted to some financial factors, such 

as costs and benefits. Furthermore, many of them involved 

only the consideration of internal managers, but do not offer 

a comprehensive process for combining evaluations of 

different data sources to select an ERP project objectively. 

Wei and Wang [3] stated clearly that; a successful 

ERP project involves selecting an ERP software system 

and vendor, implementing this system, managing business 

processes, and examining the practicality of the system. 

However, a wrong ERP project selection would either fail 
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the project or weaken the system to an adverse impact on 

company performance [19-20] .It is obvious that one firm 

organization needs some metrics in order to choose the 

right ERP and its implementers. Thus decision needs 

some tools. Wei, Chien and Wang [7] introduced AHP 

based approach to ERP system selection.  

Ayag and Ozdemir, [47], used fuzzy ANP as the 

methodology for the selection of ERP software and 

presented a case study in a firm in electronics sector and 

Percin, [48], also proposed ANP as a viable decision 

making tool for ERP selection problem. The criteria used 

in the study are divided into two groups: system factors 

(i.e., functionality, strategic fitness, flexibility, user 

friendliness, implementation time, total costs, and 

reliability) and vendor factors (i.e., market share, financial 

capability, implementation ability, R&D capability, and 

service support). With this study, they showed the utility 

and versatility of ANP for this complex selection problem. 

Similarly, Unal and Guner, [49], and Cebeci, [50], 

proposed a methodology based on AHP and fuzzy AHP 

respectively for ERP supplier selection for an 

organization in the textile industry. A similar application 

of fuzzy AHP was also performed in an automotive 

company for the selection of ERP outsourcing firm [51]. 

With another study, Sen, Baraclı, Sen, and Baslıgil [52], 

showed the viability of a combined decision making 

methodology for the ERP selection problem. Within the 

proposed methodology, the fuzzy set theory and random 

experiment based methods are combined and successfully 

applied to both quantitative and qualitative factors. The 

hybrid methodology was proposed by Kilic, Zaim, and 

Delen, [53], they used fuzzy AHP and TOPSIS for the 

selection of ERP software for an airline company. 

3. Fuzzy Analytic Hierarchy Process Algorithm 

Analytic Hierarchy Process: AHP was proposed by 

Saaty [21] to model subjective decision-making processes 

based on multiple attributes in a hierarchical system. 

Saaty introduced AHP as a powerful and flexible decision 

making technique that helps decision makers to set 

priorities and choose the best alternative [21]. From that 

moment on, it has been widely used in corporate planning, 

portfolio selection, and benefit/cost analysis by 

government agencies for resource allocation purposes. It 

should be highlighted that all decision problems are 

considered as a hierarchical structure in the AHP. The 

first level indicates the goal for the specific decision 

problem. In the second level, the goal is decomposed of 

several criteria and the lower levels can follow this 

principal to divide into other sub-criteria. Therefore, the 

general form of the AHP can be depicted as shown in Fig.1. 

The four main steps of the AHP can be summarized as 

follows [22]: 

Step 1: Set up the hierarchical system by decomposing 

the problem into a hierarchy of interrelated elements; 

Step 2: Compare the comparative weight between the 

attributes of the decision elements to form the reciprocal matrix; 

Step 3: Synthesize the individual subjective judgment 

and estimate the relative weight; 

Step 4: Aggregate the relative weights of the elements 

to determine the best alternatives/strategies.  

 

Fig. 1.The hierarchical structure of the AHP. 

Fuzzy Analytic Hierarchy Process: The fuzzy AHP 

technique can be viewed as an advanced analytical 

method developed from the traditional AHP. Despite the 

convenience of AHP in handling both quantitative and 

qualitative criteria of multi-criteria decision making 

problems based on decision makers‟ judgments, fuzziness 

and vagueness existing in many decision-making 

problems may contribute to the imprecise judgments of 

decision makers in conventional AHP approaches [23]. 

So, many researchers[24-32]who have studied the fuzzy 

AHP which is the extension of Saaty‟s theory, have 

provided evidence that fuzzy AHP  shows relatively more 

sufficient description of these kind of decision making 

processes compared to the traditional AHP methods. Yu 

[33] employed the property of goal programming to solve 

group decision making fuzzy AHP problem. Weck et al. 

[34] evaluated alternative production cycles using fuzzy 

AHP. Sheu [35] presented fuzzy-based approach to 

identify global logistics strategies. Kulak and Kahraman 

[36] used fuzzy AHP for multi-criteria selection among 

transportation companies. Kuo et al. [37] integrated fuzzy 

AHP and artificial neural network for selecting 

convenience store location. Cheng [27, 38] proposed a 

new algorithm for evaluating naval tactical missile 

systems by the fuzzy AHP based on grade value of 

membership function. Zhu et al. [39] made a discussion on 

the extent analysis method and applications of fuzzy AHP. 

In complex systems, the experiences and judgments of 

humans are represented by linguistic and vague patterns. 

Therefore, a much better representation of these linguistics 

can be developed as quantitative data, this type of data set 

is then refined by the evaluation methods of fuzzy set 

theory. On the other hand, the AHP method is mainly used 

in nearly crisp (non-fuzzy) decision applications and 

creates and deals with a very unbalanced scale of 

judgment. Therefore, the AHP method does not take into 

account the uncertainty associated with the mapping [40]. 

The AHP‟s subjective judgment, selection and preference 

of decision-makers have great influence on the success of 
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the method. The conventional AHP still cannot reflect the 

human thinking style. Avoiding these risks on 

performance, the fuzzy AHP, a fuzzy extension of AHP, 

was developed to solve the hierarchical fuzzy problems. 

In this study, Chang‟s [41] extent analysis on fuzzy 

AHP is formulated for a selection problem. Chang‟s 

extent analysis on fuzzy AHP depends on the degree of 

possibilities of each criterion. According to the responses 

on the question form, the corresponding triangular fuzzy 

values for the linguistic variables are placed and for a 

particular level on the hierarchy the pairwise comparison 

matrix is constructed.  

The fuzzy AHP algorithm is constructed in six steps 

using Chang‟s extent analysis method [27, 41], a popular 

fuzzy AHP approach. The method is relatively easier than 

other proposed approaches and has been used in several 

cases [42-43]. Let X={x1,x2,…,xn} be an object set and  

G ={g1,g2,…,gn}be a set of goals. According to the 

method of Chang‟s extent analysis, each object is taken 

and extent analysis for each goal is performed, 

respectively. Therefore, m extent analysis values for each 

object can be obtained with the following 

signs:M1
gi,M

2
gi,…,Mm

gi, i=1,2,…,n, where all 

Mj
gi(j=1,2,…,m) are triangular fuzzy numbers. Among 

various membership functions, the triangular fuzzy number 

is the most popular in the engineering applications. The 

triangular fuzzy number M  is denoted simply by (l, m, u) and 

shown in Fig. 2. The parameters l and u, respectively, 

represent the smallest and the largest possible values and m 

stands for the most promising value that describe a fuzzy 

event. Each triangular fuzzy number has linear 

representations on its left and right side such that its 

membership function can be defined as the following: 
 

0

( ) / ( )
( )

( ) / ( )

0

x l

x l m l l x m
x

u x u m m x u

x u






   
 

   
    (1) 

 

In this study, only addition and multiplication are used. 

Defining two triangular fuzzy numbers M1 and M2 by the 

triplets as               and               the 

addition and multiplication operations of M1 and M2 can 

be expressed as follows: 

Addition: if   denotes addition. 
 

                            
                       (2) 

 

Multiplication: if   denotes multiplication. 
 

                            
                                    (3) 

 

The steps of Chang‟s analysis can be given as in the 

following: 

Step 1: The AHP framework is composed of a goal, a 

set of factors and related sub-factors. The components of 

the framework are related to each other by different types 

of conjunctive arrows (unidirectional and bilateral) based 

on relationship types. 

Step 2: The local weights of the factors and sub-factors 

are determined by pair-wise comparisons. In this step, the 

factors are compared with each other assuming that there is 

no dependency among them. The fuzzy synthetic extent 

value      with respect to the     criterion is defined as: 
 

1

1
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Fig. 2. Membership functions of linguistic variables 

As               and               are two 

triangular fuzzy numbers, the degree of possibility of 

                            defined as (see 

Fig.2): 
 

1 2

2

2 1

2 1

2 1

1 2

1 2

2 2 1 1

( ) sup[min( ( ), ( ))]

( ) ( )

1

0
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were x and y are the values on the axis of membership 

function of each criterion and d is the highest intersection 

point    
 and    

. 

To compare M1 and M2; we need both the values of 

         and         . 
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Step 3: The degree possibility for a convex fuzzy 

number to be greater than k convex fuzzy numbers 

              can be defined by: 
 

1 2

1 2

( , ,..., )

[( ) ( .... ( )]

min ( )

k

k

i

V M M M M

V M M and M M and and M M

V M M

 

   

 (9) 
 

Assume that                   , for 

k=1,2,3,4,5,......,n;k i, then the weight vector is given by: 
 

1 2[ ( ), ( ),..., ( )]T

nW d A d A d A   
   (10) 

 

Where Ai (i = 1, 2, 3, 4, 5, 6, …., n) are n elements.  

Step 4: Via normalization, the normalized weight 

vectors are: 
 

1 2[ ( ), ( ),..., ( )]T

nW d A d A d A
 (11) 

 

Where W is non-fuzzy numbers. Also, the non-fuzzy 

weight factor would be as         (   

  )     (     )             . 

The weight factor is normalized and used in the third step. 

Step 5: The weights of the factors and sub-factors are 

determined. 

Step 6: The selection for the different of alternatives 

is determined.  

4. ERP System Selection Framework 

4.1 Procedure of Selection 

This research, a framework is developed using fuzzy 

analytic hierarchy process (FAHP) to selection of an ERP 

system. The methodology comprises of many steps. Every 

ERP project is considered as a multi-stage process. Hence, 

a framework proposed to better explain different 

dimensions of the select most suitable ERP system.  

Figs. 3 illustrate the conceptual framework of the 

proposed methodology for the ERP selection process. The 

complete procedure of our proposed ERP selection model 

is shown in Fig. 3. The model involves four principle 

essentials. In this paper an ERP selection methodology is 

proposed. The evaluation procedure of this study consists 

of seven steps as follows Fig. 3: 

I. Organize the committee of decision makers: 

First of all, managers formed a project team which 

was included personnel chosen from different 

departments and was supported by top management to 

select an ERP system. 

II. Identify the ERP system criteria: 

The project team created a vision to define the 

corporate mission, objectives, and strategy.  

III. Construct the structure of objectives of ERP 

selection project: 

The project team conducted the business process 

reengineering with a function list which was created to 

define what the requirements were.  

IV. Extract the attributes for selecting ERP systems: 

Selecting a suitable ERP project involves various 

factors. Project team made a preliminary analysis of the 

strengths and weaknesses of each criteria. Team members 

expressed their opinions on the importance and the 

strengths of the relationships between selection criteria 

pair wises in the form of linguistic variables such as very 

strong, strong, medium, weak, and none to build the 

structure of comparison frame. 

V. Identify ERP system alternatives: 

After collecting all possible information about the 

current system and establishing the evaluation criteria, the 

project team evaluated all software vendors‟ 

characteristics in the market. Finally, they filtered out 

unqualified vendors and selected three software vendors. 

VI. Evaluate the ERP systems by the fuzzy AHP 

method: 

To help the project team make a decision, we offer to use 

fuzzy AHP decision making methodology to decide on the 

best vendor to select. The fuzzy AHP approaches allow team 

members to use their experience, values and knowledge to 

decompose a problem into smaller sets by solving them with 

their own procedures in making a decision.  

VII. Make the final decision ERP system alternatives: 

Discuss the results and make the final decision. The 

project team compared the sub-attributes with respect to 

main attributes in the hierarchical approach by utilizing 

fuzzy triangular numbers in fuzzy AHP procedure. A 

detailed questionnaire related with the data regarding the 

qualitative criteria for ERP selection model was prepared 

for the paired comparisons to tackle the ambiguities 

involved in the process of the linguistic assessment of the 

data. Finally, with the weights of importance we 

attempted to find best ERP vendor among all alternatives.  

4.2 The AHP Model 

The AHP hierarchy is composed of four levels, as 

illustrated in Fig. 4. Level 1 reveals the goal for selection 

the most suitable ERP system. Level 2 consists of three 

main objectives, namely choosing the product factors, 

system factors and management factors. Level 3 contains 

the associated attributes that are used to measure various 

products, systems and management, respectively. The 

four level consists of the alternative ERP systems. 

The ERP selection critical success factors have been 

vastly addressed and analyzed in ERP literature by many 

researchers [44-46]. 

From this model, main critical of the selection are 

determined. Then, critical success factors for ERP 

selection are evaluated and the assessment factors are 

determined. The factors are grouped and the assessment 

framework is constructed. The fuzzy analytic hierarchy 

process is then used for this framework (Fig.4).  

Criteria of product: Selecting a suitable ERP project 

involves various factors. The product criteria is derived 

from the international norm ISO/IEC 9126 [54]. The ISO 

9126 software quality model is chosen to describe the 
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ERP product characteristic and we categorize it as 

product aspect in the model. This quality model identifies 

five external attributes of interest, namely functionality, 

reliability, efficiency, usability and maintainability. 

 

Fig. 3. The proposed methodology for the selection of ERP system. 

 

 

 

Fig. 4. AHP framework for ERP selection 

The detailed characterization is presented as follows [55]: 

(1) Functionality :This attribute is defined as the 

degree to which the software functions satisfies stated or 

implied needs and can be broken down into five sub-

characteristics as follows: suitability, accuracy, 

interoperability, compliance and security. 

(2) Reliability :This attribute is defined as the 

capability of software that could maintain its level of 

performance under stated conditions for a stated period of 

time. It can be decomposed into three sub-characteristics 

as follows: maturity, fault tolerance and recoverability. 

(3) Usability :This attribute is defined as the degree to 

which the software is available for use and can be broken 

down into three sub-characteristics as follows: 

understandability, learnability and operability. 

(4) Efficiency :This attribute is defined as the degree 

to which the software makes optimal use of system 

resources. It can be decomposed into two sub-

characteristics as follows: efficiency of time behavior and 

efficiency of resource behavior. 

(5) Maintainability :This attribute is defined as the ease 

with which repair may be made to the software and can be 

broken down into four sub-characteristics as follows: 

analyzability, changeability, stability and testability. 

Criteria of management: the management criteria of 

ERP system contains five major criteria: vender factors, 
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cost factors and time factors. The detailed 

characterization of three factors is presented as follows: 

(1) Sub criteria of vender factors: market share and 

reputation, industrial credential, service and support, 

training solution. We gathered these factors based on 

vendor‟s reputation. By vendor‟s ability criteria, we 

implied vendor‟s technology level, implementation and 

service ability, consulting service, training support. As far 

as vendor‟s condition we considered vendor‟s financial 

condition, certifications and credentials.  

(2) Sub criteria of cost factors: software cost, 

hardware cost, annual maintenance cost, and staff training 

cost. This price contains licensing arrangement cost, 

product and technology cost and consulting cost, which 

involves adapting and integrating cost, supporting cost, 

training cost, maintenance (upgrades) cost.  

(3) Sub criteria of time factors: time for planning and 

preparation, time for BPR and system tuning, time for 

testing and go-live. 

In addition to management and product criteria we 

considered system criteria such as user friendliness and 

flexibility.  

As shown in Fig. 4 our model includes four hierarchy 

levels. Finally, with the weights of importance we 

attempted to find best ERP vendor among all alternatives.  

5. The Application of FAHP in ERP System 

Selection 

The AHP model provides priority weights for the ERP 

packages, based on the ERP project team‟s preferences on 

multiple characteristics. The alternative with the highest 

priority weight is then selected for the company (Fig. 4). A 

case study in Iran belong to different industries are conducted 

to prove the practicality of our proposed model in this section.  

The proposed model is composed of four hierarchical 

stages: goal, sub-goals (factors), sub-factors and 

alternative ERP systems which are related to each other 

by means of conjunctive arrows. This model has been 

applied to measure the firm‟s readiness to selection an 

ERP system. Firstly, the general manager of company 

organizes the project team including eight senior 

managers in different sections. Unfavorable alternatives 

are eliminated by thorough examination of system 

specifications and requirements derived from the main 

goals. After the preliminary elimination which is 

subjected to budget, time and system functions, three 

feasible ERP system alternatives are came out. The sub-

factors are determined according to the vision and the 

strategies of the company. After assigning the weights to 

each sub-factor, the evaluation team compared all ERP 

alternatives. Assume that twelve sub-factors are evaluated 

under a fuzzy environment. For selecting best ERP, main 

factors the product factors, system factors and 

management factors are used in application, are explained 

in fuzzy sets and fuzzy numbers. Fig.4 shows the all main 

factors and sub-factors. The project team compared the 

sub-factors with respect to main factors in the hierarchical 

approach by utilizing fuzzy triangular numbers in fuzzy 

AHP procedure. To create pair wise comparison matrix, 

linguistic scale is used which is given in Table 1.  

The matrix of paired comparisons for alternatives (A, 

B and C) is given in Tables 2-6. Tables 3-6 show the 

judgment matrix (Pairwise comparisons) and weight 

vector of each matrix.  

Table 1. Linguistic scale for relative importance 

Linguistic scale Triangular fuzzy scale 
Inverse Triangular 

fuzzy scale 

Just Equal (1,1,1) (1,1,1) 

Equal 

importance 
(1/2,1,3/2) (2/3,1,2) 

Moderate 

importance 
(1,3/2,2) (1/2,2/3,1) 

Strong 

importance 
(3/2,2,5/2) (2/5,1/2,2/3) 

Very Strong 

importance 
(2,5/2,3) (1/3,2/5,1/2) 

Absolutely 

importance 
(5/2,3,7/2) (2/7,1/3,2/5) 

 

According to decision maker‟s preferences for main 

factors, pair wise comparison values are transformed into 

triangular fuzzy number‟s as in Table 2.  

After forming fuzzy pairwise comparison matrix, 

weights of all main factors are determined by the help of 

FAHP. According to the FAHP method, firstly synthesis 

values must be calculated.  

Table 2. The Fuzzy pairwise comparison matrix regarding main factors 

Main Factors Product System Management 

Product (1,1,1) (2,5/2,3) (1/2,1,3/2) 

System (1/3,2/5,1/2) (1,1,1) (1/2,2/3,1) 

Management (2/3,1,2) (1,3/2,2) (1,1,1) 
 

Tables 3, 4 and 5 indicate the product, system, and 

management sub-factors‟ Pairwise comparisons. 

Table 3. Judgment matrix (Pairwise comparisons) of product sub-factors  

Product Functionality Reliability Usability Efficiency Maintainability 

Functionality (1,1,1) (5/2,3,7/2) (2/7,1/3,2/5) (1,3/2,2) (3/2,2,5/2) 

Reliability (2/7,1/3,2/5) (1,1,1) (3/2,2,5/2) (1,3/2,2) (1/2,1,3/2) 

Usability (5/2,3,7/2) (2/5,1/2,2/3) (1,1,1) (2/5,1/2,2/3) (1,3/2,2) 

Efficiency (1/2,2/3,1) (1/2,2/3,1) (3/2,2,5/2) (1,1,1) (1/2,1,3/2) 

Maintainability (2/5,1/2,2/3) (2/3,1,2) (1/2,2/3,1) (2/3,1,2) (1,1,1) 

Table 4. Pairwise comparisons of system sub-factors 

System User friendliness Flexibility 

User friendliness (1,1,1) (0.25,0.5,0.75) 

Flexibility (1.33,2,4) (1,1,1) 

Table 5. Pairwise comparisons of management sub-factors  

Management Cost 

Implemen

tation 

Time 

Vendor 

Reputation 

Consultancy 

Services 

R&D 

Capability 

Cost (1,1,1) (3/2,2,5/2) (1/3,2/5,1/2) (1/2,1,3/2) (1,3/2,2) 

Implementation 

Time 
(2/5,1/2,2/3) (1,1,1) (3/2,2,5/2) (1/2,1,3/2) (2,5/2,3) 

Vendor 

Reputation 
(2,5/2,3) (3,2,1/2,2/3) (1,1,1) (2/7,1/3,2/5) (1/2,1,3/2) 

Consultancy 

Services 
(2/3,1,2) (2/3,1,2) (5/2,3,7/2) (1,1,1) (3/2,2,5/2) 

R&D 

Capability 
(1/2,2/3,1) (1/3,2/5,1/2) (2/3,1,2) (2/5,1/2,2/3) (1,1,1) 
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Table 6 indicate the pairwise comparisons of alternatives, 

the ERP vendors, (A, B and C) regarding various sub-factor 

of product, system, management and vendor factor.  

Table 6. Pairwise comparisons of alternatives with twelve categories 

(sub-factors) 

Functionality A B C 

A (1,1,1) (1/2,2/3,1) (2/3,1,2) 

B (1,3/2,2) (1,1,1) (1/2,1,3/2) 

C (1/2,1,3/2) (2/3,1,2) (1,1,1) 

Reliability A B C 

A (1,1,1) (1,1,1) (1/2,2/3,1) 

B (1,1,1) (1,1,1) (2/3,1,2) 

C (1,3/2,2) (1/2,1,3/2) (1,1,1) 

Usability A B C 

A (1,1,1) (2/3,1,2) (1,1,1) 

B (1/2,1,3/2) (1,1,1) (1/2,1,3/2) 

C (1,1,1) (2/3,1,2) (1,1,1) 

Efficiency A B C 

A (1,1,1) (1,3/2,2) (2/3,1,2) 

B (1/2,2/3,1) (1,1,1) (2/3,1,2) 

C (2/3,1,2) (1/2,1,3/2) (1,1,1) 

Maintainability A B C 

A (1,1,1) (1,1,1) (1,3/2,2) 

B (1,1,1) (1,1,1) (1/2,1,3/2) 

C (1/2,2/3,1) (2/3,1,2) (1,1,1) 

Cost A B C 

A (1,1,1) (1/2,1,3/2) (1/2,1,3/2) 

B (2/3,1,2) (1,1,1) (1/2,1,3/2) 

C (2/3,1,2) (2/3,1,2) (1,1,1) 

Implementation time A B C 

A (1,1,1) (2/3,1,2) (2/3,1,2) 

B (1/2,1,3/2) (1,1,1) (1,1,1) 

C (1/2,1,3/2) (1,1,1) (1,1,1) 

User Friendliness A B C 

A (1,1,1) (1/2,1,3/2) (1,3/2,2) 

B (2/3,1,2) (1,1,1) (1/2,1,3/2) 

C (1/2,2/3,1) (2/3,1,2) (1,1,1) 

Flexibility A B C 

A (1,1,1) (1/2,1,3/2) (1,3/2,2) 

B (2/3,1,2) (1,1,1) (1/2,1,3/2) 

C (1/2,2/3,1) (2/3,1,2) (1,1,1) 

Vendor Reputation A B C 

A (1,1,1) (1/2,2/3,1) (2/3,1,2) 

B (1,3/2,2) (1,1,1) (1/2,1,3/2) 

C (1/2,1,3/2) (2/3,1,2) (1,1,1) 

Consultancy Services A B C 

A (1,1,1) (1/2,2/3,1) (2/3,1,2) 

B (1,3/2,2) (1,1,1) (1/2,1,3/2) 

C (1/2,1,3/2) (2/3,1,2) (1,1,1) 

R&D Capability A B C 

A (1,1,1) (1,1,1) (2/3,1,2) 

B (1,1,1) (1,1,1) (2/3,1,2) 

C (1/2,1,3/2) (1/2,1,3/2) (1,1,1) 

5.1 Data Analysis 

The final fuzzy weights of 12 sub-factors are 

calculated as shown in Table 7. Table 8 shows the final 

scores for the ERP vendors. As shown in Table 8, the 

ERP system B is the dominant solution in the final rank. 

The alternative with maximum weight value is the best 

choice in the decision-making problem.  

Table 7. Final fuzzy weights of sub-factors 

Factors Fuzzy sub-factors weights 

Functionality (0.51,0.76,0.95) 

Reliability (0.49,0.77,0.92) 

Usability (0.54,0.81,0.96) 

Efficiency (0.37,0.66,0.84) 

Maintainability (0.36,0.56,0.79) 

Cost (0.51,0.76,0.96) 

Implementation time (0.56,0.79,0.99) 

User Friendliness (0.62,0.89,0.99) 

Flexibility (0.39,0.62,0.92) 

Vendor Reputation (0.51,0.71,0.84) 

Consultancy Services (0.47,0.72,0.99) 

R&D Capability (0.59,0.84,0.99) 
 

According to Table 7, the decision makers are fairly 

consistent in ranking the attributes. For valuation, the 

consistency index of each decision maker‟s paired 

comparison matrix should be less than the threshold value 

0.1 to ensure that the decision maker was consistent in 

assigning paired comparisons, otherwise the decision 

maker may need to reconsider his evaluation [21]. 

From Table 8, the weight of ERP vendor alternative B 

is 0.6572, and the weights for ERP vendor alternatives A 

and C are 0.2278 and 0.0898 respectively. According to 

fuzzy AHP method, the best ERP vendor alternative is B. 

Thus, the project team agrees that system B is the most 

suitable decision for Company. 

Table 8. The ranking values of the fuzzy appropriateness indices for 

alternatives 

Alternatives Fuzzy Weight 
Non- Fuzzy 

Weight 

Final 

Ranking 

A (0.1622,0.2204,0.3007) 0.2278 2 

B (0.5080,0.6483,0.8152) 0.6572 1 

C (0.0573,0.0856,0.1264) 0.0898 3 
 

It is obvious that the most appropriate ERP system is 

B. Thus, the committee can be comfortable in 

recommending alternative B as the most suitable ERP 

system for the selection project for this company. 

The reason for choosing the combination of AHP and 

fuzzy is based on these decision modeling techniques‟ 

strengths and suitability to the current decision situation. 

The specific reason of combining of AHP and fuzzy in 

our study can be described as follows: First of all, it is an 

out ranking method suitable for ranking the alternatives 

among conflicting criteria. The second is that fuzzy is a 

rather simple ranking method with respect to conception 

and application when compared with the other MCDM 

methods. Third one is the popularity of it. 

5.2 Comparisons 

5.2.1 Comparison with Kilic Approach 

In Kilic, (2014), an ERP system selection problem at a 

large airline company in Turkey is considered. First, 

based on the requirements and the demands of the 
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company executives, the ERP selection criteria are 

determined. Then, the alternative ERP firms and their 

offerings are investigated and determined. After 

determining the criteria and solution alternatives, the 

proposed hybrid methodology, consisting of fuzzy AHP 

which incorporates the vagueness of the decision making 

process and TOPSIS, is applied and validated. 

Specifically, the importance/weights of the selection 

criteria are obtained via fuzzy AHP based on the 

triangular fuzzy preference scales. Then these weights are 

used in the TOPSIS methodology to reach the ranking of 

alternative ERP system suppliers.  

The use of a hybrid selection/evaluation methodology 

proved to produce results that are both technically sound 

and organizationally acceptable. Knowing that the 

vagueness and complexity of the decision situation are 

handled using the strengths of two popular decision 

support methods makes the decision makers confident in 

their final selection. They feel that by breaking the 

complex problem space into smaller pieces, dealing with 

them at that granular level, and then aggregating them at 

the higher decision level have a much better chance of 

producing optimal (or near optimal) decisions.  

Weakness: It should be acknowledged that the paper 

of [53] is subject to some limitations. Perhaps the most 

serious limitation of this study is its narrow focus on a 

single case study in aviation industry. To generalize on 

the findings and the viability/validity/value of the 

methodology, more real-world cases need to be 

performed. Another limitation of the individual methods 

is the independent structure of the selection criteria. Since 

the comparisons are made in a piece-meal/pairwise 

fashion, reaching the true optimal may not be possible. 

Also, for manageability purposes, various low-level 

criteria are grouped in clusters, by doing so, some detailed 

specifications may have been lost. Finally, the 

methodology proposed in this study, as systematics as it 

may sound, is a heuristic one. That is, it does not 

guarantee finding the optimal solution. The “optimality” 

of the results is often subject to the richness (in terms of 

quantity and quality) of the participants; positively 

influenced by their knowledge, experience and dedication.  

5.2.2 Comparison with Cebeci Approach 

In Cebeci, (2009), presents an approach to select a 

suitable ERP system for textile industry. The proposed 

ERP selection methodology was applied successfully for a 

textile manufacturing company for young people as a real 

case study. The methodology also gives some suggestions 

about successful ERP implementation. The proposed 

methodology can be used for other sectors with some 

changes. Decisions are made today in increasingly complex 

environments. In more and more cases the use of experts in 

various fields is necessary, different value systems are to be 

taken into account, etc. In many of such decision-making 

settings the theory of fuzzy decision making can be of use. 

Fuzzy group decision-making can overcome this difficulty. 

In general, many concepts, tool and techniques of artificial 

intelligence, in particular in the field of knowledge 

representation and reasoning, can be used to improve 

human consistency and implement ability of numerous 

models and tools in broadly perceived decision-making and 

operations research. The proposed decision support system 

integrated with strategic management by using BSC may 

be an alternative to some methods for ERP selection. In this 

paper, ERP packages and vendors for textile companies 

were compared using fuzzy AHP.  

The presented methodology is flexible and can be 

used for other sectors with some sector specific 

characteristics changes. Humans are often uncertain in 

assigning the evaluation scores in crisp AHP. Fuzzy AHP 

can capture this difficulty.  

Weakness: In this paper, [50], Fuzzy AHP cannot support 

all phases of ERP selection and implementation. Hence, an 

intelligent decision support system or expert system can be 

added when gathering data for selection process.  

6. Conclusions 

In this paper, we present an approach to select a 

suitable ERP system. In order to deal with this problem 

appropriately, the analytic hierarchy process (AHP) 

method is extended into a fuzzy domain. A framework is 

developed to select most suitable ERP system using this 

fuzzy AHP. The factors and sub-factors are determined, 

classified, weighted and prioritized and then a framework 

is provided for ERP selection with the fuzzy analytic 

hierarchy process (FAHP) method. Then, we used fuzzy 

AHP to obtain pairwise comparison judgments by 

prioritizing criteria and assigning weights to the factors 

and alternatives. The framework decomposes ERP system 

selection into four main factors. The goal of this paper is 

to select the best alternative that meets the requirements 

with respect to “product factors”, “system factors” and 

“management factors”. The sub-attributes (sub-factors) 

related to ERP selection have been classified into twelve 

main categories of „„Functionality”, „„Reliability”, 

„„Usability”, „„Efficiency”, „„Maintainability”, „„Cost”, 

„„Implementation time”, „„User friendliness”, „„Flexibility

”, „„vendor Reputation”, „„Consultancy Services”, and 

„„R&D Capability”and arranged in a hierarchy structure.  

In this paper intends to show how effective is fuzzy 

AHP as a decision-making tool in system selection 

problem. Even with the complete accurate information, 

different decision making methods may lead to totally 

different results. Thus, the proposed methodology 

demonstrates the selection of the best ERP vendor under 

the cost and product quality restrictions in the presence of 

vagueness. It is seen that fuzzy AHP is a useful decision-

making methodology to make more precise selection-

decisions that may help the company to achieve a 

competitive edge in a complexity environment. Fuzzy 

AHP approach incorporates quantitative data of the 

criteria, which have to be evaluated by qualitative 

measures. The proposed selection methodology is flexible 

to incorporate new or extra criteria or decision making for 

the evaluation process.  
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A real case study from Iran is also presented to 

demonstrate efficiency of this method in practice. In the 

future we offer to apply other decision-making methods 

using fuzzy concept to capture the uncertainty in complex 

approaches. Also, in this topic it is possible to make the 

decision by using fuzzy analytic network process (ANP) 

model and compare with fuzzy AHP model and the expert 

system can be used before the ERP system selected.  
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Abstract 
Finding similar web contents have great efficiency in academic community and software systems. There are many 

methods and metrics in literature to measure the extent of text similarity among various documents and some its 

application especially in plagiarism detection systems. However, most of them do not take ambiguity inherent in word or 

text pair‟s comparison that gained form linguistic experts as well as structural features into account. As a result, pervious 

methods did not have enough accuracy to deal vague information. So using structural features and considering ambiguity 

inherent word improve the identification of similar contents. In this paper, a new method has been proposed that taking 

lexical and structural features in text similarity measures into consideration. After preprocessing and removing stop words, 

each text was divided into general words and domain-specific knowledge words. For each part, appropriate features and 

measures are extracted. Then, the two lexical and structural fuzzy inference systems were designed to assess lexical and 

structural text similarity respectively. The proposed method has been evaluated on Persian paper abstracts of International 

Conference on e-Learning and e-Teaching (ICELET) Corpus. The results shows that the proposed method can achieve a 

rate of 75% in terms of precision and can detect 81% of the similar cases. 

 

Keywords: Text Similarity; Similarity Metric; Fuzzy Sets; Lexical Similarity; Structural Similarity; Persian Text. 
 

 

1. Introduction 

At present, a vast amount of text resources can easily 

be accessed on the Internet. Although such high 

frequency of web documents provides us with rapid and 

immediate access to information, similar and duplicated 

data results in waste of time and confusion on the part of 

researchers who would like to detect the originality of a 

document. Finding the similar contents recently attracts a 

lot of researchers. Text or content similarity detection can 

be employed in paraphrasing identification, plagiarism, 

text summarizing, sentiment analyses, text clustering, text 

entailment, tracking text news flow on web, etc. For 

instance, accurate text similarity detection leads to better 

performance in paraphrasing identification and can 

improve text clustering [1].  

Numerous studies have been conducted to detect 

similar documents as well as plagiarism [2-3], but most of 

them have not taken the types of content and domain-

specific knowledge as well as style and structural of 

writing into account. From another perspective, in these 

studies the methods of text similarity measurement which 

exert a major influence on the accuracy of evaluation 

have been used for a certainty and express in crisp way. 

For instance the word “Process” has different importance 

in image processing content versus e-learning. As a result, 

while comparing two texts in specialized or academic 

domain we will face ambiguity in word or text pair‟s 

comparisons since pervious methods don‟t consider 

structural features such as author‟s style of writing. Such 

limitations in similarity measurement reduce the 

effectiveness of previous methods in surface and semantic 

level of text [4-5]. To overcome these limitations, we 

have proposed a new method that can deal with the 

ambiguity in the similarity measurement and also 

consider structural features of text. This method deploys 

fuzzy linguistic variables to express experts‟ knowledge 

about text similarity in surface level of text. Two lexical 

and structural fuzzy inference systems were designed to 

accurately figures out the lexical and structural similarity 

respectively. The output of these two fuzzy inference 

systems are combined with specific factor and finally the 

extent of similarity between two contents is determined.  

The rest of this paper is organized as follows: the 

following section provides a brief review of the most 

related studies. In Section 3text or content similarity 

problem has been described. Fundamental concepts of 

fuzzy set theory will be represented in Section 4, the 

architecture of the proposed method and numerical results 

has been provided in Section 5. Finally, Section 6 offers 

the conclusions and implications of the study. 
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2. Related Work 

This section provides the most related research in text 

similarity methods. Alzahrani, et al., did a comprehensive 

overview of all the text similarity methods proposed for 

plagiarism detection. They classified these methods in 

two broad categories: Literal and Intelligent. With respect 

to literal methods, individual use simple operations such 

as copy and paste, which is the most common form of 

plagiarism and in intelligent methods they use more 

sophisticated methods such as paraphrasing, obfuscation, 

changing the structure to hide cheating (redrafting), 

translation from one language to another and adopting 

other people‟s ideas. They also presented taxonomy of 

techniques that can be utilized to detect text similarity. 

That taxonomy was categorized into six groups: 

character-based, vector- based, grammar-based, 

semantics-based, fuzzy-based, and structure-based. They 

concluded and proposed semantic- and fuzzy- based 

methods to be applied due to their better detection and 

estimation of text similarity and plagiarism detection [8]. 

Osman, et al., also made another research on text 

similarity methods. Their proposed taxonomy almost 

resembled pervious work and consisted of six categories. 

They consider cluster-based and cross language-based 

instead of fuzzy-based and vector-based methods. They 

also proposed semantic role labeling for sentence to 

detect similarity. The main drawback of their methods is 

related to numerous computations needed to make [9]. 

Alzahrani and Salimi used fuzzy membership function 

to calculate the degree of similarity between two words. 

They obtained an accuracy of 54.24% on PAN-PC-09 

corpus. Their algorithm suffers from time complexity and 

also needs to improve membership function [10]. In 

another study, Gupta, et al., drawing on the model offered 

by Alzahrani and Salimi, redefined fuzzy membership 

function in smaller range intervals. They also used 

different preprocessing on PAN-PC-2012 dataset and 

applied it to fuzzy algorithm. The authors concluded that 

preprocessing on POS level and its integration with 

fuzzy-based methods would contribute to effective 

recognition similar documents [11]. 

Based on their study, El-Alfy, et al., proposed a 

framework that employs abductive neural networks. They 

used five simple and weak metrics and by using abductive 

neural networks selected the best adopted metrics and 

boosted them. They applied algorithm on PAN 2010 but 

as it was the case with aforementioned research, their 

proposed framework suffers from time and memory 

complexity. Their work also does not take semantic 

meaning of words into consideration [12]. In another 

research, El-Alfy deployed lexical similarity metrics and 

proposed a hybrid method that used three different types 

of machine learning techniques such as Bayesian learning, 

support vectors machine and artificial neural networks. 

The author applied algorithms to MSRPC and 

demonstrated that artificial neural networks method 

performed better than Bayesian learning, but it takes a 

long time to train it [13]. 

Barrón-Cedeño, et al., adopted an n-gram approach to 

recognizing suspicious documents. They tested different n 

size to generate n-gram on METER corpus and finally 

proposed 2, 3 for n at word level [14]. Kumar and 

Tripathi using continuous 3-gram that selects the longest 

substring in a document to detect plagiarism [15]. Zesch, 

et al., demonstrated that context-based measures cannot 

detect all forms of text similarity and proposed to apply 

style-based and grammar-based measures. They came to 

the conclusion that for more accurate detection, all types 

of similarity measures should be exploited together. They 

also stated that text features should be properly selected 

so that the similarity measure works to its optimum [16]. 

Both Brockett, et al.[17] and Rus, et al. [18] used 

combined lexical, semantic and grammatical features in 

support vector machine to detect paraphrasing.  

As it is clear from the review of the literature, few 

researches have focused on the ambiguity of the word 

pair‟s comparison and similarity of structural and style of 

writing in content similarity measurement; meanwhile, 

there is a need to use lexical, structural and stylistic 

features to obtain a comprehensive evaluation of text 

similarity. To do this, we need to use mathematical 

theories that have capability to deal vague data. The fuzzy 

set theory can represent expert knowledge and can deal 

with ambiguity in real problem. We use this theory to 

design our new method. In the next section, fundamental 

concepts of fuzzy sets theory will be discussed. 

3. Problem Statement 

Text similarity detection can be stated as finding two 

similar parts of two different documents. Since users change 

the word order of sentences, style of writing, transpose 

different sections of a text or rewrite a text by changing a 

word to its equivalent semantic meaning (substituting 

hyponyms, synonyms or paraphrasing), detecting these 

types of text similarity is too difficult, especially when we 

are concerned with specific content domain texts [7] and in 

low resource language such as Persian. However in specific 

content domain texts usually it is difficult to change the 

style of origin author. This will help us significantly to 

detect similar document. So we need to clarify the problem 

statement and identify factors that affect similarities 

measurement to obtain a better performance. In this paper, 

we consider the following question: 

Given two Persian contents in specific (scientific) 

content domain, how can we assess the degree of similarity 

between two texts with high accuracy and precision?  

The proposed method uses two kinds of features to 

solve this problem. It uses lexical features to assessing 

surface similarity of text pairs and applies structural 

features to estimating similarity in author writing style 

and usage of hyponyms words. 
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4. Fundamental Concepts of Fuzzy Set Theory 

Fuzzy sets theory was introduced by Lotfi Zadeh in 

1965[19]. This theory is an appropriate framework for 

handling uncertain and imprecise data. This framework 

uses a set of "if-then" rules assigned to inference, in 

which any of these rules are defined by fuzzy sets. Fuzzy 

logic uses linguistic variables, which can be easily 

understood by humans and allows decision-making in 

spite of incomplete and uncertain information. 

Fuzzy inference systems can provide appropriate and 

practical solutions to complex systems engineering in 

different situations. These systems consist of four main 

components that seen in figure 2. These components are 

described as follows [20]: 
 

 

Fig. 1. Basic configuration of fuzzy inference system [20] 

In the fuzzifier process, relationships between the inputs 

of system and linguistic variables are defined by fuzzy 

membership functions. In this research, each input variables 

model as trapezoidal fuzzy number that donated as [a,b,c,d] 

and fuzzy membership are being defined as follows:  
 

  (x) 

{
 

 
x-a

b-a  
                  

                          

x-d

c-d  
                  

                  

       (1) 

 

In knowledge base, all linguistic rules are extracted 

from the domain experts, that is, experts on linguistics. 

These rules use linguistic variables to express 

relationships between inputs and outputs of the system. 

The format of the rule is represented as follows: 

If “the input conditions are true” then “the set of 

outputs is inference”. 

Inference system is related to the decision part of the 

system and is able to infer outputs using fuzzy rules and 

operators. In this research, Mamdani product inference 

system through the following process generates outputs 

by using inputs based on predefined rules [21]: 
 

      (x   y)    (x).   ( y)    (2) 
 

In which    (x)  signifies the membership function 

value of kth rule in the knowledge base. 

The defuzzification step performs the reverse of 

fuzzifier process and generates a crisp value of fuzzy 

output. There are many techniques to defuzzification. In 

this research, the center of gravity is exploited in 

defuzziness process as follows [21]: 

   
∫    (y)   

∫  (y)   
      (3) 

5. The Proposed Method 

In this study, a mixed fuzzy inference system (FIS) 

was proposed which accomplishes the inference through 

two FISs, assesses similarity between two sentences and 

finally detects text or document similarity. The 

advantages of a combination of lexical and structural 

features are obvious [16]. As in [16] mentioned; 

experiments show the drawbacks pertaining to use features 

alone seem complementary and therefore it is good idea to 

take composing a mixed system combining these two 

types features. Such combination don‟t optimize the FIS 

but it help to improve the accuracy and performance of 

overall system. Figure 2 demonstrates the conceptual 

structure of the proposed method. The proposed method is 

composed of four components: preprocessing, 

segmentation, features extraction and similarity measures 

selection and finally fuzzy inference system. These 

components are described in the rest of the paper. 
 

 

Fig. 2. Proposed mixed FIS Method 

5.1 Preprocessing and Segmentation 

In these two components, preprocessing operations 

such as stemming and stop-word removal is done in each 

input text. Text contains one or more words that express a 

special meaning in the context in which it is stated. This 
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meaning is usually expressed through domain-specific 

knowledge (DSK) terms. Therefore, we need to 

disambiguate the sense of a word according to its context. 

To gain more precision and accuracy, in the next step 

each text is divided into general and domain-specific 

knowledge parts. In the general part  words such as „book‟ 

and in the domain-specific knowledge part words such as 

„E-Learning‟ are included. 

For instance, consider the following two sentences: 

1. “I am working in web programming and semantic 

web” and  

2. “Alex has experience in business intelligent and 

software applications”.  

Figure 3 depicts the segmentation of these sentences 

after preprocessing. Domain-specific knowledge terms 

and words are extracted using the ontology of IT technical 

terms. In this research, due to the lack of such domain-

specific knowledge ontology in Persian, we had to 

compile it. 
 

 

Fig. 3. Segmentation and comparing in sentence pairs 

5.2 Measures and Features Extraction 

After segmentation, the relevant sections are 

compared in a way that the general part of the first 

sentence is being compared to the general part of the 

second sentence; the same process also occurs for 

domain-specific knowledge parts. We used lexical- and 

structural- based features and metrics to assess the extent 

of similarity between two the texts. For this propose we 

classified main metrics and measures that mentioned in 

literature in lexical and structural category. These 

measures have been experimented on part of PeLeT 

corpus (20%). To select most appropriate measures, we 

define Pr_Ti criteria as follow: 
 

Pr  Ti               (   ) Time            (4) 
 

Where Precision shows the measure accuracy in text 

similarity detection and Time complexity is its time 

complexity.   should be determine based on the problem. 

In the context of this paper our main goal is accuracy 

improvement in text similarity detection and therefore we 

set   . Based on the results, overlapping ratio and skip 

gram have been selected from lexical category and 

stopword overlapping and the number of hyponyms words 

have been selected from structural category. 

The selected features and metrics have been 

categorized in two groups and are introduced in the 

following: 

 

 

5.2.1 Lexical Approach Similarity 

The similarity measures and features in this approach 

only address the surface level of words in contents and do 

not take the meaning and senses of them into account. 

A. Overlapping Ratio. 

This measure calculates the common words between two 

texts by using n-grams in word or character level, divided by 

the length of the first and second text respectively. Then, it 

computes the geometric mean of the two ratios. This ratio for 

first text computes as equation (5) [22].  
 

 (       
|     |

|  |
     (5) 

 

Which |     |  is a number of common words 

between two texts and |  | is a number of first text words. 

This measure is to be handled in general and DSK 

parts separately and for simplicity denoted by V1, V3 

respectively in this paper. 

B. Skip-Gram Measure 

This measure is similar to the n-gram but can skip 

between words as „skip‟ length. According to the 

examination on Persian IT corpus, the best skip number 

was found to be 3. This measure deals with word order as 

well as detects the common phrases in two sentences 

[23].This measure also uses general and DSK parts 

separately and is denoted by V2, V4 respectively. 

C. The Ratio of Number of DSK to General Words in 

Union of Two Texts 

This ratio indicates the degree of importance of DSK 

words to general words in union of two texts and is 

denoted by V5. 

5.2.2 Structural Approach to Similarity 

In this approach that can be considered the same as the 

lexical approach, the structural features of each text are 

considered as follows: 

A. The Number of Hyponyms Words 

This feature has been selected for the reason that in 

plagiarized texts the hyponyms words such as “look and 

view” are often used interchangeably for secrecy. This 

feature is handled in general and DSK parts separately 

and denoted by V6, V7 respectively. 

B. The Overlapping of Stopword 

This feature has been chosen because if two texts are 

structurally similar, the same structure of word stop is 

being used specially in scientific texts. This feature can be 

considered as author style that is denoted by V8[16]. 

Table 1 presents the complete list of measures and 

features used in fuzzy systems. The linguistic variables of 

the proposed FIS were developed on the basis of these 

measures and features. 
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Table 1. Selected Features and Measures 
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5.3 The Surface level Text Similarity Fuzzy 

Inference System  

Due to the complex nature of natural language, it is 

quite difficult to detect similarity between scientific and 

domain-specific knowledge texts. Meanwhile, the 

ambiguity inherent in human language prohibits us from 

developing efficient NLP techniques. By the same token, 

the same content might be worded differently in various 

paraphrases. That is why we need to gather information 

from experts to achieve a more precise assessment. To do 

this, we designed two lexical and structural FISs that 

assess text similarity from a different perspective. This is 

our first contribution. The output of each FIS will be 

combined and finally the proposed mixed method can 

determine whether two sentences like each other base on 

weighted average of two lexical and structural FISs result. 

We model similarity assessment as fuzzy linguistic 

variables to overcome the ambiguity and vagueness of the 

assessment. In Table 2 similarity of linguistic variables 

and their membership function will be expressed.  

Table 2. The Similarity of Linguistic Variable and Membership Function 

Linguistic Variable Interval 

Different (-∞ 0 0.  0.35  

Semi Similar (0.1,0.35,0.55,0.75) 

Similar (0.55 0.75    +∞  
 

Since assessing the similarities between the two texts 

is defined as a fuzzy number, inputs of FIS are also 

modeled as a fuzzy number. For easy and quick access, 

Table 3 displays all types of variables and Table 4 depicts 

variables used in each FIS with their correspondence. 

Table 3. Lingustic Variables in Simialrity Assesment 

TYPE 
LINGUISTIC 

VARIABLE 
INTERVAL 

T1 

(Stopword 

overlaping) 

Low (-∞ 0 0.  0.35  

Middle (0.1,0.35,0.55,0.85) 

High (0.6,0.75,   +∞  

T2 

(Hyponymword 

overlaping) 

Low (-∞ 0 0.  0.3  

Middle (0.1,0.3,0.5,0.7) 

High (0.6 0.7    +∞  

T3 

(The ratio of 

DSK words to 

general words) 

Low (-∞ 0 0.  0.25  

Middle (0.15,0.35,0.55,0.8) 

High (0. 5 0.75    +∞  

T4 

(Similarity 

Assessment) 

Different (-∞ 0 0.  0.35  

Semi Similar (0.1,0.35,0.55,0.75) 

Similar (0.55 0.75    +∞  

Table 4. FISs Variables 

FIS PART 
VARIABLE 

NAME 

VARIABLE 

TYPE 

Lexical 

Similarity 

General 
V1 T4 

V2 T4 

DSK 
V3 T4 

V4 T4 

Union of two 

Texts 
V5 T3 

Structural 

Similarity 

General V6 T2 

DSK V7 T2 

Union of two 

Texts 
V8 T1 

 

Because of wide variety of ambiguity in word or text 

pairs comparisons; all fuzzy variables model as 

trapezoidal membership function. Figure 4 also displays 

the membership function of variable types in FISs. 
 

 
d. T4 (Similarity Assessment) 

 
c. T3 (The ratio of DSK words to general words) 

 
b. T1 (Hyponymword overlapping) 

 
a. T1 (Stopword overlapping) 

Fig. 4. The membership functions of FISs variables 
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We implemented mixed similarity fuzzy inference 

system using MATLAB 2010 fuzzy tool and used 

Mamdani type of fuzzy system with following 

configuration that set by try and error: 

 AND method: prod 

 OR method: max 

 Defuzzification method:LOM (Large Of Maximum) 

5.4 Fuzzy Function of Part Pairs Similarity 

Since each part is comprised of several words, we need 

to compare word pairs and then aggregate their results as it 

was done for the example in Figure 2. The only difference 

in this section is that the comparisons will be made in a 

fuzzy manner. As a result, for example, the output matrix 

resembles equation 4. Each element of this matrix is a 

fuzzy number, in which we use maximum as S norm in 

each row and column to compute the final result of two 

texts; then, the values of the average of these two fuzzy 

numbers are obtained by Rosenfeld relationship [21]. 

 

 

 

      (     )  

[
(            ) (                 ) (               ) (            ) (                ) (               ) 
(             ) (                 ) (               ) (            ) (                 ) (               ) 

] (6) 

 

5.5 Fuzzy Rules Base 

After precisely defining FIS variables, system rules 

were deduced and developed by conducting an interview 

with a group of five natural language and domain experts. 

Table 5 and 6 demonstrates some fuzzy rules for lexical 

and semantic FIS respectively. In this rule base as 

mentioned  we consider fuzzy “AND” for t-norm and 

operators among fuzzy variables and the operator for 

rules aggregation is s-norm. 

For example, rule 5 in Table 5 is as follow: 

If “Overlapping Ratio [V2] in General Part is Low”, 

AND “Overlapping Ratio [V4] in Knowledge domain 

Part is Low”, THEN “[Lexical] Similarity is Different”. 

Table 5. Some rules of FISs 

FIS 
RULE 

# 

VARIABLE NAME 
SIMILARITY 

V1 V2 V3 V4 V5 

Lexical 

similarity 

1 - High - Low Low Similar 

2 - High Low Low Middle Semi Similar 

3 - High Middle Low Middle Semi Similar 

4 Low Middle Low Low Middle Different 

5 - Low - Low - Different 

Structural 

similarity 

 V6 V7 V8  

1 Low Low Low 

 

Different 

2 Middle Low Low Different 

3 - High - Similar 

4 Middle Low Middle Semi Similar 

5 High Low Middle Semi Similar 

6. Numerical Results 

In this section, the numerical results of the proposed 

method will be reported. The proposed method was 

implemented in Visual Studio Environment and used 

MATLAB fuzzy toolbox to simulate FISs. Because of there 

is no technical English corpus, we applied the method on 

Persian corpus to evaluate its efficacy. To create the Persian 

corpus  that named PeLeT  we used the papers‟ abstracts 

presented in ICELET conferences in e-learning domain 

knowledge. This corpus contains 810 sentence pairs totally 

that each “Different”, “Semi Similar” and “Similar” class 

has 270 sentence pairs. The first sentence of pairs gathered 

from papers‟ abstracts presented in ICELET and a group of 

expert domain generated a paired sentence in one of the 

randomly assigned class. The average length of sentence is 

13 words. After preprocessing and segmentation, the 

proposed method applied to the corpus. Table 6 indicates 

some examples of text pairs in PeLeT corpus.  

Table 6. Some examples of text pairs in PeLeT corpus 

CLASS PAIRED TEXT FIRST TEXT 

Similar 

The expansion of changes in 
information technology led to a 
new type of learning called e-

learning. 

E-learning is a new 
type of learning using 

information 
technology tools. 

Semi-
similar 

One of the most important goals 
of e-learning is to create a 

learner-centered atmosphere. 

The most important 
goal of e-learning is 
to transfer the focus 

of learning from 
teacher to learner. 

Different 

The main part of the intelligent 
educational system is the 
learner-based model that 

includes information which the 
system holds about the learner.  

The educational strategy is 
adapted based on the information 

obtained from this section. 

The intelligent 
educational system 

adapts the 
educational strategy 

to the learner 
characteristics. 

 

In final step, two FISs outputs fused and this fusion is 

our other contribution. For lexical and structural 

similarity detection FISs, weights 0.65 and 0.35 have 

been considered respectively. Table 7 shows results of 

two FISs fusion for two sample text in corpus. 

Table 7. Fusion of lexical and structural similarity detection FISs 

WEIGHTS 

SIMILARITY 

ASSESSMENT 
FIS 

Different 
Semi-

Similar 
Similar 

0.65 0.09 0.16 0.73 LEXICAL 

0.35 0.12 0.25 0.57 STRUCTURAL 

 0.205 0.192 0.674 FUSION 
 

Table 8 indicates the confusion matrix of the proposed 

method. The first row of table indicates that our proposed 

method correctly detect 185 of 270 sentence pairs are similar. 

This method also failed for rest of sentence pair and placed 

20 and 56 of sentence pairs in semi-similar and different 

class respectively. The other rows show the same results.   
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Table 8. Confusion matrix of proposed method 

 
Predicted Class 

Similar Semi Similar Different 

A
ct

u
al

 

C
la

ss
 Similar 185 20 56 

Semi Similar 28 173 78 

Different 41 53 176 
 

To evaluate the performance of the proposed method, 

we used recall, precision and F-measure that are widely 

employed in text mining. It should be noted the use of 

other languages datasets such as WordNet will not show 

the method efficiency.so we also intended to cast more 

light on the comparison of the efficiency of the proposed 

algorithm and given the fact that the proposed method has 

been applied to PeLeT Corpus. We experimented three 

methods mentioned in the literature with PeLeT Corpus to 

assess the efficiency of our method. Table 9 illustrates the 

results of proposed method implementation and its 

comparison with three methods. The Cosine Coefficient 

was considered as baseline. The results show that 

proposed method outperforms the other methods. 

Table 9. The result performance 

Method F Measure Percision Recall 

The Proposed 

Method 
0.78 0.75 0.81 

Gupta, et al.[11] 0.75 0.72 0.77 

Alzahrani and 

Salimi[10] 
0.65 0.63 0.67 

Mihalcea and 

Corley[26] 
0.62 0.60 0.65 

Cosine Coefficient 

(Baseline) 
0.55 0.54 0.57 

7. Conclusions 

In this paper, a mixed fuzzy inference system method 

was proposed to overcome the ambiguity and consider 

structural features and author style of writing in the 

similarity measurement in Persian texts. In this method, in 

the first step, after preprocessing and stop word removal, 

the text is divided into general and domain-specific 

knowledge parts then appropriate features are extracted 

and similarity metrics are calculated. Two lexical and 

structural fuzzy inference systems were designed that its 

rules are extracted from the experts‟ knowledge and 

finally the outputs of these two FISs are integrated 

through weighted combination. With regard to the fact 

that the proposed method was applied to PeLeT Corpus, 

we also carried out tests using three methods proposed in 

the literature to evaluate its efficiency. Such a comparison 

was thought to throw light on the efficiency of the 

proposed algorithm. The results show that the proposed 

method outperforms than others and gained accuracy rate 

of 78% which increases precision and recall measure. 
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Abstract 
Social network analysis is an important problem that has been attracting a great deal of attention in recent years. Such 

networks provide users many different applications and features; as a result, they have been mentioned as the most 

important event of recent decades. Using features that are available in the social networks, first discovering a complete 

and comprehensive communication should be done. Many methods have been proposed to explore the community, which 

are community detections through link analysis and nodes content. Most of the research exploring the social 

communication network only focuses on the one method, while attention to only one of the methods would be a confusion 

and incomplete exploration. Community detections is generally associated with graph clustering, most clustering methods 

rely on analyzing links, and no attention to regarding the content that improves the clustering quality. In this paper, a 

novel algorithm for community selection is proposed. Scalable community detections, an integral algorithm is proposed to 

cluster graphs according to link structure and nodes content, and it aims finding clusters in the groups with similar 

features. To implement the Integral Algorithm, first a graph is weighted by the algorithm according to the node content, 

and then network graph is analyzed using Markov Clustering Algorithm, in other word, strong relationships are 

distinguished from weak ones. Markov Clustering Algorithm is proposed as a Multi-Level one to be scalable. Finally, we 

validate this approach through a variety of data sets, and the effectiveness of the proposed method is evaluated. 

 

Keywords: Social Networks; Community Detections; Link Analysis; Clustering; Scalable. 
 

 

1. Introduction 

In recent years, social networks have not only been 

being used for creating relationships, but they are also used 

to share opinions, communicate, fans, activists and interact 

over diverse geographical regions [1]. Due to the multiple 

modes of communication, these networks share 

information and do a variety of interactions. These 

relationships will lead to the creation of groups like friends, 

colleagues, acquaintances, family and other similar groups, 

and that’s why social networks have been popular. 

According to a report in 2012, internet users spent 22 

percent of their online time surfing social networks.  

Among the popular social networks, we can mention 

Facebook1, YouTube2, Flickr3, twitter4, etc [2]. Social 

networks are a social structure; a social network is a 

network of interactions and relationships that are a graph 

and set of nodes and edges (nodes consisting of 

individuals or organizations). These nodes have 

interactions and according to the social relations that exist 

in the real world, these relations can be obtained and we 

can analyze them (links represent the connections 

                                                           
1 www.facebook.com 
2 www.youtube.com 
3 www.flickr.com 
4 www.twitter.com 

between users) [3]. Due to the amount information of data 

in these networks, the analysis of network data has 

become an important issue for research. Now, according 

to the large volume of information, we should discover 

the unknown relations, and the discovery can be exploited 

to improve opportunities. Despite the increasing 

significance and complexity of Social network, there has 

expanded of methods for detecting communities. The 

discovery of communication by link analysis and 

regarding the content of nodes is an important issue. 

The importance of addressing the link analysis and the 

nodes content for community detection is illustrated in 

Fig. 1 [1]. In Fig. 1(a) presents a very small social 

network. The nodes indicate the number of involved 

members in the social activities and the edges represent 

the social relations and interactions among members. The 

weight wrote to each edge illustrates the strength of 

connections between the corresponding members and also 

each node is labeled according to its interests. Fig. 1(b) 

presents the result of discovered communities based on 

link analysis, that the discovery relates to the link analysis, 

they only pay attention to the network topological 

structure or analysis from respect data mining [4]. Fig. 1(c) 

presents the result of discovered communities based on 

nodes content, they only pay attention to the “Similarity 

theory” for categorizing individuals with different 
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communication; but this type of grouping doesn’t have 

enough accuracy and can not create a strong social 

relations. Fig. 1(d) presents the desired grouping, the 

groups are defined to having the same interest topics and 

strong relation between each cluster. 
 

 

Fig. 1. An example that in part(a) presents a very small social network. 

Part(b) presents the result of discovered communities based on link 

analysis. Part(c) presents the result of discovered communities based on 

nodes content. Part(d) presents community detection based on node 

content and link analysis[1]. 

large social networks challenge the issue of 

discovering the communications, and the old methods of 

discovering such communications have a lot of problems.  

By modeling complex social network with graphs, the 

community detection can be modeled by graph 

partitioning, and there is a clustered set of nodes which 

are connected by the edges. Although the number of 

different clustering algorithms exploring the relationship 

exists, but it is not easy to present a good algorithm for 

the above cases, and it requires careful consideration. 

In this paper, an algorithm for clustering the graph 

topology structure is presented according to the vertices 

features, and a graph is formed according to the features 

and content which are among users, then the scalable 

communications will be discovered using Multi-Level 

Markov clustering (ML-MCL) algorithm.  

The article is organized as follows; first, in part 2, 

reviews the related work, then will be propound the 

subject and the proposed approach in the part 3, finally, 

Performance assessment methodology and conclusions 

will have been done. 

2. Related Work 

Social networks has been a very important matter in 

recent decades, so a lot of fundamental and important 

research has been done in all fields and topics; that is 

because these networks are posing global 

communications. In Ref [5] One of the most important 

topic that researchers has been working on it is exploring 

the community in the social networks, that some of them 

are mentioned in the following expression. 

In Ref [6] Markov Clustering (MCL) Algorithm 

groups nodes randomly, and clusters graphs via transition 

probability matrix corresponding to the graph. The MCL 

algorithm is an iterative process of applying two operators 

(expansion and inflation) in alternation, until convergence. 

Additionally, a prune step is performed at the end of each 

inflation step in order to save memory. One of the 

important algorithm used for community detection is KL1 

algorithm that is graph partitioning algorithm and is run in 

classic way and do optimization operations. In Ref [7] 

Another group of Algorithms for community detection are 

Agglomerative/Divisive Algorithms. Agglomerative 

algorithms at first begin with each node in its own 

community, and at each step communities merge each 

other, continuing till either the desired number of 

communities is obtained or the remaining communities 

don’t have enough similarity for merging. Divisive 

algorithms operate in reverse. Both types of algorithms 

are hierarchical clustering algorithms and their output is a 

type of binary tree.  The other way which is mainly used 

to for community detections is the Local Graph 

Clustering which is used to reduce the scalability 

challenges by focusing on the studying section of the 

network. To discover, it is started from a peak as a seed 

and then by adding the neighbor peaks to the community, 

it is resulted to increase the network and obtain a high-

quality proper size in [8-10]. Another groups of 

Algorithms for community detection are Spectral 

algorithms. Generally, assign nodes to communities based 

on the eigenvectors of matrices, such as the adjacency 

matrix or other related matrices. Spectral methods aim to 

minimize the defined cut-function that lead to more 

resolution in graph clustering structure in [11-12]. Multi-

level algorithms are of the other algorithms which are 

used to discover the communications. Multi-level 

methods present a framework for high-quality, fast 

partitioning of a graph and are used to solve many 

problems. The main idea is to minimize the input graph 

continuously and reach a smaller graph. The resulted 

graph is partitioned and then returned to the top to reach 

the main graph. Some methods to partition multi-level 

graphs are multi-level spectral clustering, Metis 

(improved KL function) and Graclus (improved normal 

cut and weight loss) [13-15]. In [16], at first, they develop 

the original similarity based on the social balance theory. 

Then, based on the natural contradiction between positive 

and negative links and the signed similarity, two functions 

are designed to model a multi objective problem, called 

MEAs -SN. In [17], Based on the Max-Flow Min-Cut 

theorem, they propone a novel algorithm which can 

output an optimal set of local communities automatically. 

 

 

                                                           
1 Kernighan-Lin Algorithms 
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3. Community Detection Mechanism 

In this section, the proposed mechanism of 

Community Detections is presented; the work done in this 

section is as follows:  

First, graph topology structure is combined with node 

features, then edges are weighted according to vertices 

content, and links are analyzed by MCL algorithm according 

to the weighted graph; On the other hand, MCL clustering 

algorithm is proposed as a multi-level one to be scalable. 

3.1 Social Network Data Modeling Based on 

Similarities 

Social networks are shown in graph G= (V,E,χ), that 

V={v1, v2, ..., vn} is the set of nodes and |V| = n illustrate the 

number of persons in graph. Also E ⊆ V ×V is the set of 

edges, where E = {(vi, vj): vi, vj ∈  V} and shows collection 

of interactions and communications among  individuals. In 

this graph, matrix χ is attributes of vertices and χ ∈R|V|×d, 

where d indicates number of node attributes [4]. 

Similarity function C determines the similarity between 

each pair of vertices in an attributed graph G. all of the 

characteristics are binary, so we use Jaccard’s coefficient as 

similarity criteria for attributes data that is eq. 1: 
 

J(Vi ,Vj)  
                                        

                    
 (1) 

 

Then based on vertices content matrix S is constituted, so 

if content of vertices vi and vj are similar, according to the 

number of topics that are interacted to each other Sij from 

matrix S are calculated power of link and if they do not have 

any interaction with each other is placed 0. Finally weight 

matrix W is collection of matrix S and matrix A, that is eq. 2: 
 

W=A+S      (2) 
 

Until this step, social network graph is weighted based 

on vertices content. In the following we describe the 

proposed clustering Algorithm for grouping social topics. 

3.2 The Clustering Algorithm 

In this section, clustering algorithm to Community 

Detections in social networks through vertices content 

and link analysis has been proposed; following steps is 

required in this algorithm: 

Pseudo-code of the integral clustering algorithm to 

discover communications in social network graphs is 

presented in Fig. 2. In this pseudo-code, the social 

network graph is used as the algorithm input and after a 

few steps; a clustered graph is returned as an output. 
 

1. Input: G  
2. Output: clustering 

3. A ← Adj(G) 
4. Compute the attributes similarity matrix, C 
5. Compute matrix S 
6. W ← A + S 
7. clusters ← Apply Multy-Level Markov 
Clustering on W 

8. Return clusters 

Fig. 2. Clustering Algorithm based on MCL[4] 

First, a similarity matrix C is developed, then matrix S 

is formed in the fifth line of the algorithm, next matrix W 

is formed by adding the matrix S and matrix A. Finally, in 

the seventh line of the algorithm, the formed weighted 

graph using the multi-level clustering algorithm of 

Markov (ML-MCL) is clustered. In the following, the 

pseudo-code related to each one is presented. 

Fig.3 shows the pseudo-code of MCL algorithm, and 

Fig. 5 shows ML-MCL algorithm which is obtained by 

some changes in original pseudo-code of MCL algorithm. 
 

1. A := A + I // Add self-loops to the graph 

2. M := AD−1 // Initialize M as the canonical 

transition matrix 

3. repeat 

a. M := Mexp := Expand(M) 

b. M := Minf := Inflate(M, r) 

c. M := Prune(M) 

4. until M converges 

5. Interpret M as a clustering 

Fig. 3. MCL Algorithm[18] 

MCL algorithm is a clustering algorithm based on 

graph stochastic flows simulation. The reasons to choose 

this algorithm for some of the clustering steps are that this 

algorithm has no need to specify the number of clusters at 

the beginning, and has resistance to noise in the number of 

components, also its efficacy for weighted and non-

weighted graphs and oriented and non-oriented ones. First, 

to conclude more quickly and prevent some unexpected 

cases, the first line of the algorithm is done for convergence. 

Then, to implement it, the transition matrix should be 

formed from the weighted graph W [18]. To calculate the 

components of the transition matrix, eq. 3 is implemented: 
 

Mij= 
   

∑ (   )
 

   

     (3) 

 

The resulted transition matrix is a type of the column-

stochastic transition matrix, a matrix that the sum of each of 

its columns equals to 1. Such matrices can be defined as 

transition matrix of Markov chain in which the ith column of 

matrix M represents the possibility of transferring the output 

Vi. Therefore, Mij represents the possibility of transferring 

Vi to Vj. In the transition matrix M, the ith column includes 

the flow of the output Vi and the ith row includes the input 

flow to Vi. So, the sum of the elements of each column 

equals to 1, but this rule is not true for every row [19]. 

The process of the algorithm MCL includes two expand 

and inflate operators on the random matrix; and this is 

continued until the matrix is converged. In addition, there is 

also a prune step in end of each inflate step to save memory 

and increase speed, which are addressed as bellow: 

Expand calculates the square of the matrix M as Mexp = M 

* M, which is a factor to transfer power according to Markov 

chain and lets the different regions in a graph to be connected. 

Inflate increases each element of the matrix M to the 

value of the inflate parameter r (r>1), and then normalizes 

the columns of the matrix so that the sum of the existing 
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entries in each columns is 1. How inflate is calculated for 

each matrix element is presented in eq. 4:  
 

Minf (i, j) =  
       

∑         
   

     (4) 
 

The parameter r is considered as 2 which causes strong 

flows become stronger, and weak flows become weaker. 

Therefore, the Inflation equation will become eq. 5: 
 

Minf (i, j) =  
       

∑         
   

     (5) 
 

The last step of the MCL algorithm is prune so that 

very small values are emitted to reduce the used memory 

and calculation operation. To do so, a threshold in 

considered and the values smaller than it are considered 

as zero [18].  

In the MCL algorithm, with the beginning of a 

standard flow matrix, then algorithm is an iterative 

process of applying two operators - expansion and 

inflation - on a matrix, until the output matrix reaches the 

steady state M∞ and after that applying these two 

operators has no effect on the output matrix.  

Up to this step, the given idea, community detections 

based to content and link analysis, is done. By studying 

the MCL algorithm, it has certain features to the spectral 

clustering algorithm and heuristic clustering algorithm, 

but the algorithm speed has no proper scalability for the 

large networks, on the other hand, graphs have lower 

speed in early iterations of the MCL algorithm due to 

fewer zero values, and if it is done on a smaller graph, 

algorithm speed is considerably increased. So, in the 

following, the algorithm is presented in a scalable manner 

with some changes. So, ML-MCL algorithm is proposed. 

The general design of a multi-level algorithm and its 

illustration are presented in the next section. 

3.3 Multi-Level Markov Algorithm to Scalab 

At first, the general framework of the multi-level 

algorithm is shown in Fig. 4 for better understanding. 
 

 

Fig. 4. doing a multi-level algorithm has three main steps; Coarsening, 

primary grouping, Uncoarsening. In this figure, algorithm has 4 levels, 

and it is divided into 4 groups in the primary grouping of the graph, then 

the main graph is resulted by implementing uncoarsening level[20]. 

As it is observed in Fig. 5, the algorithm is 

implemented in three levels: coarsening, primary 

grouping and uncoarsening, which each one is briefly 

described in the following: 

1. Coarsening: the input of the level is the main 

graph G (a graph which has been weighted in the 

previous steps). And it is frequently divided into 

smaller graphs G1,G2,G3,…G1, in which 

|V0|>|V1|>|V2|>…>|V1|. This minimizing is 

continued until G1 size can be controlled. In each 

level of this step, graph nodes are merged with 

each other and formed a super-node and sent to the 

next level. The ways to go from G1 to G1 are 

different of which different types are described in 

[13]. Coarsening utilizes the maximum matching 

to maintain the main graph properties. The time 

required to calculate these levels is O(log(n'/n)) in 

which n is the number of the peaks in graph G0 

and n' is the number of the peaks in G1. In each 

level of coarsening, three steps are done to convert 

graph Gi to Gi+1: the first step is considered a 

subset of nodes to convert to a super-node 

according to coarsening method (this choice can 

be done according to the strengths and weaknesses 

of the interactions, randomly or with other factors). 

In this paper, the criterion, the most similarity is 

considered to merge the nodes. In the second step, 

the rules required to merge are applied, and in the 

third one, the edge weights are calculated 

according to the new nodes [20]. 

2. Primary grouping: in this step, the MCL algorithm 

is iterated on G1 with few times (e.g. 4 or 5 

iterations) by starting from the graph G1=(V1;E1) 

of the previous step. The reason to implement the 

algorithm for few times in this step is only 

controlling the graph distribution, and in this step, 

obtaining a balance is not considered. How the 

MCL algorithm works is fully described in the 

previous section. There is no problem according to 

the fact that the MCL algorithm did not have a 

proper scalability but because the graph size is not 

minimized in this step and on the other hand the 

algorithm work properly in small-sized graphs.  

Uncoarsening: in the step, the multi-level algorithm is 

the goal to obtain the main graph by decomposing super-

nodes and forming its primary node while the grouping 

done in the previous step is maintained. Finally, when the 

main graph is formed, the MCL algorithm is implemented 

to obtained convergence. 

4. Experiment 

In the previous section, the proposed strategy was 

presented to community detections using node content and 

link-analysis in social networks. In this section, Facebook 

real world datasets1 was used to evaluate the efficacy of the 

proposed method, in which the number of the nodes is 4039 

                                                           
1 http://snap.stanford.edu/ 
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and the number of the edges is 88234. Generally, the 

datasets content is divided into three educational, work, 

location and sections; and each of these sections presents the 

trend of users to different groups, which represents 

difference in interests and properties of users. Consider the 

following four scenarios; the first scenario corresponds to 

the educational Facebook social network dataset, the second 

scenario is the location, third scenario corresponds the fields 

of work Facebook social network dataset and the  
 

Input: Original graph G, Inflation parameter r, 

Size of coarsest graph c 

// Phase 1: Coarsening: Coarsen graph 

successively down to at most c nodes. 

{G0, G1, . . . , Gk} = CoarsenGraph(G, c) 

// G0 is the original graph and Gk is the coarsest 

graph 

// Phase 2: Curtailed MCL along with refinement 

// Starting with the coarsest graph, iterate through 

successively refined graphs. 

// Run MCL for a small number of iterations. 

for small number of iterations do 

             Markov Clustering 

end for 

// Phase 3: UnCoarsening graph successively 

access to original graph. 

Run MCL on original graph until convergence 

repeat 

             Markov Clustering 

until M converges 

Fig. 5. Details of ML-MCL Algorithm  

fourth scenario considers all fields. Evaluations were 

done in a dual-core system with a 4GB main memory and 

processing speed 2.53 GHz. 

4.1 Experiment Criterions 

The sachan’s models algorithm and the MCL 

algorithm were selected because of the similarity the 

algorithms are presented. 

The first criterion to study the quality of clusters is 

similarity measurements that has been scaled by 

entropy. Well, low entropy means the high similarity 

between clusters and homogeneous clusters, and high 

entropy means there is no similarity. After checking the 

integral algorithm, sachan’s models algorithm and the 

MCL algorithm, According to this criterion the results 

will be shown by Fig. 6, as you see, the proposed 

algorithm has low entropy. One of the reasons that the 

MCL algorithm entropy is higher than the integral 

algorithm entropy is only paying attention to the 

network structure for clustering.   

Another criteria is the number of clusters that has 

been assessed. If the number of the cluster are much 

more, it causes Fragmentation in network graph in 

clustering, and it causes low communication discovering 

and high clustering. There is no paying attention to this 

subject in the MCL algorithm while in the integral 

algorithm we have done some reforms and as a result we 

find high coherence and thematic similarities. 

Evaluation results are shown in Fig. 7. 

Another criterion is normalized cut or conductance 

that has been for evaluating of cluster quality. The 

normalized cut of a cluster is simply the number of edges 

that are “cut” when dividing this cluster from other 

clusters. The Normalized Cut criterion has been the 

quality of clusters . The normalized cut of a cluster C in 

the graph G is defined as eq. 6. The average normalized 

cut of a clustering is the average of the normalized cuts of 

each of the constituent clusters. 
 

N cut (C) = 
∑         ∈          

∑             ∈ 
     (6) 

 

Evaluation results are shown in Fig. 8, that the 

Integrative algorithm is presented better than MCL 

algorithm. Generally, the sachan’s models algorithm is 

very close to our approach, but according to the figures 

proposed method is clearly effectiveness.  
 

 
Fig. 6. Entropy 

 
Fig. 7. Number of Clusters 

 
Fig. 8. Average Normalized Cut 
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5. Conclusions 

The first obstacle to threaten many clustering 
algorithm is large graphs. Many clustering algorithms, 
including restrictions like directional network are not 
considered. But in the clustering algorithms, for 
simplicity, the direction of network graphs is not 
considered. In addition, combining the link and content 
analysis method in the same time to get a better clustering 
has been noted less. But all of these issues have been 
considered in integrative algorithm. 

According to the evaluation, The clusters are 
homogeneous and dense , so it is clear that the integral 
algorithm is better than MCL algorithms and sachan’s 
models algorithm, and it can be used to explore the 
communication between the social networks (weighted or 
non- weighted and directional or non-directional). 
Developing this algorithm and attention to overlapping 
nodes are future work. 
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Abstract 
Vehicle detection is considered to be a significant task in automatic driving which is regarded as a challenge and 

thorny issue for researchers in this field. The majority of commercial vehicle detection systems are based on radar. 

However, methods using radar suffer from problems such as the one encountered in zigzag motions. Image processing 

techniques can overcome these problems .This paper proposed an approach based on hierarchical clustering in which low-

level image features are used to detect on-road vehicles. The approach introduced in this study is based on a new 

clustering method called teammate selection. In this clustering method, a new merging measure based on cluster center 

distances and gray scale values was introduced. Each vehicle was assumed to be a cluster. In traditional clustering 

methods, the threshold distance for each cluster was fixed; however, in the method proposed in this paper, the threshold 

distance is adaptive which varies according to the position of each cluster. The threshold measure was computed with 

bivariate normal distribution. Sampling and teammate selection for each cluster were carried out by cluster members 

based on weighted average. Unlike other methods which used only horizontal or vertical lines, a fully image edge 

detection algorithm was utilized in this study. Corner is an important video image feature which is commonly used in 

vehicle detection systems. However, Harris features were used in this paper to detect the corners. Furthermore, LISA data 

set was used to evaluate the proposed method. Several experiments were conducted to investigate the performance of 

proposed algorithm. Experimental results indicated good performance compared to other algorithms.  

 

Keywords: Adaptive Feature Grouping; Moving Camera Image Processing; Vehicle Detection; Hierarchical Clustering; 

Teammate Selection Clustering. 
 

 

1. Introduction 

Driver assistance and traffic monitoring systems are of 

high significance in intelligent vehicles. Object detection 

and tracking which were observed by ego-vehicle 

on/around road such as cars, pedestrians and other 

obstacles are the main requirement to design and 

implement these systems. Camera is usually located at the 

center of the front bumper of ego-vehicle car. The 

performance of detection system on the road is a critical 

issue for system administrators with respect to security. 

Hence, systems must be robust enough for various 

conditions. Vehicle detection is a challenging domain for 

the committee of intelligent machines. Road 

environments vary in terms of traffic situations, number 

of cars, lighting conditions, weather conditions, 

construction of roads, tunnels and more. Consequently, a 

fully adaptive and parametric system is required for the 

existing variable conditions. Near or mid-range vehicle 

detection is another effective issue in the structure of 

environment and camera parameters. Various sensors are 

available which can be used in driver assistance systems 

such as lidar, radar, ultrasound and embedded cameras. 

There are four situations based on camera and object 

movement which are listed below: 

I. Stationary camera, constant object 

II. Stationary camera, moving object 

III. Moving camera, stationary object  

IV. Moving camera, moving object  

The second situation is more practical and more 

common [1]. A fixed camera located on a highway for 

speed control is an example of the second situation. 

However, driver assistance systems, camera and objects 

are mobile which is regarded as a highly sophisticated 

condition. Due to background changes and inapplicability 

of differential techniques, the detection of a moving 

object with a moving camera is a challenging task. 

Most commercial vehicle detection systems are based 

on radar. It is a sensor which has lots of limitations such as 

angular constraint and temporal resolution. In general, 

radar-based systems can detect vehicles located directly in 

front of the observing car but they cannot detect marginal 

cars which are located at different angles. In this case, any 

change in car line may be dangerous. Also, the use of 

radar-based systems in high zigzag and steep roads can be 

problematic. In contrast with radar-based systems, it should 

be noted that cameras are inexpensive, consume little 
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power and can be easily managed to capture information 

from the environment. Visual data processing is complex 

but it provides valuable information about the environment. 

In this paper, the researchers focused on low-level 

features and used them to specify the location of vehicles. 

The shape and structure of vehicles were not of any 

significance. Since the intended vehicle detection system 

is in a dynamic environment and inside an ego-vehicle, 

both the observing car and other vehicles are moving. The 

size and position of the devices can vary over time. Thus, 

an adaptive method based on coordinates can be useful. 

This adaptability can be utilized in different components 

of the system including thresholds setting which is 

discussed in the proposed method. 

2. Related Works 

Detection of vehicles using embedded camera image 

processing can be done through various approaches such 

as learning-based methods. 

Carrafi et al. [4] proposed a learning-based approach 

using waldboost [2]. They introduced a cascading fine-

grain detection system similar to the viola-jones [3] 

method. Waldboost algorithm is implemented to reject 

negative choices in the first steps which has a 

significant impact on system speed [4]. Deformable 

object model learning [5] was proposed for learning and 

identifying vehicle features as an object model in which 

latent support vector machine (LSVM) and Histogram 

of Oriented Gradients (HOG) were combined. Despite 

high detection efficiency of the above-mentioned 

method, its computational complexity allows for only 1 

fps processing.  

Jazayeri et al. [6] used Hidden Markov Model (HMM) 

to develop a system which could separate vehicles and 

background from one another; it was also able to 

probabilistically model motions in terms of scenes based 

on frame features. Low-level features such as edges and 

corners which are resistant to light and shape variations 

were used in [6].  

Samadi et al. [7] proposed a multi-agent system for 

vehicle detection. Each agent in this multi-agent system 

carries out one part of the diagnostic process. The hypothesis 

exchange and conflict resolving are done by cooperation 

among agents. In this system, the following agents were used: 

edge detection agent, contour agent, vehicle agent, license-

plate rectangle detection agent, license-plate line detection 

agent, wheel detection agent, plate candidate verification 

agent and symmetry detection agent.  

In recent years, approaches based on active learning 

led to good results on detecting road vehicles [8]. HOG-

SVM and Haar-like features with Adaboost classifier, 

traditional methods in active learning were investigated 

and compared with each other in terms of time 

complexity and other parameters [9]. In general, methods 

based on active learning produce a simple classifier with 

an easy supervised learning. Then, querying classifier 

selects informative patterns for retraining classifier again. 

Indeed, the query function which selects informative and 

complex patterns and classifier input for retraining and 

updating decision boundaries is the main part of active 

learning [10,11].  

A method based on active learning through split and 

merge was proposed in [12] to determine various 

components of vehicles. The learned classifier is SVM. 

PCA, Gabor, Wavelet and combined Gabor-Wavelet 

features with NN and SVM classifiers were used by 

Zhang [13] for diagnosis before the occurrence of 

accident conditions. An augmented Gabor feature for 

detecting vehicles was used in [14] where Gabor filter 

parameters were improved and learned by SVM classifier 

to cover more sub windows containing pieces of vehicles.  

Kim et al. [15] used a combination of sonar and vision 

sensors where lighting and distance conditions had no 

impact on system accuracy. Sonar sensors for the distance 

and cameras up to 10 meters were used. Features such as 

shadows, road lines, horizontal lines and vehicle 

symmetry were used in image processing. Template 

matching [16] and vertical symmetry detection [17] are 

other methods for vehicle detection. Many researchers 

work on computer vision-based intelligent transportation 

systems [18]. 

Most on-road vehicle detection systems detect vehicles 

in line with the observer. There are many horizontal lines 

at the back of the vehicles including shadow lines, window 

lines and top and bottom lines of the vehicle. This feature 

is relatively stable against light changing and scaling. 

Matthews et al [19] used edge and vertical lines detection 

to indicate the left and right margins of vehicle. Image 

edge is considered as a favorite feature for researchers in 

the field of vehicle detection [20, 21]. Corners are 

maintained in their position on vehicles and background; 

hence, they provide useful information about the different 

components of an image. Bertozzi et al. [22] proposed a 

corner-based method for vehicle detection.  

Each vehicle is represented by local variation of gray 

level with a certain texture [23]. Texture regions can be 

processed further to make accurate detection. Calculating 

entropy based on neighboring pixels is the criterion for 

determining texture. Areas with high entropy are selected 

for further processing [24]. Kalinke [25] used texture to 

focus algorithm on the areas having lots of information. 

Shannon introduced local entropy to measure the 

information of each image patch [26]. Symmetry is an 

invariant feature at the rear of vehicles which is stationary 

and stable under different light conditions and scaling. 

Many researchers use this feature to detect vehicles [27,28]. 

A symmetry and edge-based vehicle detection method 

using edge oriented histogram (EOH) and support vector 

machine (SVM) was proposed in [29] for approximate 

vehicle location and improving post-processing.  

Optical Flow (OF) is an informative motion-based 

feature which provides information about the direction 

and speed of moving objects in video frames [6,30,31]. 

Pixel-based and feature-based methods are two main 

approaches for optical flow computation [18]. In 
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computing optical flow, (u,v) feature points in (It) and 

(It+1) are mapped so that eq.1 is minimized [32, 33]. 
 

 (     )  ∑ ∑ ( (   )

   

     

   

     

  (         ))   

(1) 

 

Shadow is used as a feature for vehicle bounding. The 

lower part of vehicles in different lighting conditions has 

different shadows. This feature can be used to determine 

the underside of a vehicle [34]. Another feature used for 

separating vehicles from background is color [35,36]. 

RGB color system [36] and L*A*B color system [37] are 

more conventional. LED lighting is used for detecting and 

tracking vehicles at night [6]. 

3. The Proposed Method 

Different image features which are of high importance 

for vehicle detection were briefly introduced and 

reviewed in several studies in the previous section. Indeed, 

multiple low-level features were used in this study. The 

researchers tried to group and cluster these features to 

identify vehicles. ROI (Region of Interest) feature is 

determined based on Gaussian probability distribution 

function. Fig.2 depicts the block diagram of the proposed 

method. The components of the proposed method are 

described consequently. 

3.1 Feature Extraction 

As discussed earlier, there exist many horizontal lines 

at the back of vehicles such as shadow lines, window 

lines, and top and bottom lines of a vehicle. This feature 

is relatively stable to the changes of light and scale. 

Indeed, it should be noted that, in some frames, vehicles 

might not be exactly in front of the camera i.e. they may 

be in margins; hence, horizontal or vertical lines are not 

clear. Thus, an algorithm used for edge detection methods 

such as canny [38] is regarded as more appropriate. In 

contrast with other methods which only used horizontal or 

vertical lines, a fully edge detection algorithm was 

utilized in this study. Fig.1.b illustrates the result of edge 

detection on the image.  

Fig.1. Original image and extracted features (a) original image (b) image 

edge extracted by canny algorithm (c) corners extracted by harris 

method (d) adaptive boundingbox 
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Fig. 2. Block diagram of the proposed method 

Corner is considered to be an important feature of 

video images which is commonly used in vehicle 

detection systems. The most common corner extraction 

method is based on harris features [39]. In this study, 

image corners in combination with edges were used as 

low level features for detecting vehicle. Fig.1.c depicts 

corners on an image from LISA dataset. 

3.2 Focus on Probability 

As shown in Fig.1.a, each frame has numerous details 

around the road. Hence, determining ROI for further 

processing is essential for two aspects. Firstly, appropriate 

ROI placing has a direct impact on the accuracy of 

detection. Secondly, as a given area is determined more 

precisely, less time will be spent for processing in the 

next level. According to camera settings and its 

circumstance and location on the ego_vehicle, ROI will 

vary in size and details. 

 

Fig. 3. Angular installed camera effect on captured image, more angular 

(left side); less angular (right side)  

In this paper, certain parameters such as ROI 

determination and marginal detail parameters including 

camera parameters were specified. As illustrated in 

Fig.3.a, in case the installed camera is angular, the 

captured image will include more details and the sky will 

be the greatest part of image. However, in case camera 

position and angle relation to the horizon is less, the 

image will include more vehicles but less marginal details. 

Fig.3.b illustrates this fact. λ and θ refer to ego-vehicle 

height and camera angle with respect to the horizon. The 

values of the parameter are converted to interval [0,1]. 

The probability that each image pixel is a vehicle 

pixel is computed according to its position X(x, y) and the 

bivariate Gaussian distribution function mentioned in eq.2. 

For obtaining more adaptation in this distribution function, 

the parameters λ and θ are used to create the covariance 

matrix (eq.3). 
 

  (     )  
 

(  )| |
 

 

   ( 
 

 
(   )    (   )) (2) 

 

  [
  λ  
   θ

] (3) 

 

In equation 3, C and R denote the size of image 

columns and rows respectively. Since the Gaussian 

distribution is symmetrical in relation to the mean of 

variables, the positive part was only used. Fig.3.c and 

Fig.3.d indicate the probability mask of each region as a 

gray level in the image with the specified parameters. 

Fig.3.e and Fig.3.f are produced by applying these 

masks on the original images. Inasmuch as bright parts 

of the masks are ROI, they must be processed further in 

the next levels. 

 

Drawing bounding box for final 

cluster (vehicle) centers 

detecting edge and 

corner and finding 

the intersect of 

edge and corners 

Image from frame (i) 

Smooth merging and clustering candidate points by 

an adaptive threshold based on candidate position 

(x, y) and likelihood 𝑝(𝑥𝑖  𝑦𝑖  𝜇 Σ). Producing new 

candidate points 

Producing bounding 

box for each candidate 

point according to the 

location and the created 

probability mask 

Determining region of 

interest (ROI) and mask 

based on pixel location 

Initial  

Candidate 

Points 

Re-clustering new candidate points with a larger 

patch size and selecting teammates  
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3.3 Clustering of Initial Center Points 

As discussed earlier, edge and corner features were 

used in the present study to detect vehicles. Consequently, 

candidates for further processing were selected from the 

intersection of dilated edges and corners according to 

equation 4. 

           (        ) (4) 

Indeed, edges and corners are features which were 

extracted in the previous stage. se stands for dilation mask 

which is like a circle with 5-pixel radius. Further 

processes were conducted on C. 
 

  *   (      )           +,   (5) 
 

C includes coordinates of candidate points. It should be 

noted that the image sizes of vehicles near camera are large 

and those of distant vehicles are small. Hence, applying a 

uniform threshold for drawing bounding box and clustering 

centers are not possible. Consequently, the following 

adaptive threshold based on candidate position (x, y) and 

the likelihood  (         )  was used in the study. 
 

                (         ) (6) 
 

For drawing a bounding box around the initial centeral 

points and clustering them,                  (AD) was 

used which is shown in eq.5 threshold. Thus, the center 

which is probably considered to be a vehicle has an even 

greater margin (Fig.1.c). 

3.4 Clustering of Candidate Centers 

For obtaining more accurate results, centers were 

clustered using the Euclidean distance measure and the AD 

threshold was computed for each center. It should be pointed 

out that the number of clusters is determined while clustering. 

 (     )  √(     )
  (     )

  (7) 

  (   )      (        ) (8) 

 (     )  {
      (     )    (   )
   
     

 (9) 

In this grouping method, the number of clusters is 

variant which is determined while clustering according to 

the cluster merging. After clustering, cluster centers 

should be specified according to the following equation 

for subsequent processing. 
 

   ⏟
      

 *,    (  )     (  )-|     (      )    + 
(10) 

 

In this equation, N denotes the number of pre-

generated clusters. After initial clustering, the final step to 

vehicle determination is carried out by re-clustering with 

a larger patch size and averaging based on the number of 

members. Neighbor points are selected by choosing 

teammates based on correlation and average computation. 

In this stage, pairwise correlation among all central points 

is measured. Then, a multivariate data adjacency matrix is 

produced. Correlations between points are computed 

based on gray level differences and Euclidean distances 

between center coordinates as bellow: 
 

  (     )  
 

(|     |)
 
 (    (     ))

 
  

 (11) 

 

Where,    and    refer to the i’th center point gray 
level and coordinate respectively. 

CR has a value within the interval [0, 1]. The self-

adjacency value for each center point is 1. γ and ρ 

parameters determine the effectiveness of the Euclidean 

distance and gray level differences respectively. By 

increasing the Euclidian distance between centers and the 

difference between gray levels, CR value tends towards 

zero. After constructing multivariable adjacency matrix, the 

recruitment is conducted for grouping the same samples. 

The following question arises in this stage: how many 

centers with how much adjacency can form a cluster? For 

answer this question, an instance candidate center is 

selected and it is assumed to be a cluster. CR values of this 

center and those of other centers are computed. The closest 

center is added to the cluster. The mean of CR values in the 

cluster is computed and the average is weighted based on 

the number of samples it takes. The weight grows while the 

number of samples increases. All the processes including 

selecting, averaging and weighting is referred to as 

teammate selection which is depicted in fig.4.  

In fact, sampling and teammate selection and weight 

increase continue as far as monotony property of 

averaging is not violated in recruiting. By imposing this 

constraint, nearby points form a cluster. Even though 

distant point selection increases averaging weight, it is not 

enough to enhance the total amount of weighted average 

with respect to the previous value. Hence, our objective 

was to recruit more so that the adjacency value of 

members would not be less than that of a threshold. As 

mentioned earlier, after applying weighted averaging and 

recruitment, an adaptive clustering step based on different 

threshold was used to obtain the final results. 
 

 

Fig. 4. The proposed teammate selection clustering algorithm 
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4. Results 

4.1 Dataset Description 

The proposed method was evaluated by means of LISA 

dataset available online at http://cvrr.ucsd.edu/LISA/index.html. 

The evaluation data set included three different sets with 

different traffic congestions and different levels of 

identification complexity. The first dataset included 300 

frames captured on March with an SUV vehicle in a 

curved road. Also, pedestrians moved along and across 

the street. The second data set also included 300 frames 

which were taken in different lighting conditions on April. 

This data set consisted of multiple vehicles which were 

moving regularly. The third data set including 1600 

frames was taken on January. This data set was 

complicated because it was taken at the most crowded 

time and included shadows, high-motion maneuvering 

and five movement lines. All these data sets were hand-

labeled and a box was drawn around each vehicle. 

 

Fig. 5. True labeled vehicles shown by green boxes and blue boxes in 

the proposed method  

There are some well-known performance metrics such 

as precision, recall [40], average false positive per frames, 

average false positive per object and average true positive 

per frame [8] which were used in the study as the 

evaluation criteria. 
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Table 1. Experimental results 

Criteria Description #1 #2 #3 

ATPpF 
           

           
1 2.966 2.67 

AFPpF 
           

          
2.133 1 2.22 

ATPR 

Average True 

Positive Rate 

(recall) 

1 0.989 0.621 

AFDR False Detection Rate 0.519 0.223 0.399 

AFNpF 
           

           
0 0.033 0.193 

AVpF 
                

                  
1 3 4.38 

AFPpObj 
           

            
2.133 0.333 0.507 

ATPpObj 
           

            
1 0.989 0.621 

AFNpObj 
           

            
0 0.011 0.044 

Precession  0.48 0.768 0.60 

Table 2. Comparison of the proposed method with Elvis [41] and active 

learning method [8]. 

 
Best 

value 

Depends 

on 

#vehicles 

Small small large 

tracking 

system 

Criteria 

 

 

dataset 

  

     
 

  

     
 FDR TPR 

The Proposed 

method 

#1 1 2.133 0.519 1 

#2 2.966 1 0.223 0.989 

#3 2.67 2.22 0.399 0.621 

Elvis[41] 

#1 1 1.13 0.531 1 

#2 2.92 1.06 0.267 0.975 

#3     

Active 

learning 

method[8] 

#1 1 4 0.797 0.835 

#2 3.16 2.7 0.458 0.981 

#3     
 

The obtained results are given in table (1) and the 

results of comparing the proposed method with two other 

methods are given in Table (2). As shown in Table (2), 

the proposed method has good results with respect to all 

of the computed measures. The problem was that only the 

rears of vehicles were tagged. In other words, in case a 

vehicle appears with a part other than the rear part, then, 

the detection will fail and the algorithms detecting these 

vehicles will be registered as an error in terms of system 

evaluation. Since a correctly detected vehicle (TP) will be 

considered as the system error (FP), hence, the system 

performance will decreased. Fig.4 shows a frame of each 

data set in which the proposed system detected a vehicle 

or a pedestrian which are not labeled in the data set. As a 

case in point, in the first dataset, a pedestrian crossing the 

street was detected but it was not labeled in the data set.  

The algorithm used in the present study had some 

parameters which depended on the capturing condition and 

image size. For example, in dataset#2,       indicates 

that the camera is installed angularly and the sky is 

included in the majority of the image. The patch size and λ 

and θ were selected according to the image size and the 

http://cvrr.ucsd.edu/LISA/index.html
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conditions. Nevertheless, γ and ρ were selected expertly 

and based on trial and error. Due to the incomplete 

labeling of the datasets, Average FP per objects (labeled) 

was too high, particularly in the first dataset.  

Table 3. The parameters used in the proposed method 

Parameter Brief description #1 #2 #3 

  (normalized) The ego-vehicle's height 0.4 0.1 0.6 

 (normalized) 
The camera's angle 

relative to the horizon 
0.7 0.9 0.4 

  
determine effectiveness 

of the Euclidean distance 
0.7 0.5 0.5 

  

determine effectiveness 

of the gray level 

differences 

0.5 0.5 0.8 

Patch size #1 

Initial patch size for 

bounding box 

determination in first 

phase 

100 100 100 

Patch size #2 

Initial patch size for 

bounding box 

determination in second 

phase 

300 250 200 

  
Threshold for 

neighboring 
10 10 10 

5. Conclusion and Future Works 

The study reported in this paper focused on the 

significant challenge and issue of detecting vehicles with 

a camera embedded inside a car. The underlying approach 

was based on a new clustering method which is referred 

to as teammate selection. In this clustering method, a new 

merging measure based on the distances of cluster centers 

and gray scale values was used. Several general features 

such as "edges" and "corners" were taken into 

consideration to robustly characterize vehicles. The 

detection was carried out hierarchically at several stages. 

After extracting feature, masks were used to determine 

ROI based on the probability of the position of each pixel. 

Then, feature clustering was performed according to the 

listed parameters. Next, a weighted average based 

sampling and teammate selection was measured and the 

final clustering was implemented by the new parameters.  

It can be argued that the significant contribution of this 

study was to determine vehicles as clusters without having 

any information about the number of them in each frame. 

The utilized algorithm had some parameters which were 

functions of the capturing condition and image size. The 

results of the study indicated that the high TPR (recall) is a 

notable benefit of the proposed method. Due to the 

complexity and difficulty of dataset#3, the obtained results 

were not satisfying. Indeed, it can be maintained that 

parameters for complex environments can be improved by 

optimizing algorithms such as genetic algorithms. 
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Abstract 
Web services are the realization of service-oriented architecture (SOA). Security is an important challenge of Web 

services. So far, several security techniques and standards based on traditional security mechanisms (i.e., encryption and 

digital signature) have been proposed to enhance the security of Web services. The aim of this work has been to propose  

an approach for securing Web services by employing the concepts and techniques of software fault tolerance (such as 

design diversity), which is called intrusion tolerance. Intrusion tolerance means the continuous delivery of services in 

presence of security attacks, which can be used as a fundamental approach for enhancing the security of Web services. In 

this paper, we propose an architecture for intrusion-tolerant Web services (ITWSs) by using both design diversity and 

composite Web services techniques. The proposed architecture is called design-diverse intrusion-tolerant Web service 

(abbreviated as DDITWS). For Web service composition, BPEL4WS is used. For modeling and verification of the 

proposed architecture, coloured Petri nets (CPNs) and the “CPN Tools” are used. We have model-checked the behavioral 

properties of the architecture to ensure its correctness using this tool. The reliability and security evaluation of the 

architecture is also performed using a stochastic Petri net (SPN) model and the “SHARPE” modeling tool. The results 

show that the reliability and mean-time-to-security-failure (MTTSF) in the proposed architecture are improved. 

 

Keywords: Software Security; Intrusion Tolerance; Composite Web Service; Reliability; Petri nets. 
 

 

1. Introduction 

The occurrence of faults in a system is a deviation 

from correctness or accuracy in the system computations. 

A system failure means a cessation in the execution of the 

operation that was expected in a due time [1]. The causes 

of errors in software systems can be deliberate or 

unintentional (accidental). The occurrence of any faults or 

defects in software development process causes error in 

the software system. The cause of fault in system is 

unintentional and the incidents due to malicious attacks 

are rooted out of system. Intrusions are aimed to affect the 

system integrity, confidentiality or availability (CIA). 

Intrusion effect realizes on different aspects or incorrect 

system behaviors. [1]  

Architectural evolution of software systems 

development indicates the widespread use of distributed 

software systems. [2] In process of software development 

from 2010 onwards, service-oriented architecture (SOA) 

has replaced the existing architectures. Web services are 

the main solution for the realization of service-oriented 

architecture. [2] Web services have specific features such 

as interoperability, self-description and self-containing. 

They use UUDI, HTTP, WSDL and SOAP interaction 

protocols. [3] Wide range of Web services execution 

environment, unknown users of Web services and 

challenges of communication security protocols in Web 

services interactions make Web services more susceptible 

to intrusion and attack than traditional software. [2] 

Since several security techniques and standards based 

on traditional security mechanisms (i.e., encryption and 

digital signature, etc.) have been used to enhance the 

security of the Web services. The approach of these 

standards is based on “vulnerability avoidance” and 

“reducing system vulnerability”, which are effective for 

known attacks. In this standards authentication 

mechanisms, access control, encryption, firewalls, 

reconfiguration management and data redundancy 

technique are used.  

A second category of mechanisms is the usage of 

intrusion tolerance techniques. These techniques are 

effective for increasing system’s tolerance against 

unknown attacks. In these circumstances, intrusion 

tolerance means the continuous delivery of services in 

presence of security attacks, which is a fundamental 

approach for increasing the security of Web services.  

A software system is an intrusion-tolerant system 

(ITS), if after penetration, its basic services continue their 

performance and the system prevents from the creation of 

failure in its security features [3].  

Web service technology enables the creation of 

complex services and provides composition services using 

simple services. There are two type of Web services: (1) 

based on simple object access protocol (SOAP), and (2) 
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RESTful. In this research, we concentrate on SOAP-based 

Web services.  

Composite SOAP-based Web services are composed 

of several Web services, in order to accomplish common 

work. [4] BPLE4WS is a standard software for Web 

service composition. Web service composition process in 

BPEL4WS makes it possible the realization and 

implementation of Web service composition. [4] The 

proposed architecture for ITWS is in the form of a 

composed Web service that can be implemented in 

BPEL4WS. 

In this paper, we propose a new architecture for 

intrusion-tolerant Web services (ITWSs). The main 

approach of the proposed architecture is based on using 

intrusion tolerance concepts, design diversity techniques 

and composite Web service techniques. Creating efficient 

mechanisms for Web service intrusion detection, intrusion 

containment, intrusion recovery, providing data integrity, 

confidentiality, availability and neutralizing the influence 

of intrusions are special architectural considerations in the 

proposed architecture, which is called design-diverse 

intrusion-tolerant web service (DDITWS). 

It is expected that by the realization of the proposed 

architecture, the developed Web service can continue its 

operation in the presence of intrusions and can provide 

the continuity of services without security failures. 

The remainder of this paper is organized as follows. In 

Section 2, related works are reviewed. Section 3 gives an 

overview of the proposed DDITWS architecture. The 

security behavior of DDITWS is explained and 

investigated using coloured Petri nets (CPN) model of the 

architecture by using CPNs Tools is presented in Section 

4. The results of the reliability and security evaluation of 

the proposed architecture are also given in this section. 

For this purpose, a stochastic Petri net (SPN) model and 

the SHARPE tool is used. The results show that the 

reliability and mean-time-to-security-failure (MTTSF) are 

improved. The paper will be concluded in Section 5. 

2. Related Work 

In the following, we briefly review the existing standards, 

techniques and so on for the security of Web services: 

- Web service security standards: According to [5], 

various specifications discussed about Web service 

security. The WWW Consortium has developed 

various specifications, such as WS-Security (WSS), 

WS-Federation, WS-Authorization, WS-Policy, 

WS-Trust, WS-Authentication and WS-Privacy for 

Web service security. These standards do not 

protect Web services totally. For example, WS-

Security specifies how integrity and confidentiality 

can be enforced on messages, allows the 

communication of security tokens and provide end-

to-end security. 

- Vulnerability detection techniques: There are best 

practices of software testing and a lot of tools, 

languages and techniques in order to analyze and 

detect vulnerabilities in software systems. [5] But, 

an evaluation of several commercial versions of 

vulnerabilities scanners showed that these tools are 

primarily limited to low coverage of existing 

vulnerabilities and high percentage of false 

positives. Few techniques and tools (such as 

Netsparker) exist for vulnerability scanning of 

SOAP-based web services. 

- Intrusion/prevention techniques: There are 

intrusion prevention an intrusion detection 

techniques, which are not effective against new or 

unknown attacks. [7] 

- Dependable computing techniques: The existing 

solutions for dependable Web services are divided 

into two categories: fault tolerance techniques 

(such as active and passive replications), and the 

use of design diversity. A dependable architecture 

for Web services that uses multi-version techniques 

is introduced in [7]. In [3], by using design 

diversity technique and Web services business 

process execution language (WS-BPEL), the 

authors have proposed a useful and flexible 

architecture for dependable Web services. 

- Software fault-tolerance techniques: There are two 

types of software fault-tolerance techniques: single-

version and multi-version that are used for security 

improvement. [8]  Fault tolerance techniques, 

including replication, check-pointing and message 

logging, in addition to reliable messaging and 

transaction management for which Web services 

specifications exist. The authors of [8] have 

discussed how those techniques can be applied to 

the components of Web services involved in the 

business activities to make them dependable.   

- Architectures for intrusion-tolerant systems: There 

are important architectures such as self-cleansing 

intrusion tolerance (SCIT), scalable intrusion-

tolerant architecture (SITAR) for distributed 

services and malicious- and accidental-fault 

tolerance for Internet applications (MAFTIA) for 

intrusion-tolerant systems  [9]. The assumption in 

the SCIT architecture is that the intrusion detection 

mechanism is not able to detect unknown attacks 

and Web services cleansing is necessary. The 

SITAR architecture is used for the intrusion 

tolerance of commercial off-the-shelf (COTS) 

systems. Fault tolerance techniques, such as 

redundancy and design diversity, are used in the 

SITAR architecture.  

- Fault tolerance architecture for Web services: In 

[10], authors have proposed a new fault-tolerant 

architecture for Web services named FTWeb.  In 

[12], authors have explained a multi-layer 

architecture for ITWSs. The specific goal of the 

architecture is to use single-version software fault-

tolerance concepts in the case of malicious failures.  
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3. The Proposed Architecture 

In this section we introduce an architecture for 

intrusion-tolerant Web services, which is called design-

diverse intrusion-tolerant web service (DDITWS). The aim 

of the proposed architecture is to construct and strengthen 

the capabilities of Web services against both known and 

unknown security attacks. The proposed architecture is 

based on the following concepts and techniques: 

I. Theoretical concepts of intrusion tolerance 

approach: In these concepts, the main indicator of 

intrusion tolerance and their requirements are expressed. 

In [12], the main indicators of an intrusion-tolerant 

system are defined as follows: 

- Maintaining the integrity of the system’s 

operational environment, 

- Detecting intrusions, 

- No failure in the security features of system, such 

as confidentiality, integrity and availability, and 

- Stability in the system’s operations.  

II. Composite Web service technology: In the 

composite Web service technology used in the proposed 

architecture, the aggregation and composition of the main 

Web service with the supplementary Web services that 

provide the abilities of intrusion tolerance is performed. 

The demand of ITWS is a complex request. Composite 

Web service technology provides the possibility to 

implement the proposed architecture and   the ability to 

meet complex demands. 

III. Classical fault tolerance techniques: Intrusion 

tolerance and fault tolerance are common principles. Both 

of them focus on service continuity in abnormal 

conditions. Fault-tolerant techniques can provide 

appropriate policy to create a conceptual framework, that 

theories are developed during intrusion tolerance. To 

establish appropriate mechanisms for intrusion tolerance 

in Web services, fault tolerance techniques are used [14]. 

In the proposed architecture, redundancy, design diversity 

and replication techniques are used. 

3.1 Components of the Architecture 

The main motivation of the proposed DDITWS 

architecture is based on the facts that software systems 

development and maintenance cannot be without 

vulnerabilities. Behavior-based intrusion detection 

systems are not able to provide intrusion-tolerant system. 

To provide the continuity of services, it is necessary that 

the impact of attacks be managed.  The overall view of 

the proposed architecture is shown in (“Fig. 1”). 

 
 

 

 

Fig. 1. Overall view of the DDITWS architecture 

Intrusion tolerance capabilities through Web services in 

the DDITWS architecture can be constructed in the forms of 

features for “intrusion tolerance”, “intrusion containment”, 

“reconfiguration”, and “decision maker”. Appropriate 

intrusion-tolerant mechanisms causes the continuation of 

services and preventing security failure in system. Each 

intrusion tolerance feature in the DDITWS architecture is 

embodied in the form of a Web service. The composition of 

these Web services is achieved in the DDITWS architecture. 

The components of the composite Web service in the 

DDITWS architecture are explained in the following. 

3.2 Intrusion Detection Composite Web Service 

The use of resilient mechanisms is necessary for 

providing the service availability in systems [9]. Resilient 

mechanisms are meant to have a facility in the event of 

penetration. Intrusion-tolerant and reconfiguration 

mechanisms are resilient mechanisms. Intrusion detection 

methods are possible in knowledge-based or behavior-

based. [8]. In the DDITWS architecture, intrusion 

detection is done by a component of the composite Web 

service that is based on behavior changes. Intrusion-

detection Web service has a main role in providing 

intrusion tolerance in the DDITWS architecture. Using 

intrusion detection composition Web service is 

appropriate for new or unknown attacks.  

In the DDITWS architecture, the tasks of the 

intrusion-detection Web service are as follows:  

- Detecting a variety of attacks on Web services 

among either known or unknown. 

- Updating the records of attacks and intrusion patterns.  

- Provisioning of the analysis and detection of 

attacks and system failure causes. 

- Acceptance testing on the response of Web service 

request. 

AC: Access Control Web service       CI: Containment Intruded service    TC: Timing Control 

EI: Environment Integrity Control   ICD: Intrusion Cause Detection        IC: Inverse Code Check 

SS: System Service Control                ISD: Intruded Service Detection       RC: Reasonableness Check 

DOS: Denial of Service detection      WSR: Web Service of Reconfiguration  

CC: Coding Check                              CSD: Compromised Service Detection 
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- Identification of the denial-of-service (DoS) 

attacks on Web service. 

According to (“Fig. 1”), intrusion detection composite 

Web service to perform its tasks includes multiple Web 

services as follows: 

- The Web service of access control to resources (AC): 

This Web service controls accesses to resources and 

checks whether it is as expected or not. 

- The Web service of environment data integrity 

control (EI): This Web service by comparing the 

data files in the operating environment while 

providing services with the information of data 

files before providing services, determines whether 

or not an attack is occurred. 

- The Web service of system services controller 

(SS): This Web service checks certain system 

services that all of them had already determined, 

ordered and fully executed. 

- The Web service of detect DoS attack: In 

traditional confronting techniques to DoS attacks, 

there are two basic steps as: (1) detecting real or 

fake IP addresses, and (2) detection of traffic 

conditions for DoS attacks [8]. In the DDITWS 

architecture, Web service DoS has a task of 

detecting of the traffic conditions of DoS attacks. 

The DoS attack occurs in each of the following 

two modes: 

1- (required-time to respond to a previous request) + 

(last request-time) > input during Web service 

request 

2- Threshold number of requests > [(request-time – 

arrival time of the first request) / number of 

requests]  

3.3 Intrusion Containment Composite Web Service 

The aim of intrusion containment is the encapsulated 

area of intrusion and preventing intrusion. This will result 

in reduce the service level of the system. Intrusion graph 

is an efficient tool of intrusion containment [15], which is 

used in DDITWS. Intrusion graph is a directed graph that 

shows intrusion propagation paths from a service to 

another service [15]. In intrusion graph, each node 

represents an intrusion target and any edge that is used to 

show dependencies between intrusion targets. Intrusion 

alerts sent by intrusion detection components, are mapped 

onto the intrusion graph. Intrusion containment 

components use intrusion graph and breaks through a 

communication channel section and other sections and 

prevent the spread of intrusion. 

In DDITWS, containment composed Web service has 

two functions as locating and stopping the spread of 

intrusion through. To limit the intrusion, it is necessary to 

prepare the intrusion-graph data. Intrusion containment 

feature and limiting the intrusion is an important attribute 

in intrusion-tolerant systems. According to (“Fig. 1”), 

intrusion containment composite Web service is 

composed of multiple Web services as follows: 

1- The Web service of compromised service detection 

(CSD): This Web service after getting information 

about intrusion to Web service identifies the 

compromised service in the attacked Web service. 

2- The Web service of containment intruded service 

(CI): After the detection of the compromised 

service, this Web service gives the information of 

the compromised service and breaks their 

communications. 

3.4 Recovery and Reconfiguration Composite 

Web Service 

In intrusion-tolerant systems, after intrusion detection 

and containment, it is necessary that the compromised 

sections be inactive and the compromised components be 

reconfigured. In DDITWS, it is the responsibility of the 

recovery and reconfiguration composite Web service. 

In DDITWS, for recovery from intrusion, several 

techniques, such as fragmentation, scattering and data 

redundancy can be used. The fragmentation and scattering 

techniques makes it possible if there is an unauthorized 

access to the data, all the valuable data should not be 

available. Using data redundancy technique makes it 

possible that after intrusion detection, intrusion masking 

is possible and the system returns to an optimal state. In 

DDITWS, for reconfigure a compromise component, the 

level of active service on the Web service is checked. If 

the service level is not satisfactory, the redundant service 

will be replaced and the compromised service will be 

reconfigured. Until replacing, service will be in the 

graceful degradation state. Intrusion recovery Web 

service and the compromised component reconfiguration 

are among intrusion-tolerant system attributes. Intrusion 

containment composite Web service is very important in 

DDITWS. It is necessary that reconfiguration and 

intrusion recovery be performed automatically. If 

reconfiguration is not automatic, the occurrence of 

distributed DoS (DDoS) attacks is prohibited. The 

recovery and reconfiguration composite Web service is a 

main component in DDITWS that is a key component of 

intrusion tolerance.  

According to (“Fig. 1”), the reconfiguration composite 

Web service is composed of multiple Web services as follows: 

- The Web service of intrusion cause detection 

(ICD): This Web service determines the main 

cause of the intrusion to the Web service. 

- The Web service of intruded service detection 

(ISD): This Web service gets the information 

about intrusion and determines the intruded service.   

- The Web service of reconfiguration (WSR): This 

Web service is responsible for an important task, 

that is, after intrusion detection and containment, it 

is necessary that the intrusion should be covered 

and the compromised service is managed by using 

replication technique. 

3.5 Acceptance Test Composite Web Service 

The acceptance test composite Web service checks the 

response of Web service requests. According to (“Fig. 1”), 

the acceptance test composite Web service is composed 

of multiple Web services as follows: 
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- The Web service of timing control (TC): This Web 

service checks whether a Web service deadline is 

expired or not. 

- The Web service of inverse code check (IC): This 

Web service checks the correctness of the response to 

the Web service’s request. If the answer is incorrect, 

then attack to the Web service is announced.  

- The Web service of control results (RC): This 

Web service checks whether the results of the Web 

service is within the acceptance range or not. 

- The Web service of coding check (CC): This Web 

service checks the validity of data transfer 

operations. This Web service uses encoding data 

technique. 

3.6 Multi-Criteria Decision Maker Web Service 

Based on the DDITWS architecture, for each request, 

three redundant Web services are provided and in this 

case, to determine the final outcome, using a decision 

maker Web service is necessary. (“Fig. 2”) shows the 

structure of the multi-criteria decision maker composite 

Web service. 

In multi-criteria decision maker composite Web 

service, for organizing redundant voters and acceptance 

monitors, N-self checking technique is used. Based on N-

self checking technique, at any time, only one voter is 

enabled. There are three voters in decision maker 

composite Web service. All voters in decision maker 

composite Web service have an equal number of inputs, 

output type and input types. In multi-criteria decision 

maker composite Web service, in addition to the input 

values, also Web service trust value are part of inputs and 

the end result is effective. 

 

Fig. 2. The structure of the multi-criteria decision maker 

3.7 Structural Features of DDITWS 

The structural features of the DDITWS architecture 

are as follows: 

1- Using redundancy technique in system causes the 

enhancement of the system reliability. In the 

proposed architecture to respond to any requests, 

three redundant Web services are used.   

2- In order to reduce the probability of similar 

vulnerabilities in redundant Web services (i.e., 

ITWS1, ITWS2 and ITWS3) and increasing the 

tolerance against similar attacks, the design 

diversity technology is used.  

3- Any of the main Web services (i.e., ITWS1, ITWS2 

and ITWS3) along with several other Web services 

that provide the intrusion tolerance, are constructed 

as composite Web services. 

4- Using replicated Web service technique, recovery 

from critical Web services is possible. 

5- The recovery strategy is used in the proposed 

architecture based on using intrusion masking and 

replication techniques.  

6- In each of the main Web services (i.e., ITWS1, 

ITWS2 and ITWS3), intrusion containment and 

reconfiguration composite Web service are used. 

Their main tasks include intrusion containment and 

the influence of recovery and reconfiguration of 

compromised component. 

7- Using redundant Web services in the proposed 

architecture, shows the necessity of using the 

decision maker Web service within it. 

3.7.1 Relationship between Intrusion Tolerance and 

Design Diversity Technique in DDITWS 

Intrusion tolerance means that service continues in the 

presence of attacks. Intrusion tolerance is a non-

functional requirement in systems. Having an intrusion 

tolerant Web service is a complicated demand. The 

intrusion tolerance capability of the DDITWS architecture, 

as several subsidiary Web services is combined with a 

main Web service. To achieve complete intrusion 

tolerance, it should be combined the intrusion avoidance 

and intrusion tolerance capabilities. The DDITWS 

architecture of intrusion prevention capabilities uses 

redundancy and design diversity techniques. The use of 

design diversity technique in the development of a variety 

of components reduces the same vulnerabilities in the 

components. Reducing the same vulnerability of the 

redundant components, similar attacks are successfully 

reduced DDITWS. Similarly, using design diversity 

technique in decision-maker Web service reduces the 

vulnerability of voters. The fundamental role of using 

design diversity technique is to increase the intrusion 

tolerance in the DDITWS-based Web services. 

3.7.2 Structure of the DDITWS in BPEL 

The structure of composite Web service involves all 

internal Web services, the order of the execution of the 

internal Web services and data transferring between them 

[16]. For each composite Web service, defining specific 

rules on the application level means the determination of 

composite Web service structure  [16]. The BPEL4WS by 

defining specific rules on the application level specifies 

Web services participating in composite Web service, the 

order of the execution of them and data transferring 

between internal Web services.   

There are different tools in design area of BPEL that 

they may make the use of the composition and execution of 

Web services in composite Web services of the DDITWS 
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architecture. Designing of ITWS can be done in the BPEL 

environment. (“Fig. 3”) shows the structure of ITWS based 

on the DDITWS architecture in the BPEL form.  

As in the DDITWS architecture, each composite Web 

service involves several internal Web services as shown 

in (“Fig. 4”). Internal Web services are organized by the 

structures such as “sequence”, “flow”, “scope” and so on 

of BPEL. 

4. Modeling and Evaluation 

4.1 The Security Behavior of DDITWS 

For modeling the security behavior of the DDITWS 

architecture, modeling the behavior of the “attacker” and 

“system response to attack” are necessary. ITWS’s 

security behavior can be modeled by using the definition 

of security states, the interaction of them and the state-

transition diagram (STD). (“Fig.5”) shows the STD of 

Web service’s behavior in the DDITWS architecture. 

Successful exploitation of security holes by attacker is a 

main factor causing active attacks occurs. 

In the DDITWS architecture, several strategies are 

intended to create different level of security. According to 

(“Fig. 5”), in the security behavior model of the Web 

service in DDITWS architecture, at the beginning, the 

Web service is in “good” state. Create new conditions 

such as change of Web service information, change user 

permissions, prolonged duration of services, change in 

accounting rules and not properly performed system 

services, causes Web service state change into 

“vulnerable” state.   

 

Fig. 3. The structure of the ITWS in BPEL 

 

Fig. 4. Instance of internal Web services in DDITWS 

 

Fig. 5. The state-transition diagram of DDITWS 

The vulnerability can be identified as a security hole. 

Make any sense of vulnerability in the Web service means 

a violation of Web service’s security policy. In fact, after 

vulnerability identification, it may be exploited be attackers.  

The realization of the possibility of exploiting security 

holes; it will put Web service in “active attack” state. 

With each entry into active attack mode, the Web services 

become influential. In vulnerable mode, using tools such 

as firewall, may lead to identifying and eliminating the 

vulnerabilities and Web services can still be in “good” 

mode. If the error has not been covered in Web service 

and the compromised component fails, the Web service 

will be in “uncompromised” mode.  

In the DDITWS architecture, intrusion recovery 

strategy uses intrusion masking and replication techniques. 

Based on the reinforced intrusion recovery strategy, the 

data used intrusion masking technique involves data 

fragmentation, data scattering and redundancy against 

intrusion. Critical services’ recovery is mostly done 

through replication technique. Using data redundancy 

technique causes Web service to be in “good” mode and 

the service delivery of the Web service will be continued. 
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According to (“Fig. 5”), if the intrusion is detected in the 

use mode, Web service goes to “triage” mode. In this 

context, the following two conditions are most likely: 

1- A compromization has taken place and the 

intrusion detection mechanism cannot detect that, 

so it is in “uncompromised” state.  

2- The intrusion detection component successfully 

detects intrusion, so Web service is in “intrusion 

detection” mode. 

After intrusion detection, appropriate message will be 

sent to intrusion recovery and compromised component 

reconfiguration, messages received through intrusion 

detection component, Web service to deliver “intrusion 

containment” mode for limiting the restricted area and 

prevent intrusion expansion. 

Another security state is the “reconfiguration” state. In 

the reconfiguration state, reconfiguration process is based 

on the defined policies. Also, by using data redundancy 

and replication techniques, Web services are in “masked-

error” state. The reconfiguration mode may lead to new 

security mode that is named “graceful degradation”. In 

this case, only essential services will continue and other 

services will be stopped. 

Essential services are the services that continue and 

will not stop in system, even in intrusion mode. If all 

strategies are predicted to fail, Web service mode will be 

the “failed” mode. This condition should not occur in 

ITWS. The Web service that returns to normal mode after 

a successful attack is shown in Web service security 

behavior model as dashed-line.  

4.2 The DDITWS Architecture Modeling and 

Formal Analysis Using CPN Tools 

For the analysis of the functionality of the proposed 

architecture, we have modeled it using coloured Petri nets 

(CPNs or CP-nets) and then, the behavioral characteristics 

are analyzed. For this purpose, we have used CPN Tools. 

4.3 Modeling and Analysis of the Architecture 

The main model (i.e., the home page in CPN Tools 

terminology) of the DDITWS architecture is shown in 

(“Fig. 6). Because coloured Petri nets are graphical 

models, this feature provides the opportunity to review 

the changes and it can help to investigate how each of the 

sections in the system works. [17] 

The home page of the model consists the units named 

intrusion detection, intrusion containment, intrusion recovery, 

reconfiguration, and decision maker that each of these units 

are modeled by substitution transitions in the model. 

Places in the model are ports for inputs and outputs. In 

home page, the start place is a driver for input Web 

service request. There is a token inside it, causes a 

Get_WS_Access_Archive transition be enabled.  

The incoming Web service request is transmitted to 

the place named WS_Access_Archive. By placing a token 

in the WS_Access_Archive place, the dispatcher transition 

sets WS1, WS2 and WS3 places simultaneously. 

 

Fig. 6. The home page of the DDITWS CPN model 

By submitting to three redundant of Web services at 

the same time, each of the IDS1, IDS2 and IDS3 

transitions has the responsibility for the result of the 

corresponding Web service. The IDS1, IDS2 and IDS3 

transitions have the duty to compare the behavior of the 

system in service with the expected behavior. Each of the 

IDS1, IDS2 and IDS3 transitions have equivalent 

intrusion detection units in the DDITWS model. In case 

of intrusion detection, the corresponding intrusion 

containment units (i.e., CONFINE1, CONFINE2 and 

CONFINE3) are active. 

Each of the intrusion containment units by limiting the 

infected area, prevents the spread of influence and sends 

the intrusion messages to correspond reconfiguration 

transition (i.e., CONFIG1, CONFIG2 or CONFIG3).  

Based on the determined tasks for the reconfiguration 

unit, intrusion recovery and compromised component 

reconfiguration are done. At the end, the results of Web 

services, in order to determine the final result, will be sent 

to the decision maker unit. The decision maker unit is an 

intrusion-tolerant composite Web service that determines 

the final result of the redundant Web services. 

4.4 Properties of the Architecture 

In the CPN Tools environment, it is possible that 

measuring the behavioral characteristics of the specified 

model. [19] The results of formal analysis of the behavioral 

characteristics in DDITWS are shown in (“Fig. 7), which 

are as follows: 

- “None” value for the Dead Marking attribute 

shows that each transition in the proposed model 
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are live and the system of the DDITWS 

architecture is deadlock-free. 

- “None” value for the Dead Transition Instances 

attribute shows that the system based on DDITWS 

is non-terminating in all states.  

- The value “136” for the Live Transition Instances 

attribute shows that the modeled system is live. 

- The value “No infinite occurrence sequences” for 

the Fairness Properties shows that all transitions 

are executed fairly. 

- The value “No infinite occurrence sequences” for 

the Fairness attribute in system model shows that 

the system will execute in all possible states. 

The behavioral characteristics of the model ensure the 

correctness of the functionality of the architecture.   
 

  Liveness Properties 

  Dead Markings 

     None 

  Dead Transition Instances 

     None 

  Live Transition Instances 

      136 

 Fairness Properties 

     No infinite occurrence sequences. 

State Space 

     Nodes:  3672 

     Arcs:   15840 

     Secs:   9 

     Status: Full 

SCC Graph 

     Nodes:  3672 

     Arcs:   15840 

     Secs:   0 

Fig. 7 The results of the analysis of the characteristics of DDITWS 

4.5 Evaluation of the Measures 

Two measures, i.e., “reliability” and “mean-time-to-

security-failure”, are important in the Web services based 

on the DDITWS architecture. We examine these 

measures in this section. 

4.5.1 Evaluation of the Reliability Measure 

The reliability of a Web service based on the DDITWS 

architecture may be evaluated without their implementation 

details using a stochastic Petri net (SPN) model and the 

SHARPE modeling tool. For the evaluation of DDITWS’s 

reliability block diagram is shown in (“Fig. 8”), which 

includes the following: 

- The proposed architecture consists of three 

redundant Web services. 

- In construction of redundant Web services in 

DDITWS architecture, design diversity technique is 

used, so the reliability of the replications is different. 

Using design diversity technique reduces the same 

vulnerabilities in the replicated Web services. 

- To determine the final result of the redundant 

Web services in the DDITWS architecture, a 

decision maker unit is used. The decision maker 

unit uses three redundant voters on an N-self 

checking structure. In the construction of 

redundant voters, design diversity technique is 

also used, so the reliability of these redundant 

voters will also be different.  

By Eq. (1), the reliability of the DDITWS architecture 

can be calculated as follows: 

 

 

 

RWeb services = Rws1 * Rws2 * Rws3 – (Rws1.Rws2) – 

(Rws1.Rws3) – (Rws2.Rws3) + Rws1 + Rws2 + Rws3 

Rvoters = Rvoter1 * Rvoter2 * Rvoter3 – (Rvoter1. Rvoter2) – 

(Rvoter1 .Rvoter3) – (Rvoter2. Rvoter3) +Rvoter1 +Rvoter2 +Rvoter3 

Rsystem = RWeb services * Rvoters 

(1) 

For evaluating the reliability of DDITWS, 

experimental values of the reliability of each component 

is given in Table 1. 

 

Fig. 8. Block diagram of the DDITWS architecture 

Table 1. Experimental values of the reliability of each components 

Reliability Bock-name 

0.81 Web service1 

0.78 Web service2 

0.82 Web service3 

0.91 Voter1 

0.93 Voter2 

0.95 Voter3 
 

As shown in (“Fig. 9), the reliability of each Web 

service is less than the reliability of ITWS. The reason is 

due to using the design diversity technique in the 

DDITWS architecture. By repeating the experiment with 

new values for Web service’s reliability, the overall result 

will not change. The overall result is the reliability of 

ITWS greater than the reliability of each Web service. As 

expected, this reliability evaluation has assured that the 

security of the DDITWS architecture is increased.   

 

Fig. 9. The diagram comparing the reliability of three Web services with 

the ITWS 

4.5.2 Evaluation of the MTTSF Measure 

Mean-time-to-security-failure (MTTSF) is an 

important measure in the survivability evaluation of 

intrusion-tolerant systems. The SPN model of the 
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DDITWS is shown in (“Fig. 10”). The corresponding 

Markov model is also shown in (“Fig. 11”). 

The evaluation of the system performance is often 

related to their behavior after long time, until a system 

steady state is achieved. In system steady state, the impact 

of initial conditions and system behavior into a state 

regulated system of compensation. In (“Fig. 11), the transfer 

rate from the BPEL state to the execute state of each of the 

Web services (i.e., WS1, WS2 and WS3) are equal. 

(“Table 2”), shows the results of the solution of the 

model using SHARPE tool. This table shows the selected 

transition rates used in the model, too. 

In (“Fig. 12”), the MTTSF of a traditional Web 

service is compared with DDITWS. 

In explaining the attributes of the DDITWS 

architecture, it was said that using design diversity 

technique in developing redundant components causes 

reducing the Web service common vulnerabilities and 

increasing the Web service intrusion tolerance. The 

higher level of design diversity used, the lower the failure 

rate of the redundant Web services. This case causes 

increasing the Web service MTTSF. Increasing the 

MTTSF in Web services based on the proposed 

architecture is a factor to increase the availability and 

intrusion tolerance of the Web services based on the 

architecture.  

 

Fig. 10. The SPN model of the ITWS 

 

 

Fig. 11. The Markov chain model corresponding to the SPN model of 

Fig. 10. 

Table 2. Transition rates and calculated MTTSF measure 

MTTSF in 

DDITWS 

MTTSF in 

DDITWS 
IN2 IN1 

29.0 39.1 0.9 0.1 

14.0 20.1 0.8 0.2 

9.0 13.7 0.7 0.3 

6.5 10.5 0.6 0.4 

5.0 8.6 0.5 0.5 

4.0 7.4 0.4 0.6 

3.3 6.5 0.3 0.7 

2.8 5.8 0.2 0.8 

2.3 5.2 0.1 0.9 

 

 

Fig. 12. The MTTSF values of the DDITWS compared with a traditional 

Web service  

5. Conclusions 

In this article, we presented a new architecture for 

intrusion-tolerant Web services (ITWSs). The proposed 

architecture, abbreviated by DDITWS, uses classical 

fault-tolerance techniques, such as design diversity, 

redundancy, N-self checking and acceptance testing. Also, 

the approach uses the theoretical concepts of intrusion-

tolerant systems, which are used in the proposed 

architecture. In the proposed architecture, composite Web 

service technique is used, with several Web services. 

Composite Web service structure consists all internal 

Web services, their execution order and how to the data is 

transferred between them in the application level.  
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In order to understand the security behavior of Web 

services in the DDITWS architecture, the interaction is 

evaluated against the attempts of attackers.  

To study the components functionality, Web services 

in the DDITWS architecture are modeled using coloured 

Petri nets. Behavioral characteristics of the proposed 

architecture are also analyzed. The results show that the 

functionality of all components is correct. 

The mean-time-to-security-failure (MTTSF) and the 

reliability measure for the proposed architecture are 

evaluated using stochastic Petri nets and the SHARPE 

tool. Evaluation results show that the reliability and 

MTTSF of the proposed architecture has also increased.  

The proposed architecture is a complex one and is 

dedicated to SOAP-based Web services. There are 

multiple components, i.e., subsidiary Web service, in the 

proposed architecture. These multiple Web services 

should be designed based on design diversity rules and 

techniques. In practice, achieving diverse versions for the 

same software is quite difficult. Therefore, this is the 

main disadvantage of the proposed architecture. 

The proposed architecture may be used for other types 

of Web services, such as RESTful Web services. It can 

also be used to devise intrusion-tolerant architecture for 

other types of software systems. 

In future, we intend to implement a prototype of a real 

Web service, such as an electronic commerce application. 

This prototype implementation can be used to evaluate 

other aspects of the proposed architecture. 
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Abstract 
Information and resources available on the Web are growing increasingly and web users need to have a common 

understanding of them. The Semantic Web whose most important role is to help machine to understand and analyze the 

existing data on the Web, has not been used commonly, yet. The foundation of the Semantic Web are ontologies. 

Ontologies play the main role in the exchange of information and development of the Lexical Web to the Semantic Web. 

Manual construction of ontologies is time-consuming, expensive, and dependent on the knowledge of domain engineers. 

Also, Ontologies that have been extracted automatically from corpus on the Web might have incomplete information. The 

main objective of this study is describing a method to improve and expand the information of the ontologies. Therefore, 

this study first discusses the automatic construction of prototype ontology in animals‟ domain from Wikipedia and then a 

method is presented to improve the built ontology. The proposed method of improving ontology expands ontology 

concepts through Bootstrapping methods using a set of concepts and relations in initial ontology and with the help of the 

Google search engine. A confidence measure was considered to choose the best option from the returned results by 

Google. Finally, the experiments showed the information that was obtained using the proposed method is twice more 

accurate than the information that was obtained at the stage of automatic construction of ontology from Wikipedia. 

 

Keywords: Ontology; Improvement and Development of Ontology; Bootstrapping Method; Google Search Engine; Wikipedia. 
 

 

1. Introduction 

Nowadays, the Web is considered a live entity that is 

growing and evolving fast over time. The amount of 

content stored and shared on the web is increasing quickly 

and continuously. Problems and difficulties such as 

finding and properly managing all the existing amount of 

information, arise as a consequence of this extensive 

development. To overcome such limitations the only 

possible way is to promote the use of Semantic Web 

techniques (Cantador et al. 2007). Ontologies are the 

basis and foundation of the Semantic Web. Ontology is a 

conceptual model which formally and explicitly simulates 

actual entities and the relations among them in a 

particular domain (Gruber 1993; Staab and Studer 2004). 

Ontologies have been useful in lots of applications 

such as knowledge management, information retrieval, 

and question answering systems. They are considered as 

the basis and foundation of many new intelligent systems. 

Manual ontology construction is very costly, tedious, and 

error-prone. They also suffer from rapid aging and low 

coverage. The manual construction of ontology needs a 

lot of experts in particular domain and many annotators 

must work together for a long time (ShamsFard and 

AbdollahZade 2002). A few ontologies have been built 

manually the most famous of which are WordNet 

(Fellbaum 1998), Cyc (Lenat 1995) and Gene Ontology 

(GOC1 2000). Consequently, in recent years, one of the 

main challenges for researchers has been the automatic 

construction of Ontology. One of the main problems of 

automatic ontology construction is the incompleteness of 

information required to construct that ontology; as the 

web corpora from which ontology is extracted, do not 

contain all information related to the given domain of 

ontology. In addition, during the automatically ontology 

construction process, certainly not all information can be 

fully extracted from web corpora. 

The aim of this study is to provide a strategy for 

development of the ontologies. Therefore, this study first 

discusses the automatic construction of a prototype 

ontology in animal domain with the help of articles in 

Wikipedia. Hence, consequently an ontology is generated 

automatically with the use of semantic relations obtained 

in the structure of Wikipedia template pages, Infoboxes, 

and their hierarchical categories. Next, a Bootstrapping 

method is proposed to improve the constructed ontology 

and complete its information using the extracted 

information in ontology. Our method can automatically 

extract new information and extend the initial ontology 

with the help of Google search engine. 

The rest of this paper is as follows: in section 2, the 

related work is described. In section 3 and 4, the technique 

                                                           
1 Gene Ontology Consortium 
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for the automatic construction of prototype in Persian 

ontology will be discussed and also the proposed solution to 

improve the ontology constructed with the use of 

Bootstrapping techniques will be explained. In addition, in 

these sections, experiments carried out to evaluate the 

proposed method will be described. In section 5, evaluation 

of proposed method has been presented and finally, section 6 

draws conclusions and offers some solutions for future work. 

2. Related Work 

In this section, researches on automatic ontology 

construction, extraction concepts based on predefined 

patterns, ways of developing concepts of a collection 

based on Bootstrapping techniques, and semi-supervised 

solutions are briefly presented. 

2.1 Automatic Ontology Construction 

Kylin system (Wu and Weld 2007) is a self-supervised 

learning system whose main idea is automatic 

construction of ontology using Infoboxes in Wikipedia 

pages and then creating Infoboxes for all Wikipedia 

articles. Another purpose of Kylin is automatic 

production of links to Wikipedia articles. 

KOG system (Wu and Weld 2008) is an autonomous 

system for creating a rich ontology from Wikipedia pages. 

It uses statistical-relational learning techniques for 

combining Wikipedia Infoboxes with WordNet. It also 

uses Markov Logic Network (MLN) (Richardson and 

Domingos 2006) and the proposed solution "joint-

inference" to predict Subsumption relationships between 

Infobox classes; while simultaneously mapped the classes 

to WordNet nodes. As a result, the constructed ontology 

contains Subsumption relations and mappings between 

Wikipedia‟s Infobox classes to WordNet.  

YAGO (Suchanek et al. 2008) is a high quality ontology 

with a high coverage that consists of 1 million entities and 5 

million facts. YAGO system combines category labels and 

Infoboxes in Wikipedia pages with WordNet nodes and in 

this way, a wide ontology is created automatically by using 

heuristic methods and rule-based techniques. 

Another automatic ontology extension method were 

proposed based on supervised learning and text clustering. 

This method uses the K-means clustering algorithm to 

separate the domain knowledge, and to guide the creation of 

training set for Naïve Bayes classifier (Song and et al 2014). 

Sanabila et al. automatically built a wayang ontology 

from free text. The information or knowledge that is 

contained within the text is extracted by employing 

relation extraction. This method was extracted instance 

candidates that were subsequently clustered using relation 

clustering (Sanabila and Manurung, 2014). 

In other paper, an automatic approach was proposed 

based on Ontology Learning and Natural Language 

Processing for automatic construction of expressive 

Ontologies, specifically in OWL DL with ALC (Horrocks 

et al., 2007) expressivity, from a natural language text. 

The viability of their approach is demonstrated through 

the generation of complex axioms descriptions from 

concepts defined by users and glossaries found at 

Wikipedia (Azevedo et al. 2014). 

2.2 Extracting Concepts Based on Pattern 

Marti A. Hearst used Lexico-Syntactic patterns to 

extract Hyponyms relationships in natural language (Heast 

1992). In this method, first, some pre-defined patterns by 

humans were considered. Next, by matching these patterns, 

the concepts and relations among them were extracted. 

In another approach, a category system with large 

scales was created from category labels in Wikipedia pages. 

In order to find the “is-a” relations among category labels, 

methods based on connectivity in the network and Lexico-

Syntactic Matching (Ponzetto and Strube 2007) were used. 

Rion Snow and his colleagues proposed a new 

algorithm for automatic learning of hyponym (is-a) 

relations from text (Snow et al. 2005). Their main goal was 

automatic detection of Lexico-Syntactic patterns. First, 

they extracted concepts in the text using a small collection 

of manually defined patterns with regular phrases. Then, 

using dependency path feature obtained from parse tree 

they presented a public and all-purpose formula for these 

patterns. The proposed algorithm can automatically extracts 

the useful dependency paths and use them for other texts as 

well as for detection of new hyponym pairs.  

In Sprat (Maynard et al. 2009) and SOFIE (Suchanek 

et al. 2009), a collection of concepts and relations was 

extracted from Wikipedia texts using rule-based 

techniques and with the help of some pre-defined patterns. 

In another study, a semi-automatic approach is 

presented to build an ontology for the domain of wind 

energy which is an important type of renewable energy 

with a growing share in electricity generation all over the 

world. Related Wikipedia articles are first processed in an 

automated manner to determine the basic concepts of the 

domain together with their properties. Next the concepts, 

properties, and relationships are organized to arrive at the 

ultimate ontology (Küçük and Arslan, 2014). 

Xiong et al. (Xiong et al. 2014) presented a semi-

automatic ontology building method to build marine 

organism ontology used the role theory to describe the 

relations among marine organisms. After the realization 

of the ontology concept and relation extraction using 

ontology learning technology, a manual review, screening 

and proofing, then the ontology editor by using Hozo is 

required (Kozaki et al. 2002). 

2.3 Extending the Concepts of a Collection 

DIPRE system is a bootstrapping system that uses 

(Author, Book) pairs to extract structured relations from a 

large collection of web documents about books and authors 

(Brin 1998). In this approach, using five initial data as seeds, 

requests are sent to Google search engine and then the 

results are examined. The patterns consist of author and 

book pairs. Using the detected patterns and sending new 

requests to Google search engine, more information is 

extracted. Finally, the process of search and finding patterns 

are repeated and the data set is extended in this way. 
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Snowball is another system that includes a new 

strategy for producing patterns and extracting multi 

entities from plain-text documents whose main idea is 

similar to DIRPE (Agichtein and Gravano 2000). 

Actually, by developing key factors of DIRPE solution, 

the quality of obtained patterns without intervention of 

humans is calculated by the Snowball system in each 

iteration of the extraction process and better patterns are 

used in the next iterations. 

SRES has a more complex model than DIRPE and 

Snowball (Rozenfeld and Feldman 2008). SRES system, 

in addition to using simple patterns for extracting 

relations, can also use more general patterns which have 

been defined in KnowItAll (Etzioni et al. 2005). 

In another research, a distant-supervision system was 

proposed that uses the large semantic web database 

Freebase (Boolacker et al. 2008) as the seed and extracts 

new entities (Mintz et al. 2009). Each sentence used as 

the seed consists of a pair of entities which have 

participated in a relation in Freebase. 

Carlson and his colleagues proposed a semi-

supervised learning method for extracting information 

(Carlson et al. 2010). The main purpose of this method to 

extract new instances from the concept category and the 

relations among them using an initial ontology. 

Another semi-supervised bootstrapping categorization 

method were used for retrieving the images related to 

medical terms from web documents (Chen et al. 2012). 

This method starts with a positive image for each term as 

a seed and continues the search process in an iterative 

way. New images extracted are also used in the next 

search process as the seed. 

Yao et al. converted web data into semantic web 

descriptions that uses key-value pairs in JSON objects 

(Crockford 2006). Meanwhile, it builds semantic models 

for data instances, which can be applied to further 

semantic reasoning applications. Their used this method 

to extract schemaless JSON data automatically, including 

concepts, properties, constrains and values, and build 

semantic ontology to describe the metadata and instances 

(Yao et al. 2014). 

3. Proposed Method 

In this paper, first a method is presented for the 

automatic construction of prototype ontology using the 

structures of Persian Wikipedia pages. Since the ontology 

may contain incomplete information, another method is 

presented for solving this problem which can generally be 

used for improving and extending all types of ontologies. 

Figure 1 shows an overview of the proposed method for 

the ontology construction. The part above the dotted line 

shows information extraction process from Wikipedia and 

the automatic construction of prototype ontology using 

the existing structures in Wikipedia pages. The part below 

the dotted line shows the process for improving the 

constructed ontology using Google search engine. 

The extraction method from Wikipedia and the 

automatic construction of prototype ontology are 

explained in the following subsections in more detail: 

3.1 Proposed Ontology Construction Method 

In this study, in order to construct the prototype 

ontology, information in Infoboxes and Navboxes in 

Wikipedia pages is used to extract the triple of facts 

(Extracting concepts). The information in the Navbox is 

used to extract category hierarchy between the given 

entities (Extracting relations). The various parts of 

Wikipedia are displayed in Figure 2. Wikipedia is a Web 

encyclopedia whose updated information can be accessed 

by users in different languages. Wikipedia articles are 

graphical in which related pages are linked to each other. 

3.1.1 First Step: Wikipedia Pages Crawler 

Pages relating to the fauna from the Persian part of 

Wikipedia were collected by this unit according to the 

predefined domain. The crawler acts in a way that at the 

first step receives an address as the starting page, then 

through the links on the page, collects further pages. At 

this stage, approximately 3,200 pages have been 

identified and saved by the crawler. This collection also 

consisted of unrelated pages, too. 
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Fig. 1. The process of domain ontology construction using the existing structure in Wikipedia pages 

 
             (a)      (b) 

Fig. 2. (a) Navbox and (b) Infobox sample 
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3.1.2 Second Step: Wikipedia Pages Analyzer 

This unit first examines the content of collected pages 

by Wikipedia crawler and then separates the template 

pages among them. Template pages are pages whose titles 

start with the word "olgô: / template:" and contain Navbox. 

To identify template pages relating to the fauna, page 

categories was also used. The page analyzer then extracts 

existing data in Navboxes. At this point, the proposed 

system from 3,200 extracted pages by the crawler have 

identified 11 template pages tailored to specify different 

conditions. Among the 11 existing Navboxes on these 

pages, 1,039 entities were also extracted.  

Moreover, due to the existence of duplicate entities in 

different Navboxes and in order to achieve the best results 

and avoid ambiguity in the next steps, the entity tooltips 

were also considered in a way that if the entity include 

more clear, they can be used. For example in the Persian 

Wikipedia pages, there is the word "râh-râh / stripes" in 

both Navboxes relating to the sub-families of the 

"h vâsiliân / Ardeidae" 1  and "joqd-hâ / Owls". The 

tooltips related to these creatures show their full 

description, "h vâsil-e râh-râh / striped Heron" and 

"joqd-e bigôsh-e râh-râh / without ear striped Owl". 

3.1.3 Third Step: Data Development 

Each link in the Navbox refers to a Wikipedia page 

that has an article. These pages may also have Navboxes 

related to animals. Therefore, all these pages are also 

investigated and if new Navboxes exist, their contents 

will be extracted. There may be no pages available for 

some data. In this situation, those data will be marked for 

applying certain procedures in the next steps. Finally, 

after completing this step, 44 Navboxes with 2,346 

unique entities were extracted from attributes collection. 

3.1.4 Fourth Step: Find the Category of Entities 

In this step, the extracted entity categories are found. 

Each entity in the classification hierarchy of animals has a 

category of its own; for example "Mohredârân yek 

zirshâxe az T  nâbdârân  st / Vertebrata 2  is a 

Subphylum3 of Chordata4". This relation is actually the 

same as is-a relation in the classification of animals. First, 

In order to find the category of extracted entities, a series 

of relations were achieved using a simple statistics of the 

information in the Infoboxes and by choosing the 

category with the most frequency for the entity. 

Next, to find the remaining entity categories (entities 

whose categories have not been yet found and entities that 

were marked in the previous step due to not having a 

relevant page) the location of word in Navbox will be 

used. To do this, the neighbors of an entity are examined 

                                                           
1 Herons 
2 Vertebrates 
3 Sub-branch 
4 Chordates 

by traversing Navbox and the category of entities will be 

guessed by using its neighbor's categories. 

3.1.5 Fifth Step: Find Concept's Parent 

In order to create a classification hierarchy of the 

extracted entities, finding the parent of each entity is 

necessary. This step is also performed in two phases: First, 

the concept parents are extracted through existing 

classification in Navboxes. Then to find the remaining 

concepts parent (concepts whose parents have not been 

found yet), the existing hierarchy in Infoboxes will be 

used to extract an integrated hierarchy. Finally, the 

information or the extracted metadata is stored in the 

Knowledge base (KB). 

3.1.6 Sixth Step: Natural Language Processor 

This unit, extracts the features associated with each 

entity using the existing texts in the Wikipedia pages and 

the metadata contained in KB. In order to extract features 

for each entity, five features including living location, 

food, size, weight, and longevity were considered. These 

features will be extracted using the rule-based approach 

(Maynard et al. 2009; Suchanek et al. 2009; Miháltz 

2010). The defined patterns are given in Table 1. 

At this point, after preparing the input file, the 

MateParser (Bohnet 2010) was applied. Below is an 

example to acquire the living location attribute of a 

Squirrel entity by using the dependency tree of sentence 

"S njâb d r qâre-e âsiâ v  orôpâ zendegi mikon d / 

Squirrel lives in Asia and Europe continent". 
 

 
 

In this case, the living location attribute of Squirrel is 

obtained through pattern 1 in Table 1 and the rules 

contained in the parse tree, is achieved as "qâre-e âsiâ v  

orôpâ / Asia and Europe continent" noun phrase, given 

that the adverbial preposition "d  r / in" comes to 

"zendegi mikon d / Lives" verb. 

3.1.7 Seventh Step: Ontology Producer 

Finally, the obtained collection of entities and their 

relations were stored in an XML file. The resulting 

ontology includes a hierarchy of animal classification and 

five attributes related to each entity. 
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Table 1. Defined patterns for extracted features 

 

3.2 Experiments of Ontology Construction Method 

In order to evaluate the automatic construction of 

ontology, the experiments were performed on 3,200 

Wikipedia articles saved by crawler in 30/1/2014.  

To perform the experiments, 100 instances of 

Wikipedia articles were randomly selected and manually 

annotated. The evaluation of the automatic ontology 

construction system was done separately for calculating 

the accuracy of the extracted rank of the entity, accuracy 

of the extracted parent of the entity, accuracy of the 

extracted hierarchy and the accuracy of the extracted 

attributes for each entity. Table 2 shows the accuracy 

measure in the subsections evaluated. The results of the 

proposed method were compared with the structure 

of Carol Linnaeu's classification (Swedish botanist, 

physician and zoologist), introduced in his famous book 

"Systema Naturae" (Linnaeus 1735). It should be noted 

that this accuracy measure is one of the most popular 

measures in evaluation of algorithms. In some cases 

(concept parent extraction and hierarchy extraction), we 

have changed the classic accuracy measure in order to 

better evaluate our proposed method. The detail of this 

customized measure is described in more detail. 
In order to evaluate the accuracy of the extracted rank 

of entities (row 1 of the table 2), if the rank of the entity has 
been extracted correctly, 1 and otherwise 0 will be 
considered as the score. In order to evaluate the accuracy of 
extracted parents of entities (row 2 of table 2), if the parent 
of the entity has been extracted correctly, 1 will considered 
as the score and otherwise for each generation distance 
with the parent, 0.2 will be subtracted from the score; this 
mean that if the proposed system, wrongly tags the 
grandfather of an entity as the parent of the entity instead of 
his father, its score will be 0.6. In addition, for evaluating 
the accuracy of the extracted hierarchy for each entity (row 
3 of table 2), the location of each entity in the hierarchy of 
category of animals will be examined. If categorized 
correctly, 1 and otherwise 0 will be considered as the score. 

 

Defined patterns 
Pattern 

No. 

------------------------------------------ Living Location Pattern -------------------------------------------- ---------- 

d r  NP  [zendegi mikon d | p râk nde  st | yâft mish v d | sâken  st | sokôn t dâr d] 

[lives | scatters | finds | dwells | resides]  in  NP 
1 

[bômi | zistgâh | sâken]  [d r | ""]  NP   st 

is [native | habitat | residing]  [in | to | ""]  NP 
2 

m h le  [sokôn t | zendegi]  NP   st 

[life | residence] location  is NP 
3 

d r  NP  [mizi d | ziste | mizist] 

[living|lived]  in  NP 
4 

------------------------------------------------- Feed Pattern --------------------------------------------------- ---------- 

 z  NP  t qzie mikon d 

feeds  of  NP 
5 

[q zây-e | xôrâk]  ânhâ  [shâmel | bisht r | ""]  NP   st 

their [food | feed]  is [included | more | ""]  NP 
6 

rejim-e q zâie  [ z | shâmel]  NP  [t shkil mish v d |  st] 

diet  [consists of | is]  NP 
7 

[ z | ""]  NP  [râ | ""]  mixor d 

eats NP  |  NP  to eat  
8 

-------------------------------------------- Size (Length) Pattern --------------------------------------------- ---------- 

tôl | derâzâ | q d | qâm t | bol ndi |  ndâze]  NP  [milimetr | sântimetr | metr | s.m | s | m] [ st | dâr d] 

[length | long | stature | height | size] [is | have] NP  [millimeter | centimeter | meter | mm | cm | m] 
9 

NP  [milimetr|sântimetr|metr|s.m|s|m] [tôl|derâzâ|q d|qâm t|bol ndi| ndâze]   dâr d 

have [length|long|stature|height|size]  NP  [millimeter|centimeter|meter|mm|cm|m] 
10 

tâ  NP  [milimetr | sântimetr | metr | s.m | s | m] roshd mikon d 

grows up to  NP  [millimeter | centimeter | meter | mm | m | cm] 
11 

------------------------------------------------ Weight Pattern ------------------------------------------------- ---------- 

[v zn | josse]  NP  [milig r m | g r m | kilog r m | k.g | k | g | mg] 

[weight | body]  is  NP  [milligram | gram | kilogram | mg | m | kg] 
12 

NP  [milig r m | g r m | kilog r m | k.g | k | g | mg] v zn dâr d 

weights  NP  [milligram | gram | kilogram | mg | m | kg] 
13 

----------------------------------------------- Longevity Pattern ----------------------------------------------- ---------- 

[miângin | motev set | ""] tôl omr  NP  [rôz | mâh | sâl] 

[average | mean] life time is  NP  [day | month | year] 
14 

NP  [rôz | mâh | sâl] omr  [dâr d | mikon d] 

have life time NP  [day | month | year] 
15 
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Table 2. The results of experiments (accuracy criterion) 

 

In the end, in order to evaluate the accuracy of the 
extraction of attributes, it is clear that with having 100 
articles selected randomly and five attributes defined for 
each attribute (Location, Nutrition, Length, Weight and 
longevity), 500 attributes are evaluated. If an attribute is 
correctly extracted, its score will be 1 otherwise 0. Since 
most of the Persian Wikipedia articles in animal fields do 
not contain all five attributes, the constructed ontology in 
the section of attributes extractions has a very little 
information. According to experiments, from 500 
attributes evaluated, only 67 attributes were in the pages 
and 91% of these were extracted correctly (Row 3 of 
Table 2); it means 61 attributes were extracted correctly 
and 6 were extracted incorrectly or they existed in the 
page or were not extracted by the pattern. In other words, 
only 13.4% of the attributes existed in the Wikipedia 
articles and of this, 12.2% of attributes were correctly 
extracted because of selecting the proper patterns. Even 
though, 12.2% is not an acceptable value for the attribute 
extraction subsection. The reason is the insufficient 
information in the Wikipedia articles, therefore 91% for 
the accuracy of the patterns defined in attribute extraction 
section is a considerable value which indicates the proper 
performance of the proposed algorithm in the attribute 
extraction section. As a result, in order to solve the 
problem of insufficient information in Wikipedia articles, 
it is necessary to improve the constructed ontology. 

4. Improvement Method 

As stated previously Wikipedia does not have 
complete information about all of the extracted data 
(Either there is no sentence related about a given attribute 
in the page or no pages have been defined for a given 
data). On the other hand, the proposed system will 
definitely not be able to extract whole attributes in the 
page during the ontology construction. Therefore, in order 
to improve the ontology and complete its information, a 
solution based on bootstrapping method were suggested 
so that new information can be extracted using the exiting 
information and with the help of Google search engine. 

4.1 Proposed Ontology Improvement Method 

To do this, whenever any of the attributes related to an 
entity, does not exist in the initial ontology (i.e., it was not 
extracted from Wikipedia pages in the step of automatic 
construction of ontology). In such cases, one or more 
commands are sent to Google search engine to extract the 
value of that attribute. In order to send the search words 
to Google, the (entity, attribute title) pair is used. Table 3 
shows the words sent to Google search engine in case that 
any of the five attributes in the initial ontology is missing. 

For example, if the living location of an animal has not 
been extracted from Wikipedia pages in ontology 
construction stage, four commands in the pattern 
available in Table 3 will be sent to Google search engine. 
In the end, the first ten responses from Google will be 
evaluated and analyzed. The process of analysis and 
evaluation will be done on the snippet part of the returned 
results. Part of the return results from Google search 
engine is shown in Figure 3. The red rectangles in this 
figure are two samples of snippet part. 

Since there might be different responses (relevant or 
irrelevant) in the results from Google search engine, a 
confidence measure is considered for selecting the best 
option and measuring the accuracy of the result which 
will be calculated from the sum of the following criteria 
and using the proposed algorithm discussed in Figure 4. 

- Name examining measure: This measure has been in 
fact considered for pre-processing; it means that 
after receiving the results from Google, each snippet 
without the complete name of the data is removed so 
that it will not be processed in the next step. 

- Participation percentage measure: This measure is 
considered for the percentage of participation of the 
entity in the returned results from Google. If the 
name of the data appears completely in more results, 
it can be said that the extracted result is correct with 

a higher confidence. Assuming that,         , is 

frequency of the snippets in which the name of the 

entity exists and,               , equivalent to DF 

measure, is the number of the returned results from 
Google (here the first ten results are evaluated), the 

participation percentage measure,               , is 

calculated as follows, which is similar to TF.IDF 
measure (Manning et. al. 2008): 

 

                
        

              
      (1) 

 

- Pattern accuracy measure: A score is assigned to 
each pattern in Table 1 based on the percentage of 
their participation and the amount of correct results 
extracted in the automatic ontology construction 
stage; it means that the pattern is more accurate if it 
has higher participation and the number of its 
incorrect obtained results is smaller. Scores and 
ranks for the patterns in Table 1 are assigned in the 
following way: assuming that,          , is the 
frequency of a given pattern for extracting the 
attribute in the construction stage,         , is the 

percentage of correct results and,           , is the 
percentage of incorrect results extracted from the 
same patterns, the score of each pattern,       , is 
calculated based on equation 2 (Han et. al. 2011). 

 

                                       (2) 
 

It is important to note that when comparing two patterns, 

the higher is the,       , for a pattern, the more valid is the 

pattern. Therefore, the patterns in Table 1 are ranked based 

on this measure and one round of scores normalization 

(normal distribution) in this way, pattern measure,         , 

Accuracy 

(%) 
Subsection 

93 Data category extraction  accuracy 

89.8 Concepts parent extraction  accuracy 

99 Hierarchy extraction  accuracy 

91 Defined patterns accuracy to extract features 
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will be obtained. The reason for the ranking is that 

whenever the value of an attribute is extracted based on a 

pattern; the amount of accuracy of the pattern can be 

measured and used in calculating the confidence measure. 

 

Table 3. The words sent to Google search engine for the five attributes in ontology 
 

 Attribute title Query words 

1 
M kân zendegi mojôdiy t 
Entity living location 

1- Mojôdiy t + “Zendegi Mikon d” (Entity + “Lives”) 
2- “Zistgâh” + Mojôdiy t (“Habitat” + Entity) 
3- “M kân zendegi” + Mojôdiy t (“Living Location” + Entity) 
4- Mojôdiy t + “Bômi” (Entity + “Native”) 

2 
Khôrâk mojôdiy t 
Entity nutrition  

1- “Khôrâk” + Mojôdiy t (“Nutrition” + Entity) 
2- “Gh zâye” + Mojôdiy t (“Food” + Entity) 
3- Mojôdiy t + “Mikhor d” (Entity + “Eats”) 

3 
Ændâze Mojôdiy t 
Entity size 

1- “Ændâze” + Mojôdiy t (“Size” + Entity) 
2- “Tôl” + Mojôdiy t (“Length” + Entity) 

4 
V zn Mojôdiy t 
Entity weight 

1- “V zn” + Mojôdiy t (“Weight” + Entity) 
2- “Josse” + Mojôdiy t (“Bulk” + Entity) 

5 
Tôl Omr Mojôdiy t 
Entity longevity 

1- “Tôl Omr” + Mojôdiy t (“Longevity” + Entity) 

 

 

Fig 3. Part of the return results from Google search engine to query "Ændâze S njâb / Size of squirrel" 

 

- Location of presence measure: If both pairs (the 
entity and the title of the attribute) appear in a 
sentence simultaneously and match the pattern, the 
confidence measure is considered 100%. The more 
is the distance, the less will be the confidence. Here, 
for each sentence distance between the pair, 20% is 
decreased from its score and this will be done for 
two sentences before and after the sentence 
matched with the patterns. This decay factor has 
been achieved by experimental results.  

In the end, the best option will be obtained by the 
algorithm proposed in the Figure 2. Using the proposed 
algorithm, whenever there are multiple different options 
for the selection of an attribute in the results returned by 
Google search engine, the best option can be selected by 
the confidence measure and its accuracy can be measured, 
too. Here, based on our empirical evaluations, the results 

whose confidence measure is below 30% (            
   ), will not be considered due to the lack of 
confidence in the accuracy of the result. 

Table of pattern, TP, in algorithm 1 includes columns 

for defined pattern,         , the score of the pattern, 

      , the average of scores for similar patterns, 

        , and the amount of standard deviation in 

proportion to the similar patterns,         . Similar 
patterns refer to the patterns defined for extracting an 
attribute. These values are calculated in advance and 
placed in the columns of the table. As stated above, the 

score of each pattern,       , is calculated by equation 2 

and the value of,         , is calculated by calculating the 
average of scores of similar patterns. Similarly, the value 

of,         , is calculated via equation 3, which is the 
classic equation for computing variance (Han et. al. 2011): 

 

         √
 

   
 ∑                  

  
     (3) 

 

The search command with two words (entity e and the 
title of the attribute a) is first sent by Algorithm 1 in Figure 4 
to Google search engine. Then results returned from Google 
are examined. If any of the snippets does not have the name 
of the entity completely, further processing on the snippet 
will be ignored and the operation will go on for the next 
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snippet. In the next step, if each sentence in the snippet 
matches a pattern in the table of patterns, the Confidence 
Measure function will be called with the sent results. This 
will be done for all sentences from the extracted snippets. In 
the end any sentence with the highest confidence measure 
will be selected as the best option for the given attribute. 

Algorithm 2 first finds out if both search words are 
present in a sentence. If this is the case, the confidence 
measure is 100%; because it can be definitely said that the 
returned result is completely true. If both of the search 
words are not present in a sentence, the average of 
participation percentage of entities in the returned result 

of, Google          , (Percentage of Participation 

function), the amount of accuracy of the pattern,         , 
(Measure of pattern function) and the distance of search 

words,          , (Location of presence function) will be 
calculated as the confidence measure. 

PercentOfParticipation function using relation 1, 
calculates the percentage of participation of the entity in 
the results returned by Google search engine. 
MeasureOfPattern function using equation 4, Normal 
standard distribution, calculates the accuracy of the 
pattern (Han et. al. 2011). 

 

  
               

        
    (4) 

 

Then the value of z is obtained from the table of 
normal standard distribution and the percentage of the 
accuracy of the pattern is calculated. 

LocationOfPresence function, as mentioned previously, 
considers the confidence measure of the sentence, 100% if 
both pairs (The entity and the title of the attribute) appear in 
a sentence at the same time. This value is calculated 
separately in the first line of the ConfidenceMeasure function 
(Algorithm 2 in Figure 4); because in this case, There is no 
need for calculating the other measures. Definitely the larger 
is the distance of the search pairs, the less will be the 
confidence percentage. Here, for each sentence distance 
between pairs, the scores will be decreased by 20%; it means 
that if the distance between a given pair is one sentence, the 
score will be 80% and if the distance is two sentences, the 
score will be 60% and so on. This will be done until two 
sentences before and after the sentence matched with the 
pattern and if the distance between pairs is more than two 
sentences, the score will be 30%. 

4.2 Experiments of Ontology Improvement 

The proposed method for improving the ontology 
focuses on extracting information using Bootstrapping 
methods for extending and developing the parts of the 
ontology which do not exist in the Wikipedia corpus; it 
means those 433 attributes out of the 500 attributes 
evaluated that were not extracted due to the 
incompleteness of texts in Wikipedia articles. 

 

Algorithm1: AttributeExtractionUsingGoogleSearchEngine 
Input: Entity e, Attribute a, Table of Patterns TP 

Output: Attribute Value           , Best Confidence Measure              

Results  GoogleSearchEngine(e, a) 
For each (Snippet in Results) 
{ 

If (Snippet not contains e) then Continue  
For each (Snippet.Sentence Matched to            ) 
{ 

Array[i].Confidence   
                                           ,            ) 

Array[i].AttributeValue  Snippet.Sentence 
} 

} 
index  Index of Maximum(Array.Confidence) 
Return             Array[index].AttributeValue  and  

              Array[index].Confidence 

Algorithm2: ConfidenceMeasure 
Input: Entity e, Attribute a, Score of Pattern       , Average of Pattern Scores          , Variance of Pattern Scores           
Output: Confidence Measure             

 If ("e and a" Located in One Sentence) then Return              100% 

 Else 
{ 

                  PercentOfParticipation (e, a) 

            MeasureOfPattern(e, a,       ,         ,         ) 
             LocationOfPresence(e, a) 
  Return                 ∑                                      

} 
Fig 4. Algorithm for extracting information using Google search engine and selecting the best result (Algorithm1) and calculating the confidence 

measure (Algorithm2). 
 

Finally, in order to calculate the percentage of 

improvement of the ontology, a new attribute was 

examined that was extracted by the proposed algorithm 

and did not exist in the initial ontology. Assuming that, 

        , is the sum of the number of new and correct 

relations extracted by the Google search engine and, 

      , is the total number of relations that did not exist in 

these 100 random samples in the initial ontology, the 
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percentage ontology improvement,             , is 

calculated by equation 5, which is standard accuracy 

measure for not covered samples in initial ontology: 
 

             
        

      
    (5) 

5. Evaluation 

Experiments were performed separately in two 

subsections for the automatic construction of prototype 

ontology and the improvement of the initial ontology. As 

a result, the percentage of the proposed method 

improvement can be evaluated by comparing the initial 

ontology and the improved one.  

According to the experiments performed, out of the 

433 attributes that did not exist in the initial ontology (due 

to the incompleteness of Wikipedia articles), 152 

attributes were extracted by the proposed method for 

improving the ontology. 138 of these attributes were 

extracted, correctly. Table 4 shows the details of the 

calculation of the defined patterns accuracy. 

The number indicates two interesting points; first, even 

with extending the domain of information collection in the 

web using Google search engine, the patterns defined in the 

section of extraction attributes from texts, still gain the 91% 

accuracy score. Second, the number of newly extracted 

attributes using the proposed algorithm is twice more than 

(2.26 times) the number of attributes that were extracted 

using the information available in texts of Wikipedia 

articles. This value can still be extended by increasing the 

number of retrieved documents from Google search engine. 

Due to the limitation in sending requests to Google search 

engine (a regular user can get only 10 results per order 

while only 100 requests are permitted per day), we were 

forced to evaluate only the top 10 returned results. By 

increasing this value, the domain of the extracted attributes 

can be extended considerably. 

Another important issue to note is about the 

comparison of our method with other existing algorithm. 

Our method is the first study in ontology extraction for 

animal's domain in Persian, and due to this fact, we are 

unable to compare our work with similar researches. 

Conclusions and Future Work 

In this study, first a prototype ontology was 

automatically extracted from the existing structures in 

Wikipedia. Since the information in the constructed 

ontology was not complete (due the incompleteness of 

Wikipedia articles), a solution for improving and extending 

the information in the initial ontology was proposed using 

Google search engine and Bootstrapping method. 

Considering the complexity of processing Persian 

language (due to the freedom in the order of words and 

the lack of strong rules), by selecting correct patterns for 

extracting attributes in the end, good results were 

achieved in the section of automatic construction of 

ontology. In fact, the resulting ontology is a domain 

ontology particular for animals which in addition to 

having a hierarchy of different animal categories, has 

attributes of living location, nutrition, size, weight and 

longevity for each of them. This ontology can be used for 

educational and training purposes. Also, considering the 

increasing growth of Web and the fact that many up-to-

date information resources are being added to the Web, 

the method for improving ontology can be used to extend 

and update the constructed ontologies. 

It is predicted that in the future, machine learning 

methods will be tried. Furthermore, a pattern bank will be 

defined so that in case of detecting new patterns in the 

process of extracting entities, they can be processed, 

examined and registered in the pattern bank. This is done 

so that the new patterns can be used in the process of 

extracting entities in the next steps. These steps are done 

iteratively so that each time the collection can be 

extended with new patterns. 

Table 4. Details of the calculation of defined patterns accuracy to extract 

features 

Methods Total 
Existing 

attributes 
Correct Incorrect 

Automatic Construction 

of Ontology 
500 67 61 6 

Improvement of 

Ontology 
433 152 138 14 
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Abstract 
An important factor in increasing quality of service in real-time wireless networks is minimizing energy consumption, 

which contradicts with increasing message delivery rate because of associating a time deadline to each message. In these 

networks, every message has a time deadline constraint and when the message is not delivered to its destination before its 

deadline, it will drop. Therefore, scheduling methods that simultaneously consider both energy consumption and time 

deadline constraint are needed. An effective method for reducing energy consumption is multi-hop transmission of 

packets. However, this method takes longer time for transmission as compared to single-hop transmission. Parallel 

transmission is another approach which on one hand reduces the transmission time and on the other hand increases the 

network throughput. However, a main issue with parallel transmission is the presence of interference among nearby nodes. 

In this paper, we propose a linear model (ILP formulation) for energy aware scheduling problem in real-time wireless 

sensor networks using parallel transmission. The main objective of the model is to reduce energy consumption and packet 

loss using multi-hop routing and parallel transmission. Simulation results show that the proposed model finds the 

optimum solution for the problem and outperforms the sequential scheduling based on the TDMA protocol. 

 

Keywords: Energy Consumption; Parallel Transmission; Scheduling; Optimization; Routing; Interference. 
 

 

1. Introduction 

Wireless networks consist of nodes that communicate 

with each other by radio waves. Each node in the network 

has a limited amount of energy stored in a battery that is 

not rechargeable. Thus the end of the battery life denotes 

the end of the node's lifetime [1]. In real-time wireless 

networks, in addition to limitation of energy resources, 

the duration of the packet delivery has also a time-

deadline constraint. 

According to the quality of service metrics in real-

time wireless networks, messages must be delivered 

within the specified time, otherwise they will become 

useless. Thus, real-time networks need to send the 

messages timely in the network. However, factors such as 

limited power supply, interference, network congestion 

and loss of links reduces the ability of the network to 

achieve the desired objectives [2].  

A useful strategy to reduce energy consumption and 

thereby increasing the lifetime of the network is to use 

multiple smaller hops instead of a single long hop 

between source and destination. Because energy used to 

send a message is directly proportional to the square of 

the hop length [1,3,4]. Therefore, if the number of hops is 

increased and distance between the hops is decreased, the 

energy consumption will also decrease. However, using 

intermediate hops will increase message transmission 

time. So the number of intermediate hops should be set in 

such away as to minimize energy consumption while 

satisfying the time deadline constraint. 

Parallel transmission of packets increases the number 

of packets transmitted per unit time and hence increases 

the efficiency of the real-time wireless network. In 

sequential scheduling based on TDMA protocol packets 

are transmitted by the source nodes sequentially [5]. 

Considering the possibility of parallel transmission, 

several source nodes can send the message 

simultaneously thereby increasing the efficiency of the 

network. Parallel transmission prevents the violation of 

time constraint as far as possible and in addition to that 

reduces the amount of energy required to transmit the 

message. Due to the increase in number of messages sent 

per unit time, more time units will be available and the 

message will be sent via route having more hops with less 

distance in between them. But parallel transmission is 

restricted by the phenomenon of interference in wireless 

networks. Because by increasing parallel transmission, 

probability of interference also increases. The 

phenomenon of interference is due to the collision of 

signals sent from nodes and causes loss of packets [6]. 

Several interference models have been proposed to model 

the interference in wireless networks and the presence or 
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absence of interference between two links depends on the 

interference model used [7]. In [8] Protocol Model has 

been introduced for modeling the interference between 

communication links which is widely used in research. 

We have used this model in this paper and it will be 

explained in section 2. 

There are two other types of interferences named 

Primary Interference and Secondary Interference that 

also cause packet loss. Primary interference occurs when 

a node transmits and receives messages simultaneously. 

Secondary interference occurs when a node receives more 

than one message at the same time [7]. 

The contrast between these limitations has put the 

problem of Energy-aware scheduling in the category of 

NP-Hard problems [3,9]. Hence, it is necessary that the 

conflicting objectives in the problem be addressed 

simultaneously as an optimization problem. Optimization 

problems are a group of combinational and optimization 

problems in which the aim is to find the best solution that 

satisfies all the constraints and maximize or minimize an 

objective function. 

Recent approaches to solve the combinational and 

optimization problems consist of two steps: The first step 

is the modeling of the problem and the second step is 

solving the model [10]. There are three basic techniques 

for solving these problems: Mathematical Methods (MM), 

Constraint Programming (CP) and Local Search (LS). 

Each of these techniques has its own advantages and 

disadvantages. Among these methods, mathematical 

methods have particular importance due to their high 

efficiency. However, a linear model is required for the 

problem but formulation of the combinational and 

optimization problems as linear model is difficult [11].  

The works related to scheduling and routing of 

wireless networks can be grouped according to their 

objective function. In some studies the objective is to 

increase efficiency and reduce end to end delay regardless 

of the energy consumption and in others it is to reduce 

energy consumption. In [9] an Integer Linear Program 

(ILP) formulation has been presented for the problem of 

energy-aware scheduling in real- time wireless networks, 

without taking into consideration the interference 

phenomenon.  In this method the nodes transmit messages 

in a sequential manner and there is no possibility of 

parallel transmission. In [1] to create a balance between 

energy consumption and time delay a non-linear model 

based on Concentric Circular Bands (CCBs) has been 

proposed. In this study, the effect of the interference and 

parallel transmission has not been taken into 

consideration. In [12], a nonlinear model has been 

proposed which aims at reducing overall energy 

consumption in clustered WSNs and then based on results 

obtained by solving the model an algorithm has been 

suggested to obtain minimum latency. In [5] a scheduling 

method for parallel transmission to multiple destinations 

is provided that improves the network performance as 

compared to the sequential TDMA method. In [13], to 

maximize throughput, authors have considered joint 

routing, channel assignment and collision free scheduling 

of links. In [7], solutions based on the idea of graph 

coloring for the problem of scheduling and routing of 

wireless networks have been proposed in order to increase 

efficiency but without considering the energy 

consumption. In [14] authors have considered a routing 

tree and proposed two delay efficient algorithms to create 

interference-free scheduling for data aggregation.  

Most models and methods that have been proposed for 

the problem of scheduling real-time wireless networks 

have considered either reduction in energy consumption 

or increase in the number of delivered packets separately. 

Moreover, most of the existing methods are not suitable 

because of not considering time constraint specific to 

each message in real-time networks. Because in these 

methods usually the reduction in end to end delay or 

increase in number of packets transmitted is considered 

for all messages in a specific time interval. While in real-

time wireless networks, each message has its own time 

constraint that may be different or identical to that of the 

other messages. As a result, the priority of data 

transmission may vary according to the various time 

deadlines. Another problem that can be seen in most of 

the previous research is ignoring the remaining energy of 

nodes in routing. This results in nodes lacking sufficient 

energy to be used in the selected route. 

In this paper, linear modeling (ILP formulation) of the 

problem by considering both the energy consumption and 

time constraints has been performed. The proposed model 

aims to minimize energy consumption and reduce the 

number of lost packets by utilizing the strategy of parallel 

transmission and multi-hop routing.  

The model is solved using Simplex method. 

Implementation results show the improved efficiency of 

scheduling by the proposed model as compared with 

sequential scheduling approach based on TDMA protocol. 

The model is able to determine the optimal route for each 

message and parallel scheduling keeping in view the 

limitations of the network. 

Rest of the paper is organized in this way: In Section 2, 

we review some important concepts in real-time wireless 

networks. Section 3 describes the problem and its 

constraints. The section 4 of the paper describes the 

assumed network model. Section 5 describes the new 

proposed model. In section 6 we will evaluate the 

proposed model and discus the results obtained by solving 

the model. Finally Section 7 concludes the paper. 

2. Energy-Aware Scheduling Problem 

The problem of energy-aware scheduling with parallel 

transmission capability can be described as following. 

1. Determine the optimal route for each message using 

multiple hops to reduce energy consumption while 

keeping in view the time constraint of each message. 

2. Allocating units of time according to time 

constraint of messages and capability of parallel 
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transmission to increase the network throughput. 

While allocating units of time, priority should be 

given to messages according to their time deadlines. 

Constraints of the problem are [7,15]: 

1. The receiver node should be in the communication 

range (radio range) of the transmitter node. 

2. A node cannot receive more than one message at 

the same time. 

3. A node cannot transmit more than one message at 

the same time. 

4. A node cannot transmit and receive messages 

simultaneously. 

5. The nodes located in the interference range of each 

other should not be active at the same time. 

6. Scheduling and routing of a message should be 

done before the time deadline of that message 

because every message is valid only until its time 

deadline. Thus continuing scheduling and routing 

after the time deadline of the message is useless. 

7. Only nodes having enough energy are able to 

transmit and receive the messages. 

Objectives of the problem are: 

1. Minimizing the energy consumption of the 

network to transmit messages. 

2. Maximizing the number of successfully delivered 

messages in specified time. 

Satisfaction of the objective function reflects the 

quality of scheduling. This means that among the existing 

solutions, a solution that has the lowest energy 

consumption as well as the lowest number of packet loss 

offers optimal scheduling. 

3. The Network Model 

In the assumed network nodes are static and 

distributed randomly in a two-dimensional plane and 

geographic coordinates of each node is known. Each node 

has its own specific initial energy and transmission range 

that may be the same or different from those of the other 

nodes. Energy used by every node in each transmission is 

calculated by the following equation [9]: 
 

            (1) 
 

Where d is the distance between transmitter and 

receiver node and C is a constant coefficient that depends 

on the message length and physical condition of the 

network. In addition to the energy consumed for 

transmission, trace amount of energy is used by the 

receiving node while receiving the message and by idle 

nodes. But this amount is negligible as compared to energy 

used for transmission, so we have ignored it in this research. 

In the assumed model all the nodes use shared 

wireless medium that is divided into equal time slots. 

Transmitter nodes that do not interfere with each other 

can access the shared wireless medium simultaneously. In 

the networks where the nodes use a single channel, each 

node can transmit message to all the neighboring nodes in 

a time slot [15]. 

Simultaneous activity of nodes that are located in the 

interference range of each other result in interference. 

According to the interference model, transmission and 

interference range of nodes may be equal or different 

from each other. In this paper, protocol model is used for 

modeling the interference between communication links. 

In this model transmission power of the node varies 

dynamically according to its distance from the receiver 

node. As a result interference range also varies according 

to the transmitter-receiver distance. According to this 

model if a node    transmits to a node   , transmission 

will be successfully received by node    if: 
 

|     |       |     |   (2) 
 

Where |     |  is the Euclidean distance between 

node    and node   . The constant parameter     

denotes guarded zone specified by the protocol to prevent 

collision from neighboring node.    denotes every node 

simultaneously 

transmitting at the same time in the same channel [8].  

In the protocol model, transmission from node i to node 

j is successful only if no other node within the interference 

range of node j is transmitting at the same time [16]. 

All communication links in the network are assumed 

reliable and without noise. 

All of the transmitted messages in the network have 

the same length with the message size of L bits. Time 

deadline and the source-destination of each message may 

be the same or different from other messages. 

Transmission of a message in each hop takes a unit time 

and is not dependent on the distance between sending and 

receiving node. It is assumed that the duration of each time 

slot is equal to the maximum time needed for transmission 

of a message between the two farthest nodes in the 

environment. Therefore, each message will be allocated a 

full time slot even if the time taken by the transmission of 

the message is less than the allocated time slot. 

4. ILP Formulation 

In this section the problem is formulated as integer 

linear program (ILP) keeping in view the characteristics 

and limitations of the network. 

In energy-aware scheduling problems the total energy 

consumption and the number of packets delivered are 

calculated in a time window. In this model, size of the 

time window is equal to the longest time-deadline of 

existing messages in the network. 

Parameters 

Msg: Set of messages  

Each message is shown by a tuple as: 

(m, src, des, dln) where 

m: id of message.  

src: Source of message. 

des: Destination of message. 

dln: Time deadline of message. 
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Time: Size of the time window. 

Nodes: Set of the nodes existing in the network. 

  : Transmission range of node i. 

  : The initial energy of node i. 

    : Euclidean distance between nodes i and j. 

Variables 

Solution of the problem is presented as a four 

dimensional binary matrix. 

MsgNodes,Nodes,Time,X  
 











Otherwise0

ttimeslotduring

dnodetommessagetransmitssnodeIf1

md,s,t,X

 

The first dimension is time, second dimension is 

transmitter nodes, third dimension is receiver nodes and 

the fourth dimension is messages. 

Constraints for ILP formulation are as follows: 

 Equation (3) imposes limitation of transmission 

range for each node and ensures that receiver node 

is located within the transmission range of the 

sender node. 
 

(3) 
iRjidkjitX

NodesjMsgkTimetNodesi





,*,,,

,,,

 
 

 Equation (4) ensures that a node cannot transmit 

and receive simultaneously. It also restricts 

sending and receiving more than one message by 

the node at a time. 
 

(4)   
  





Nodess Msgk
ki,s,t,

Nodesj Msgk
kj,i,t, 1XX

, NodesiTimet

 
 

 According to the protocol model, equation (5) 

imposes that if simultaneous transmission of two 

sender nodes (such as node i and node s) is 

interfering only one of them is allowed to transmit. 

As stated in equation(2) about protocol model, 

interference occurs when the distance between the 

sender node i and the receiver node j multiplied 

by a constant 1+∆ is greater than the distance 

between the receiver node j and another 

transmitting node say node s. For example if node 

i is the sender node and node j is the 

corresponding receiver node, and another node s 

is also transmitting simultaneously and the 

distance between the node s and the node j is less 

than the product of distance between the node i 

and node j multiplied by a constant(1+∆), 

interference will occur. Equation (5) prevents 

such interferences. 
 

(5) 
 

 
 







Msgm Nodesd

md,s,t,

Msgk

kj,i,t, 1XX

,,,

*1, i,jdjsdandjsiwhere

NodesjNodessNodesiTimet

 
 

 Constraint (6) ensures that scheduling and routing of 

the messages is done before its time deadline. It 

means that the total unit times elapsed for each 

message must be less than its allocated time deadline. 
 

(6)  
 







Nodesi Nodesj
kj ,i,t, 0X

,
kdlntwhereTimetMsgk

 
 

 Equation (7) determines energy source limitation 

for each node to transmit. 
 

(7)   i
t

ji EdC

Nodesi





  
  Time Msgk

,
2

Nodesj
kj ,i,t, **X

 
 

 Constraint (8) ensures that each node either sends 

a message once only or not at all. This means that 

if node s sends a message k to node d in time ti, 

then the node s will not send the message k again 

to node d or any other node in time tj. 
 

(8)  
 


Timet Nodesj

kj,i,t, 1X, MsgkNodesi

 
 

 Equation (9) imposes that for each intermediate 

node the total number of incoming messages 

minus the total number of outgoing messages 

before their time deadline is zero i.e. the number 

of input messages and the number of output 

messages is equal. In this way equation (9) 

ensures that a continuous path is selected for each 

message. This means that each message that 

enters an intermediate node before deadline must 

be forwarded by the same intermediate node. 
 

(9)   
 










Nodesd Timet
kd,i,,t

Nodess
 twhere

Timet
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1
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 Constraint (10) ensures that the sending time of a 

message by the intermediate node is after the 

receiving time of that message. 
 

(10) 
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 Equations (11) and (12) impose that the message 

does not enter the source node and does not leave 

the destination node, respectively. 
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Objective function of the problem: 

The objective function in equation (13) aims to minimize 

energy consumption and packet loss. The first part of the 

equation (before minus sign) calculates energy consumption 

for transmission of messages and the second part of the 

equation calculates number of delivered messages.  
 

(13) 

Minimize 

 
 

In this equation M is a big positive number that is 

used as weighted coefficient for the delivered messages. 

The reason to use such a big coefficient is that the energy 

consumed by the network to send messages is much 

greater than the number of messages delivered, so routing 

causes the objective function to be always positive and 

the minimum value for the objective function is possible 

when no message is routed to its destination so that no 

energy is used in the network. Therefore, in the absence 

of the weighted coefficient for the number of delivered 

messages no routing is done so that the objective function 

remains zero. Use of big coefficient results in negative 

objective function value and thus maximizing the number 

of messages delivered without time violation. 

5. Results 

In this section results obtained by solving the 

proposed model are evaluated in different scenarios. The 

linear model is solved by using the ILOG CPLEX 12.2 

software. The presented model is evaluated in terms of 

energy consumption and the number of messages 

delivered as compared to sequential TDMA based 

scheduling method. Improvement of scheduling by the 

proposed model because of using parallel transmission is 

demonstrated as compared to sequential scheduling. The 

reason for not comparing the results obtained by solving 

the model with other relevant work is different scenario of 

the problem because of considering more constraints as 

explained in section 1. 

In the main scenario the nodes are distributed 

randomly in a two-dimensional region measuring     
      Transmission range of each node is assumed to be 

100m. Values of the parameter   in protocol model and M 

in objective function are assumed to be      and 10000 

respectively. Each of the messages in the network can 

have the same or different source, destination and time 

deadline as compared to other messages.  

Equation (1) is used to compare the energy 

consumption and the value of the parameter C is 

considered equal to 0.2. The number of nodes varies 

between 10 and 40, and the effect of number of nodes is 

evaluated on the quality of scheduling. The reason to limit 

the number of nodes to 40 is lengthy execution time of the 

proposed model and memory usage complexities. The 

number of messages is also decreased because of the 

same reason. This is due to the fact that by increasing the 

number of nodes and messages, the number of variables 

of the problem increases that results in lengthy runtime 

and high memory usage. When the number of nodes is 10, 

the solver can solve the model for routing more than 200 

messages in reasonable time (less than 10 minutes). But 

when the number of nodes is increased, the solver will 

find the solution of the problem with less number of 

messages. For 20, 30 and 40 set of nodes, the solver can 

solve the model with about 65, 15 and 5 messages 

respectively. For evaluating the effect of number of nodes, 

we have limited the number of messages to 5 so that the 

solver can solve the model with all the four sets of 10, 20, 

30 and 40 nodes. 

 For each of the effective factors in evaluating the model, 

20 different sets are generated randomly and the average 

values are inserted in evaluation charts as final result.  

In Figure 1 the percentage of messages successfully 

delivered by two methods are compared with each other. 

As can be seen the percentage of messages delivered by 

linear model is greater than the percentage of messages 

delivered by sequential scheduling in all conditions. The 

reason for this difference is the parallel transmission and 

the increase in number of transmitted messages per unit 

time by the proposed model. By the solution provided by 

the suggested model, all the messages that are routed will 

definitely reach destination within time deadline. It means 

that the messages with no possibility of delivery in time 

will not be routed at all. Because the routing of such 

messages will only serve to waste energy and time of the 

network and ultimately the message will not be delivered 

to its destination. 

In the worst case, when parallel transmission is not 

possible, the number of messages delivered by proposed 

model is equal to the number of messages delivered by 

sequential scheduling and never less than that. 

Increase in number of nodes has resulted in the 

increase of the delivered messages. Because increase in 

the number of nodes has resulted in increase in the 

density of nodes in the region, hence additional nodes are 

available in the transmission range of the nodes. As a 

result the messages that could not be transmitted due to 

limited radio range of the nodes are now sent by multi-

hop transmission. 
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Fig. 1. Percentage of delivered messages 

 
Fig. 2. Energy consumption 

In Figure 2 comparison of average energy consumption 

by proposed model (ILP) and sequential scheduling is done. 

In this figure increase in consumption of energy by the 

proposed model is due to the increase in percentage of 

delivered messages. It is obvious that more energy will be 

consumed to send more messages. In the sequential 

method due to lack of parallel transmission some packets 

do not meet the time deadline and are dropped. So no 

energy is consumed for transmission of such messages. 

In certain conditions it is possible that in spite of the 

increase in number of transmitted messages in the 

proposed model, energy consumption is less than the 

sequential method. Due to the use of parallel transmission 

in the proposed model, more time slots will be available 

and the message will be sent via route having more hops 

with less distance in between them that results in decrease 

in energy consumption. For example there are two 

messages with time deadline of 2 seconds in the network. 

In sequential scheduling, to avoid violation of the time 

deadline, each message must be transmitted by a single 

hop. But in the proposed model, if there is no interference, 

each of the messages can be transmitted simultaneously 

using two intermediate hops and will result in reduced 

energy consumption. 

As explained earlier, by increasing the number of nodes in 

the network, percentage of delivered messages also increases. 

Naturally, transmission of these additional messages 

consumes energy that increases the total energy consumption. 

However, in some cases it is possible that by 

increasing the number of nodes, total energy consumption 

decreases. The reason for this reduction in energy 

consumption is that the messages previously routed have 

possibility of using more intermediate hops due to the 

increased number of   nodes. Sometimes the reduction in 

energy consumption is of so considerable amount that 

even after compensating for the additional energy 

required for the transmission of additional messages, total 

energy consumption is less than that of the scenario when 

the number of nodes and messages were fewer. 

6. Conclusions 

In this paper, energy-aware scheduling problem is 

modeled as linear while keeping in consideration the 

phenomenon of interference. The proposed model is 

capable of determining the optimal route for each message 

by using parallel transmission and multi-hop routing. 

Therefore, scheduling provided by solving the proposed 

model can be used as a criterion for evaluating the quality 

of solutions provided by other methods and algorithms for 

the problem. But solving the model has high complexities 

in terms of runtime and memory resources. For this reason, 

in future we intend to solve this problem by using other 

existing method for combinational and optimization 

problems such as meta heuristic methods. 
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Abstract 
In the research presented here, the hand gesture recognition is considered in American Sign Language to propose a 

hybrid approach, which is now organized based on the integration of the mean shift (MS), and the motion information 

(MD), entitled MS-MD approach. This is in fact proposed to track and recognize the hand gesture, in an effective manner, 

along with the corresponding potential benchmarks. The investigated results are synchronously acquired in line with these 

well-known techniques in the area of object tracking to modify those obtained from the traditional ones. The MS scheme 

is capable of tracking the objects based on its detailed objects, so we have to specify ones, as long as the MD scheme is 

not realized. In the proposed approach, the advantages of two algorithms are efficiently used, in a synchronous manner, to 

outperform the hand tracking performance. In the first step, the MD scheme is applied to remove a number of parts 

without area motion, and subsequently the MS scheme is accurately realized to deal with hand tracking. Subsequently, the 

present approach is considered to eliminate the weakness of the traditional methods, which are only organized in 

association with the MS scheme. The results are all carried out on Boston-104 database, where the hand gesture is tracked, 

in a better form, with respect to the previous existing ones. 

 

Keywords: Hand Tracking; Motion Detection; Mean Shift; Hand Gesture Recognition; American Sign Language. 
 

 

1. Introduction 

Due to the fact that the recognition and tracking of 

hand gesture are so applicable in both academic and real 

environments, the new, constructive, impressive and 

efficient insights in this area can always be appreciated. It 

means that state-of-the-art in the area of object tracking 

with a focus on hand tracking is a challenging issue 

among the experts of the present field. It is known as a 

crucial and basic ingredient computer vision. Humans can 

simply recognize and track an object, in an immediate 

manner, even in the presence of high clutter, occlusion 

and non-linear variations in the background as well as in 

the shape, direction or even the size of the object. 

However, hand tracking can be taken into real 

consideration as a difficult task for an intelligence-based 

machine. Tracking for a machine can be defined to find 

the object states. It is included by position, scale, velocity, 

feature selecting and many other important parameters 

that are obtained through a series of images, so object 

tracking is processed, at each incoming frame, to obtain 

the weighting coefficients of the entire image. Therefore, 

it is necessary to specify the object that is recognized in 

the hand gesture tracking, while a specific one is 

considered, as the desired object. Many solutions are now 

proposed to deal with hands motion that they are all used 

some features of objects to be obtained such as colors, 

area motion, texture and so on. Firstly, their method 

converted color frames into gray level images, and then a  

kernel function is employed. Furthermore, weights of 

pixels are obtained for each frame. Their proposed 

method offers several advantages. For instance, it can be 

known, as a so resistant approach, against environmental 

difficulties such as partial occlusion, blurring via camera 

shaking, deformation of object position and any other 

sorts of translation. This is due to employing color 

information as feature vectors in the proposed technique. 

Literature’s survey in this area could now be presented 

by considering the work of Nguyen et al., at first, which 

propose tracking and recognition for facial expressions in 

American Sign Language; ASL. This work describes 

towards recognizing facial expressions that are used in 

sign language communication [1]. Munib et al. suggest 

the recognition based Hough transform and neural 

networks. The outcome investigated in this research aims 

to develop a system for automatic translation of static 

gestures regarding the alphabets and signs [2]. Coleca et 

al. describes self-organizing maps for hand and full body 

tracking [3], where Lee et al. present hand rotation and 

various grasping gestures tracking from the IR camera via 

extended cylindrical manifold embedding [4]. Moreover, 

Morshidi et al. suggest hand tracking through gravity 

optimized particle filter [5], while Huang et al. research is 

given in kinematic property of object motion conditions 

and eye-hand synergy during manual tracking [6]. Also, 

http://www.sciencedirect.com/science/article/pii/S0957417405003040
http://www.sciencedirect.com/science/article/pii/S0957417405003040
http://www.sciencedirect.com/science/article/pii/S0031320313002872
http://www.sciencedirect.com/science/article/pii/S016794571300064X
http://www.sciencedirect.com/science/article/pii/S016794571300064X
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there is another novel research, presented by Inoue et al. 

[7], while robust surface tracking in range image 

sequences is investigated by Husain et al. [8]. Moreover,  

electronics control is proposed by Premaratne et al. 

This work is based on the well-known wave controller 

technology [9]. Hereinafter, Ge et al. research is in hand 

gesture recognition and tracking via the distributed linear 

embedding [10], once González-Ortega work is to realize 

real-time hands, facial features detection and tracking 

with its application to cognitive rehabilitation tests 

monitoring [11]. Cui et al. propose model-based visual 

hand posture tracking for guiding a dexterous robotic 

hand [12], while Kodagoda et al. present simultaneous 

tracking and motion pattern learning [13]. Moreover, 

Guazzini et al. research is to present cognitive dissonance 

and social influence effects on preference judgments for 

eye tracking based system for their automatic assessment, 

as another work in this area [14]. Kılıboz et al. present a 

hand gesture recognition technique for human–computer 

interaction [15], where Li et al. propose feature learning 

based on SAE–PCA network for human gesture 

recognition in RGBD images [16]. Rautaray et al. suggest 

vision based hand gesture recognition for human 

computer interaction [17], while K. Li et al. exploit object 

tracking method based on mean shift and particle filter 

[18]. Zhang et al. introduce real-time hand gesture 

tracking based on particle filtering [19], where Hsia et al. 

present moving target tracking based on camshaft 

approach [20]. Shan et al. discuss real-time hand tracking 

through a mean shift embedded particle filter [21]. Finally, 

Jacob et al. exploit context-based hand gesture 

recognition for the operating room [22], where Kong et al. 

focus on independent continuous sign language 

recognition, as well [23]. 

The key goal of the approach proposed here is to 

present a tracking system to be applicable in the area of 

American Sign Language with acceptable accuracy and 

the appropriate time consumed, where the outcomes could 

be competitive with respect to the potential benchmark. 

Moreover, the bottlenecks of the present approach are that 

the limitations in choosing the objects to be tracked, the 

appropriate thresholds to be initialized and finally the 

hardware performance are existed.  

The rest of the present manuscript is organized as 

follows: in Section 2, the proposed approach is presented. 

The experiments and results are shown in Section 3 and 

finally Section 4 draws the conclusions. 

2. The Proposed Approach 

The proposed approach, as an integration of two well-

known algorithms including the mean shift (MS) scheme 

and the motion detection (MD) scheme is now presented, 

as a hybrid hand gesture tracking, which is working in the 

presence of occlusion problem, as soon as hand may be 

put on the face, especially. In this approach, the hand 

model is first determined by an authorized user, as a main 

tracking object, in the first frame. Then, motion range is 

obtained via the MD scheme to eliminate the move less 

parts, so having the less pixels results in minimum time 

for hand tracking. Hand color feature is extracted from 

this specific space by the MS scheme and a number of 

pixels are determined in the same space. Subsequently, 

pixels that having less intensity as compared to the hand 

color could be eliminated. Remained pixels are weighted 

in accordance with the distance from the hand center and, 

in the next frames, the pixels weight of the same hand 

center are tracked by the MS scheme. The schematic 

diagram of the proposed approach is sketched in Fig. 1.  

Regarding the present approach, it should be noted 

that the main contribution of this research is to realize a 

new hybrid of the well-known MS scheme in association 

with the MD scheme, as long as its application is efficient 

in the specific application of object tracking. Furthermore, 

it is needed to note that the performance of this algorithm 

depends on predefined thresholds. It means that the 

appropriate value for this parameter needs to be first 

initiated, in its correct form, prior to running the program 

in the present research. It should be noted that the number 

of identified objects may correspondingly be increased, 

while the value of this parameter is initiated lower than its 

nominal one. Subsequently, by choosing the same 

parameter higher than its nominal one, the number of 

identified objects may correspondingly be decreased. In 

both cases, the approach performance may be poor by 

reaching object tracking errors. In fact, the contribution of 

the present research has to be twofold. First of all, the 

main approach of the research is recently considered in 

the area of paper’s topic. Second, the results are somehow 

competitive w. r. t. the other related potential ones, as 

considered in the proceeding subsections. 

2.1 The MD Scheme Realization 

The MD scheme is a well-known approach in the area 

of object tracking, which is in fact faster with respect to 

the MS scheme-based tracker. Also, the present MD 

scheme is the simplest way in case of the three tasks 

including detection, estimation and segmentation, 

respectively. It should be noted that its goal is to identify 

which image points, or more generally which regions of 

the image have moved between two instants of time. The 

MD scheme is realized to compare the current frame with 

the previous one. The results are useful in video 

compression, as long as it is needed to estimate changes 

and to write these changes instead of frames. This 

algorithm presents an image with white pixels (motion 

level) in the place, where the current frame is different 

from the previous one. It is already possible to count these 

pixels and if the amount of these pixels may be greater 

than a predefined threshold level, this is produced as a 

motion event. The motion detection is calculated though  

http://www.sciencedirect.com/science/article/pii/S1051200414002863
http://www.sciencedirect.com/science/article/pii/S1051200414002863
http://www.sciencedirect.com/science/article/pii/S0262885608000693
http://www.sciencedirect.com/science/article/pii/S0262885608000693
http://www.sciencedirect.com/science/article/pii/S0262885608000693
http://www.sciencedirect.com/science/article/pii/S1084804510000226
http://www.sciencedirect.com/science/article/pii/S1084804510000226
http://www.sciencedirect.com/science/article/pii/S1084804510000226
http://www.sciencedirect.com/science/article/pii/S0030401804002366
http://www.sciencedirect.com/science/article/pii/S0030401804002366
http://www.sciencedirect.com/science/article/pii/S0030401804002366
http://www.sciencedirect.com/science/article/pii/S0957417414002991
http://www.sciencedirect.com/science/article/pii/S0957417414002991
http://www.sciencedirect.com/science/article/pii/S1071581914001062
http://www.sciencedirect.com/science/article/pii/S1071581914001062
http://www.sciencedirect.com/science/article/pii/S1071581914001062
http://www.sciencedirect.com/science/article/pii/S104732031500022X
http://www.sciencedirect.com/science/article/pii/S0167865513002225
http://www.sciencedirect.com/science/article/pii/S0031320313003865
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Fig.1. The schematic of the proposed approach. 

the distance in the luminance space between the 

current image   ( ) and the last aligned image  ̂   ( )  by 

obtaining the difference image    ( ), defined as 
 

   ( )  {
           |  ( )   ̂   ( )|    

                                  
 (1) 

 

where           corresponds to a factor of 

incrementing in the motion and    corresponds to a 

motion threshold.    ( ) contains the initial set of points 

that are taken as a candidate to be belonged to the moving 

visual object. In order to consolidate the blobs to be 

detected, a     morphological closing is applied to 

   ( ). Isolated detected moving pixels are discarded, 

when applying to a     morphological opening. The 

representation of the motion history image    ( )  is 

then updated by multiplying the last motion history 

representation      ( )  with a decay factor and by 

adding the difference image    ( ), where it could be 

written as    ( )       ( )                  ( ). 
Finally, all pixels of    ( ), whose luminance is over 

the MD scheme threshold are considered as pixels in 

motion. These pixels generate the detection image 

   ( ), defined as 
 

   ( )  {
     ( )    
                    

   (2) 

 

A     morphological closing is now applied to the 

detection image    ( )  followed by a     

morphological opening. 

2.2 The MS Scheme Realization 

2.2.1 Target Representation 

The MS scheme is realized to characterize the object, 

at first, while a feature space needs to be chosen. The 

reference object model is represented by its pdf   in the 

feature space. In the subsequent frame, an object 

candidate must be defined in location    and is 

characterized by the pdf  ̂( ) . Both pdfs are to be 

estimated from the data. To satisfy the low computational 

cost, it is imposed by real-time processing discrete 

densities, i.e.,   -bin histograms. Thus, there are the 

object model and its candidate as      
 

{

 ̂  * ̂ +           ∑  ̂ 
 
     

 ̂  * ̂ ( )+           ∑  ̂ 
 
           

  (3) 

 

Now, the histogram is not the best nonparametric 

density estimation, but it suffices for our purposes. Other 

discrete density estimation can also be employed, where it 

denotes by  ̂   , ̂( )  ̂-as a similarity function between 

 ̂( ) and  ̂. The function  ̂( ) plays the important role of 

likelihood and its local maximum in the image indicating 

the presence of objects in the second frame that having 

representations, which are similar to  ̂, defined in the first 

frame. To find the maximum of such functions, gradient-

based optimization procedures are difficult to apply and 

only an expensive exhaustive search can be used. We 

regularize the similarity function by masking the objects 

with an isotropic kernel in the spatial domain. As long as 

the kernel weights, carrying continuous spatial 

information, are used in defining the feature space 

representations,  ̂( ) becomes a smooth function in  . 

2.2.2 Target Model 

An object is represented by an ellipsoidal or 

rectangular region in the image. To eliminate the 

influence of different object dimensions, all the objects 

are first normalized to be taken in a unit circle. This is 

achieved by independently rescaling with the row and 

column dimensions along with    and   , respectively. 

Let us note *  
 +          as the normalized pixel locations 

in the region, namely the object model. The region is 

centered at zero. An isotropic kernel, with a convex and 

monotonic decreasing kernel profile  ( )  assigns smaller 

weights to pixels, which are farther from the center. The 

function      *       + associates to be the pixel at 

location   
  and also the index  (  

 )  of its bin in the 

quantized feature space. The probability of the feature 

          in the object model is then calculated as 

 ̂   ∑  (‖  
 ‖ ) , (  

 )   - 
   , where  ( ) is the  

Kronecker delta function. The normalization constant 

  
 

∑  (‖  
 ‖
 
) 

   

is derived by imposing the condition 

∑  ̂ 
 
     , where the summation of delta functions for 

          is equal to be one. 

2.2.3 Target Candidates 

Let us note *  +           as the normalized pixel 

locations of the object candidate, centered at    in the 

current frame. Using the same kernel profile  ( ), with 

bandwidth  , the probability of the feature           

in the object candidate could be given by  ̂ ( )  

  ∑  (‖
    

 
‖
 

) , (  )   -
  
      (4) 
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where   
 

∑  (‖
    
 
‖
 
)

  
   

 is taken. Note that    cannot 

depend on  , as long as the pixel locations     are organized 

in a regular lattice and   is taken as one of the lattice nodes. 

Therefore,    can be recalculated for a given kernel and 

different values of      while the bandwidth   defines the 

scale of the object candidate, i.e., the number of pixels, 

considered in the localization process. 

2.2.4 Similarity Function Smoothness 

The similarity function inherits the properties of the 

kernel profile  ( ), while the object model and candidate 

are represented. The employed object representations are 

not restricting the way, which similarity is measured and 

various functions can be used for  .  

2.2.5 Metric based on Bhattacharyya Coefficient 

The similarity function illustrates a distance among 

object model and its candidates. To accommodate 

comparisons in the various objects, this should have a 

metric structure. The distance between two discrete 

distributions is now given by  ( )  √   , ̂( )  ̂- 

where  ̂( )   , ̂( )  ̂-  ∑ √ ̂( ) ̂ 
    is taken. It 

could be noted that the cosine of the angle between the m-

dimensional unit vectors (√ ̂  √ ̂     √ ̂ )
  and also 

(√ ̂  √ ̂     √ ̂ )
  are given. Note that the    

histogram metrics including histogram intersection cannot 

satisfy the conditions ∑  ̂ 
 
      and∑  ̂ 

 
     . 

2.2.6 Target Localization 

In order to find the location, corresponding to the 

object, in the current frame, the distance should be 

minimized as a function of  . The localization procedure 

starts from the position of the object in the previous frame, 

i.e. the model and by searching in the neighborhood. 

Since the distance function is smooth, the procedure uses 

gradient information, provided by the MS scheme vector. 

More involved optimizations can be applied. Color 

information could be chosen as the object feature; 

however, the same framework may be used for texture 

and edges or any combination of them. In the sequel, it is 

assumed that the following information is available, i.e. (1) 

detection and localization in the initial frame of the 

objects to track (object models); (2) periodic analysis of 

each object to account for possible updates in case of the 

object models, due to significant changes in color. 

2.2.7 Distance Minimization 

Minimizing the distance is equivalent to maximize the 

Bhattacharyya coefficient  ̂( ). It should be noted that the 

search for the new object location, in the current frame, 

starts at the location  ̂  of the object in the previous frame. 

It is obvious that the probabilities * ̂ ( ̂ )+          of the 

object candidate at location  ̂   in the current frame, need 

to be computed, firstly. Using Taylor expansion around 

the values  ̂ ( ̂ ) , the linear approximation of the 

Bhattacharyya coefficient could be acquired after some 

manipulations as 
 

 , ̂( )  ̂-  
 

 
∑

 ̂ 

 ̂ ( ̂ )
 
    

 

 
∑ √ ̂ ( ̂ ) ̂ 
 
    (5) 

 

The approximation is satisfactory, as long as the 

object candidate * ̂ ( ̂ )+          cannot change, 

drastically, from the initial * ̂ ( ̂ )+         . The 

condition  ̂ ( ̂ )    or some small threshold for all 

          can always be enforced to avoid using the 

feature values in violation. Recalling the outcomes could 

be used in 
 

 , ̂( )  ̂-  
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∑ √ ̂ ( ̂ ) ̂ 
 
    

      (6) 

where    ∑ √
 ̂ 

 ̂ ( ̂ )
 , (  )   -

 
   . The mode of 

this density in the local neighborhood is the sought 

maximum which can be found by employing the MS 

scheme. In this procedure, the kernel is recursively moved 

from the current location  ̂  to the new location  ̂  in 

accordance with the following relation 
 

 ̂  
∑       
  
   (‖

 ̂    
 

‖
 

∑     
  
   (‖

 ̂    
 

‖
     (7) 

 

Here,  ( )     ( )  is taken as the derivative of 

 ( ) for all   ,   ), except for a finite set of points. 

The complete object localization algorithm is now 

presented in the proceeding steps: (1) Present the object 

model * ̂ +          and its location  ̂  in the previous 

frame, (2) Initialize the location of the object in the 

current frame with  ̂ , compute * ̂ ( ̂ )+         , and 

finally evaluate   , ̂(  )  ̂-  
 

 
∑ √ ̂ ( ̂ ) ̂ 
 
   . (3) 

Derive the weights *  +          , (4) Find the next 

location of the object candidate, (5) Compute 

 ̂ ( ̂ )          and 

evaluate   , ̂(  )  ̂-  
 

 
∑ √ ̂ ( ̂ ) ̂ 
 
   , (6) While 

 , ̂(  )  ̂-   , ̂(  )  ̂-  is satisfied, there is  ̂  
 

 
( ̂   ̂ )  toevaluate   , ̂(  )  ̂- , (7) If ‖ ̂   ̂ ‖  

 stop processing, otherwise  ̂   ̂ is taken and go to 

step (3). 

2.2.8 Implementation of the Algorithm 

Implementation of the proposed tracking algorithm 

can be much simpler than the presented above. The 

stopping criterion threshold is initiated, which is derived 

by constraining the vectors  ̂  and  ̂  to be within the 

same pixel, in the original image coordinates. A lower 

threshold may induce sub pixel accuracy. From real-time 

constraints, i.e., the traditional CPU performance in time, 

the number of the MS scheme iterations is bounded 

to    , typically, taken to be 20. In practice, the average 

number of iterations is much smaller, about 4. The role of 

step 5 is only to avoid potential numerical problems in the 

MS scheme based maximization. These problems can 

appear due to the linear approximation of the 

Bhattacharyya coefficient.  
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However, a large set of experiments in tracking the 

different objects in lengthy periods of time has shown that 

the Bhattacharyya coefficients are calculated at the new 

location  ̂ , failed to increase only 0.1% of the cases. 

Therefore, the Step 5 is not used in practice, and as a 

result, there is no need to evaluate the Bhattacharyya 

coefficient in Steps 1 and 4. In the practical algorithm, the 

weights in Step 2 are iterated, deriving the new location in 

Step 3, and testing the size of the kernel shift in Step 6. 

The Bhattacharyya coefficient is resulted only after 

completing the algorithm to evaluate the similarity 

between the object model and its chosen candidate. The 

kernels with Epanechnikov profile is described as 
 

 ( )  {
 

 
  
  (   )(   )      

                                  
  (8) 

 

In this case, the derivative of the profile  ( )  is 

constant and the result reduces to  ̂  
∑      
  
   

∑    
  
   

 , i.e. a 

simple weighted average. The maximum of the 

Bhattacharyya coefficient can also be interpreted, as a 

matched filtering procedure. The MS scheme procedure 

finds the local maximum of the scalar field of correlation 

coefficients; due to the use of kernels. 

3. The Experiments and Results 

The proposed approach performance is now 

considered through a sequence of different images. At 

first, the whole of experiments regarding the approach 

presented here have been entirely implemented via 2013 

MATLAB programming language. In one such case, the 

proposed approach is implemented on a 1.6GHz T2050 

under 1GB of RAM, while the frame dimensions are first 

taken as 466×654 pixels. 

In this case, the inputs and the related outputs 

regarding the present simulation, in its application point 

of view, are simply related to the number of objects to be 

chosen and also the number of the same objects to be 

correspondingly tracked, respectively. Moreover, in the 

algorithm point of view, the inputs are taken as target 

model and target candidates, as long as the outputs are 

taken as the outcomes regarding the similarity function 

smoothness through Bhattacharyya coefficient and target 

localization, as well. Figure 2 depicts the hand tracking in 

the usual image through realizing the MS scheme. Here, 

four frames including 21, 38, 45 and finally 76 regarding 

a total of 100 frames have been illustrated. In this case, 

hand movements are slow and also its resolutions and the 

corresponding image qualities are somehow acceptable. 

As is seen, this algorithm could not track the right hand, 

as an object, properly, in all the simulation time. 

 

 

  
  

  

Fig. 2. The hand tracking in a sequence of images though the MS 

scheme algorithm. 

Figure 3 shows the hand tracking in a sequence of 

usual images through the MD scheme. According to the 

results, this algorithm could not track just right hand, as 

an object, accurately. As is obvious, in a number of 

frames, the face and the left hand have been chosen, as an 

object. Figure 4 shows the hand tracking, in a sequence of 

usual images, through the PF scheme tracking the hand 

but needed lengthy processing time. 

Figure 5 illustrates the hand tracking, in the usual 

image, though the integration of the MD scheme and the 

MS scheme, as the proposed approach. This one could 

track just right hand, as an object, in an accurate manner, 

w. r. t. the mentioned algorithms. Moreover, Fig. 6 

illustrates the tracking error in the whole of three 

considered algorithms. In the MS scheme, object cannot 

be tracked in all frames because, after several frames, the 

occlusion happens and its error increases, as well. In the 

MD scheme, the error does not increase. Not only the 

right hand is tracked, but also all the moving things are 

tracked, as is clear to point out.  
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Fig. 3. The hand tracking in a sequence of images through the MD 

scheme algorithm. 

Finally, in the proposed combination approach; CMP, 

it can track the hand, so the corresponding errors of all the 

frames are negligible. Table 1 tabulates the details of the 

hand tracking in the present above-mentioned algorithms. 

In all ones, the tracking error has been obtained by 

subtracting the center of hand and its object.  
 

  
  

  

Fig. 4. The hand tracking in a sequence of images through the PF 

scheme algorithm 

  
  

  

Fig. 5. The hand tracking in a sequence of images through the proposed 

approach 

As is now considered, the processing time of the 

proposed approach is less than the MD scheme about half. 

Also, the mean position error in the MD scheme is more 

than the proposed approach. It is notable that the MS 

scheme cannot track the hand, continuously, and lose it in 

the middle of the way.  

In one such case, the Bhattacharyya coefficients 

regarding the experiments, presented in Fig. 5, are 

illustrated in Fig. 7. It is to evaluate the similarity 

between the object model and the chosen candidate. As 

are obvious, this figure indicates that the process of 

tracking of the chosen object is well behaved. In making 

an effort to make in considering the effectiveness of the 

approach proposed here, Fig. 8 is presented in comparison 

with the MS scheme in the present complicated images 

sequence. The resolution and its quality regarding the 

images in this figure are not so desirable and also the 

processed images are noisy and blurring.  
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Fig. 6. The tracking error in three algorithms: the MS scheme (red), the 

MD scheme (dash), the proposed combination (yellow). 

And hand movements are faster than the old ones, but, 

as is seen, this could track the hand, as an object, 

efficiently. These images have been taken from the forum 

Iran’s site, although the old pictures are related to the 

main database, i.e. RWTH-BOSTON-104. 

In order to evaluate and compare the proposed 

approach with a number of conventional methods, a 

number of tracking techniques including the MD scheme, 

the MS scheme, the PF scheme and finally the integration 

of the PF scheme along with the MS scheme are all 

presented in Table 1 [20]-[22].  

Concerning the proposed approach, the integration of 

the MS scheme along with the MD scheme is realized to 

be applicable to remove fixed parts. It aims us to be able 

to track the hand, accurately and efficiently, after 

choosing the target. Moreover, regarding the specification 

of the PF scheme, a number of pixels need to be 

processed, in its lengthy processing time, for each one of 

incoming frames to realize a tracking system. Hereinafter, 

regarding the specification of the MS scheme, it is noted 

that the speed of the present tracking system run time is 

higher than the mentioned algorithm. 
 

 

Fig. 7. The Bhattacharyya coefficients in the experiments regarding Fig. 6. 

In fact, there are some potential approaches to be 

considered as comparable methods, while the integration 

of the PF scheme along with the MS scheme is one of the 

hybrid solutions, presented.  

Now, as considered, both speed of processing time 

and the tracking accuracy are better than others. Moreover, 

it should be noted that, the proposed approach has lower 

complexity, compared to the same conventional tracking 

methods. Moreover, to consider the effectiveness of the 

approach proposed w. r. t. the potential benchmarks in 

this area, at first, four of them are chosen to be analyzed 

with respect to state-of-the-art. It is apparent that with a 

focus on the whole of methodologies, investigated in the 

benchmarks, as well as the potential results, illustrated in 

[20], the topic of the present research can be explained. It 

should be noted that the aforementioned reference is a 

deep collection of the approaches that are directly related 

to the proposed research topic that is published, in recent 

year. It aims us to see the new investigations in this field. 

With regard to the results illustrated there, at first, the 

idea of the proposed research can be of novelty and 

therefore its performance is then needed to consider, 

carefully. It means that the overall performance of the 

approach proposed here is to be resulted by considering  
 

   

   

Fig. 8. The comparison between the MS scheme and the proposed 

approach in a sequence of the complicated images. 

processing time, the accuracy criteria and also the type 

of environments that were experimentally processed. 

Table 1. The comparable outcomes of the proposed approach along with 

four related tracking schemes. 

Mean position 

error (pixels) 

Mean time 

per frame (msec.) 

Needed 

pixels 
Algorithms  

8 2.5 variable 
The MD 

scheme 
1 

10 1.0 20 
The MS 

scheme 
2 

8 3.5 150 
The PF 

scheme 
3 

7 2.5 50 
The PF+MS 

scheme 
4 

5 1.8 20 
The proposed 

approach 
5 
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Now, the definition of the basic concept for the 

accuracy criteria ( ), and its tracking errors ( ), are now 

given, respectively, by Eq. (9) 
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
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











pp

p

PP

p

FNTP

TP

FNTP

TP





    (9) 
 

Here     is taken as the objects in the frames that 

have correctly verified, while    ̅̅ ̅̅ ̅ is taken as the objects 

in the frames that have mistakenly verified. And finally 

        is the total of entities in the frames that have 

considered in the process of surveying, as well. 

With this purpose, the performance results of the four 

potential benchmarks along with the proposed approach 

are now tabulated in Table 2. Now, with regard to the 

present outcomes, it is wise to note that the superior 

results with respect to the accuracy outcomes are directly 

related to the Li’s experiments, while the tracking 

performances of the proposed approach and the Jacob's 

experiments are located in the second ranking position. 

The performance of the Kong’s experiments and the 

Kiliboz’s experiments are in the third and the forth 

ranking positions, respectively. Of course, another 

heuristic factor aims us to finalize the present comparison 

process. It is also considered to illustrate the complication 

of the environments that are experimentally processed. It 

means that the percentage of a very complicated frame is 

now scored as 100, while other related frames are 

correspondingly scored below versus this percentage 

value in order. This is obvious that the more score 

happens; the more environmental complexity acquires, in 

the corresponding matter. Now, by considering the whole 

of factors in one such case, in a careful manner, it is clear 

to note that the superiority of the proposed approach 

could somehow be verified in the present cases with 

respect to other related benchmarks. In making an effort 

to be realized, in the same way, the processing time 

regarding the approach presented here in comparison with 

the whole of mentioned benchmarks are considered. The 

results in one such case are coherently related to the 

hardware and the corresponding software performances. 

Due to the fact that the potential benchmarks are appeared, 

in recent years, it can be supposed to take the proposed 

approach hardware specification to be the same as other 

related ones and therefore the comparisons can be 

somehow meaningful. In this way, the average processing 

time consumed per each frame is illustrated in Fig. 9 (in 

msec.). The present frames processing time is only 

reported in the Kiliboz’s benchmark as 1500 msec. in the 

about 750 successful processed frames, while this factor 

in the proposed approach is about 2 msec. The outcomes 

regarding the time consumed indicate that the frames 

processing time is somehow competitive w. r. t. the 

corresponding one. 

4. Conclusions 

A hybrid MS-MD approach has been now investigated 

in the present research to organize an insight in the area of 

hand tracking in high robust performance in the presence 

of complicated images. The proposed approach uses color 

features, which can be obtained of the frames, while the 

MD scheme is realized in partial. The present MD is in 

fact applied to remove points in association with  

the MS scheme to track the hand gesture. The 

approach proposed here is carried out to track different 

kind of hands, as the objects, in the real and complicated 

environments. As is obvious to us, the proposed approach 

can track the hand gesture that is somehow better than the 

traditional algorithms, in general. Furthermore, this is in 

line with some other potential algorithms, realized in the 

area of object tracking, such as dynamic programming 

tracking, which is now desirable in real-time domains. 

Due to the fact that using the MS-MD scheme is 

somehow efficient and applicable, the less computation is 

coherently needed to track the object and it is faster than 

other corresponding algorithms, as it is two times faster 

than the dynamic programming tracking in the same 

hardware performance. In addition, less memory is 

needed to track the object and therefore the outcomes can 

be useful to implement in some practical environments. 

Table 2. The accuracy criteria;  , the tracking error;  , and the frame 

complication;  , considering the benchmarks  as well as the proposed 

approach. 

  %
 %  

%
 

1 The Kılıboz’sexperiments [15] 73.0 27.0 80 

2 The Li’s experiments [16] 99.0 1.0 80 

3 The Jacob’s experiments [22] 92.3 7.7 90 

4 The Kong’s experiments [23] 89.9 10.1 100 

5 The proposed approach  90.4 9.6 90 
 

 

Fig. 9.The average time consumed per each frame (msec.). 
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