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Abstract 
A dual stage system architecture for face detection based on skin tone detection and Viola and Jones face detection structure 

is presented in this paper. The proposed architecture able to track down human faces in the image with high accuracy within 

time constrain. A non-linear transformation technique is introduced in the first stage to reduce the false alarms in second 

stage. Moreover, in the second stage pipe line technique is used to improve overall throughput of the system. The proposed 

system design is based on Xilinx’s Virtex FPGA chip and Texas Instruments DSP processor. The dual port BRAM memory 

in FPGA chip and EMIF (External Memory Interface) of DSP processor are used as interface between FPGA and DSP 

processor. The proposed system exploits advantages of both the computational elements (FPGA and DSP) and the system 

level pipelining to achieve real time performance.   The present system implementation focuses on high accurate and high 

speed face detection and this system evaluated using standard BAO image database, which include images with different 

poses, orientations, occlusions and illumination.   The proposed system  attained 16.53 FPS frame rate  for the input image 

spatial resolution of 640X480, which is 23.4 times faster detection of faces compared to MATLAB implementation and 

12.14 times faster than DSP implementation and 2.1 times faster than FPGA implementation.  

 

Keywords: Face detection; Heterogeneous System; FPGA; DSP. 

1- Introduction 

The image processing algorithms with real time 

performance and high accuracy are idly used in diversified 

fields such as surveillance, surface quality inspection, 

Robotic vision, Assistive technology etc. [1]. The human 

face detection is one of the popular research areas in the 

field of image processing. These algorithms are used in 

many applications like facial recognition in security 

systems, human computer Interaction (HCI) and so on. In 

the past, many researchers proposed face detection 

algorithms, which are computationally simple, but not 

efficient. However, in the recent past, researchers 

proposed highly efficient methods, but demanding high 

computational power. Development of such a 

computational system becomes a challenging task. 

In recent years, revolutionary advancements in 

computational platform after merge of high performance 

Digital Signal Processors (DSPs), Graphics Processing 

Units(GPUs), Application Specific Instruction set 

Processors (ASIPs) and Field Programmable Gate Array 

(FPGA) Chips. Each computing elements has its own 

advantages that make it used in associated application. 

Many researcher developed by hardware platforms based 

on single computing element to track the human faces in 

image. 

Yang, et al.  [2] Proposed face detection system based on 

DSP Processor, Patrick, et al. [1] developed DSP based 

hardware to compress video frames for wireless  

transmission, In [3] Nguyen et. al.  implemented an 

optimized algorithm for video segmentation on DSP 

platform, Arya, et al.  [4] proposed face detection(using 

RTC colour model) system based on Quartus II FPFA, 

Fekih, et al. ) [5]presented new hardware architecture for 

face detection based on Zynq-7000 SoC, in which ueses 

ARM CPU and FPGA as computational elements, Leung, 

et al.  [6] proposed a FPGA platform to extract facial 

features from images for facial recognition and results 
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proved that detection rate and the performance are sig-

nificantly high compared to Desktop implementation and 

Karnewar, et al. [7] proposed GPU based image 

processing platform to process geospatial images (CUDA 

application). 

The state of the art Face detection algorithms are 

demanding a very high computing performance, which is 

very hard to achieve with single and homogeneous 

computing elements. One recent approach to meet this 

performance demand is to use heterogeneous systems 

formed by interconnecting a no of heterogeneous 

computing elements to build a huge computational 

platforms. These platforms are widely used in performance 

intense applications such as image processing and Medical 

instrumentation etc. Simple heterogeneous system 

architecture is presented in Fig.  1. 

 

Fig.  1 Simple Heterogeneous structure (example) 

In this paper, a new custom heterogeneous face detection 

platform based FPGA and DSP is proposed. The 

advantage of this system lies in its two stage systems level 

pipelining, which is used to attain practical performance. 

The paper is organized as follows: Section 2 introduces 

various Heterogeneous platforms proposed by the 

researchers. Section 3 describes about Proposed 

Heterogeneous platform architecture. In Section 4, the 

overview of face detection algorithm is presented. Section 

5 deals with implementation of face detection algorithm on 

FPGA and DSP Processor. Section 6 provides 

experimental results and comparison with previous works. 

Section 7 presents conclusion remarks. 

 

2- Allied Work 

Considerable research is going on, in the past one and half 

decade to design and development of Heterogeneous 

system for real time image processing. Batlle, et al.  [8]. 

Proposed a high performance image processing system 

architecture based on FPGA chip and DSP processor. This 

system consists of array of DSP processor and the FPGA. 

The FPGA is used to interconnect these processors.     

Liu, et al.  [9] proposed multi core GPPs and one GPU 

(Graphic Processing unit) based heterogeneous platform to 

tracking human faces in images. The face tracking cannot 

stable with single information of the face, due to occlusion 

and illumination problems. Three dissimilar information, 

wavelet feature, colour histogram and edge orientation 

histogram are combined to significantly improve the face 

tracking performance[28][29]. 

Guo et al. [10] implemented video image correlation 

algorithm on DSP and FPGA based platform and also 

multimedia processing algorithms on proposed platform. 

This system is based on DSP (Multimedia) and FPGA chip. 

The functions video and audio gathering are implemented 

on DSP and the FPGA chip is responsible for VGA 

display, control logic etc. 

Wei et al. [11] designed and developed Image processing 

platform rely on three DSPs and one FPGAs to attain real 

performance. The EMIF of DSPs is used as to interface 

DSPs and FPGA to built heterogeneous platform. In the 

proposed architecture DSPs are used to process core 

multimedia and FPGA controls data flow in the system. 

This system exhibits high processing power at a cost of 

complexity.  

3- System Architecture and Overview 

This section deals with architecture of proposed system, 

External Memory Interface (EMIF) of DSP processor and 

Interface design 

3-1- Hardware Architecture  

The proposed system architecture for face detection 

implemented using with Xilinx’s Virtex 4VSX35 FPGA 

and Texas Instruments DSP TMS320DM642 is shown in 

Fig.  2. In the first stage, Xilinx’s Virtex 4VSX35 FPGA is 

used to implement hardware architecture of skin tone 

detector and two BRAMs to store the image data before 

and after skin tone detection. There is a large Block RAM 

resource (3,456KB) in Virtex 4VSX35 FPGA, which is 

adequate to implement BRAM. This FPGA also offers 18 

x 18, two’s complement, signed Multiplier and automatic 

programmable FIFO logic along with other advanced 

features [Xilinx 4VSX35 Data Sheet, 2010, p.3]. Fig.  2 Block diagram proposed face detection system 
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zIn the second stage, Texas Instruments (TI) 

TMS320DM642 is used as a computing element to 

implement Viola and Jones face detection algorithm and to 

set up other modules. This processor is a fixed point, high 

performance digital media processor and delivers the 

performance up to 5760 MIPS at a clock frequency of 

720MHz. The TMS320DM642 provides EMIF 

(External/Memory Interface) services, which allows the 

external memory controllers connects to processors.  

[TMS320DM642 Technical Overview, 2017, p. 30][14]. 

The EMIF of TMS320DM642 are used to provide interface 

between the FPGA platform and DSP platform. The 

MTYPE (Memory Type) field of the CE3 space control 

register of TMS320DM642 is configured as an asynchron-

ous RAM interface and 32 bit image data. 

3-2- EMIF Overview  

The External Memory Interface (EMIF) of 

TMS320DM642 supports interfaces to many external 

peripherals such as Asynchronous devices (example 

SRAM, and FIFOs) and Synchronous DRAM (SDRAM). 

The EMIF can be used as EMIFA supports data bus width 

64 or 32 bits and EMIFB supports 16 bits. The signals of 

EMIFA are presented in Fig.  3 

 

Fig.  3 Signal description of EMIFA 

To configure EMIF according to requirement, some 

registers must be set with the required values. The TI 

TMS320DM642 memory address space is used to 

configure various interfaces of EMIF. The base address for 

EMIFA and EMIFB are 0x0180_0000 and 0x01A8_0000 

respectively. The 4 bit CE control Registers CECTL 

corresponds to the four memory spaces of EMIF. The 

MTYPE is key filed in the CECTL register, which defines 

the type of memory interfacing to corresponding memory 

space. 

3-3- Interface Design 

There are two ways to interface FPGA to DSP, one way is 

to use dual port BRAM, and other one is FIFO. In this 

design, dual port synchronous BRAM used to interface 

with ports of EMIF 

This interface utilizes the Virtex -4 IOB, which is 

configured as simple input and tri-state buffer. This 

memory based interface between FPGA and DSP 

significantly reduce the interface logic to obtain maximum 

image data throughput. The EMIF of TMS320DM642 uses 

the memory configured in FPGA as a memory system with 

32 bit data word length and 31kb memory depth for image 

size of 640X480. The Virtex 4 Device offers a large 

number of Block RAMs with size of 18Kb. However, 

these blocks can be interconnected to build wider and 

deeper memory systems. The 18Kb BRAM is a dual port 

RAM with 18Kb memory space and two ports A and B are 

completely independent. Data can be written and read on 

both ports simultaneously and each port has its own data 

lines, address lines and control lines (See Fig.  4). 

This interface uses BRAM as a memory and FPGA I/O 

pins as a physical connection between EMIF of DSP and 

FPGA. To implement 32kb X 32 bit dual port BRAM (see 

Fig.  4), a set of 8 BRAMs blocks are configured as a 32 

bit wide and 32KB deep True dual port RAM memory. 

Port A is used as the access port for EMIF of DSP and 

Port B configured to act as contact port for FPGA.  

 
 

Fig.  4 18KB BRAM in Vertex 4 Device 

4- Face Detection Theory & Algorithm 

A hybrid face detection algorithm based on skin tone 

detection and Viola and Jones face detection structure 

implemented on Heterogeneous platform, which is on 

discussed in the previous section. 

Face Detection Overview 

In Recent days, Human face recognition plays critical role 

in the automation of various processes in this 

technologically advanced world. The fundamental step in 
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the human face recognition algorithm is, to detect whether 

image consists of face or not. If detected, the region of the 

human face is estimated (see Fig.  5). The difficulty with 

face detection greatly related with pretence, the existence 

of structural items, Facial expressions, Image orientation, 

Occlusion etc. 

 

Fig.  5 Face Detection System 

The still image face detection algorithms broadly divided 

into four distinct methods. a. Knowledge based methods: 

In this methods human knowledge about the face and what 

a typical face consists are used to define a convention to 

obtain relation between facial features (Yang, et al. 1994).  

b. Feature invariant methods: in these methods various 

structural features such as colour, shape, texture and other 

local feature, which are invariant even with changes in 

illumination condition, pose and viewpoint are used to 

detect faces in images (Leung, et al.  1995; Dai and 

Nakano, 1996; McKenna, et al. 1998; Kjeldsen and 

Kender, 1996). c. Template matching methods: un like 

other methods, in this various regular arrangements of 

human face collected and stored in the template database. 

These templates are used to correlate with input image to 

detect faces in the image (Craw, et al. 1992; Lanitis, et al. 

1995). d. Appearance based methods: these type of 

algorithms relies on the large image database, which 

comprise a huge range of human faces with numerous 

variations. Support Vector Machine (SVM) (Osuna and 

Girosi, 1997) and Neural Networks (Rowley, et  al. 1998) 

are the most commonly used techniques in this category 

4-1- Face detection Algorithm 

The proposed two stage face detection algorithm based on 

skin tone and Viola and Jones face detection structure is 

shown in Fig.  6. In the first stage, the input image, which 

is in the RGB colour model converted into YCrCb model 

and skin patches are segmented in the input image. The 

second stage, extract facial features from skin segmented 

image and detect faces in the image using Viola and Jones 

face detection algorithm. 

 

 

Fig.  6 Face Detection Algorithms 

4-1-1 RGB to YCrCb Colour Model Conversion 

Colour model is a mathematical representation of colour in 

terms of three or four components. The different colour 

models are used based on applications such as processing 

of digital image data, Display, transmission and TV 

broadcasting. There are several colour models are 

proposed and some most popular colour models are RGB, 

HSI, HSV, HSL, YIQ, YCrCb and YUV. 

RGB (Red Green Blue) Colour model is most commonly 

used colour model to represent digital images. In this any 

colour is represented by three primary colours Red, Green 

and Blue based on how much percentage taken from each 

component. The skin tone detection based on the RGB 

colour model not preferred   because of the high 

correlation between chrominance values and illumination 

value (Jones and Rehg, 2002) [12]. The normalized RGB 

can obtain from eq. [1-3]. 

 

R
r

R G B


 
                      (1) 

G
g

R G B


                       (2)               

B
b

R G B


 
           (3) 

In YCrCb colour model,  Y components represent the 

luminance information and Cr and Cb represent 

chrominance information of image pixels. This colour 

model is most commonly used model because luminance 

and chrominance components are highly independent. 

YCrCb value can be obtained from the RGB model 

according to eq. 4. 
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16 0.279 0.504 0.098

128 0.148 0.291 0.439

128 0.439 0.368 0.071

Y R

Cb G

Cr B

       
       

   
       
               

       (4) 

4-1-2 Skin Tone Detection 

Skin tone detection efficiency largely depends on choices 

of appropriate colour model and clustering of skin pixels 

in that colour model. We selected YCrCb colour model 

since it is seems identical space and also adopted in very 

popular video compression standers such MPEG and 

JPEG. Many researchers have reported that Cr and Cb val-

ues of skin pixel are uncorrelated with the Y value of the 

pixel. But, in practical, skin tone is nonlinearly depends on 

luma component. Some researchers demonstrated that 

detecting skin tone in CrCb and Cb/Y –Cr/Y sample 

subspace results in many false positives and false 

negatives respectively. Therefore, the Rein-Lien et al., 

(2002) proposed a nonlinear transformation of YCrCb in 

order to make the skin colour space independent of Luma 

component (eq 5-10). 

MeanCr = 142.53 - Y * 0.091                 Y<128

              = 66 + Y * 0.468              129 <= Y <188

              = 0                                            otherwise

 (5)  

MeanCb = 119.46 - Y * 0.091         Y<128

              = 68 + Y * 0.212           129 <= Y > 188

              = 0                                      otherw ise

 (6)  

    
WidthCr = 17.24 - Y * 0.172                 Y<128

              = 153.76 + Y * 0.611     129 <= Y > 188 

              = 0                                        otherwise

(7) 

    

WidthCb = 19.48 - Y * 0.21                   Y<128

                = 178.85 + Y * 0.70      129 <= Y > 188 

                = 0                                       otherwise     (8) 

 

TransCr = Cr             if 125<= Y <= 188               

38.76
             = * (188)Cr MeanCr MeanCr

WidthCr

 
  

 

(9) 

 

TransCb = Cb             if 125<= Y <= 188                    

38.76
             = * (188)Cr MeanCb MeanCb

WidthCb

 
  

      

(10) 

The transformed Chroma components [TransCr, TransCb] 

space that represent elliptical model is described by eq. 11-

12. 

cos sin

sin cos

x

y

transCb cK

transCr CL

 

 

    
           

       

(11) 

 

4-1-3 Face Detection using Adaboost 

The basic structure proposed by Viola and Jones [13] used 

to solve the face detection problem. In this framework, 

facial features have used instead of the pixel directly since 

feature based operations are much quicker than pixel based 

operations. Many researchers reported very detailed 

versions of this algorithm; hence we are presenting very 

little information about this method. This approach is 

based on Haar-like feature. Given a set of features and 

training based on face images and non-face images, 

adaboost algorithm can choose best single Haar-like 

feature which isolate face and non-face images and strong 

classifier are formed by combining weak classifiers. These 

strong classier are cascaded to detect faces in images.  The 

no of stages required for face detection depends on 

accuracy and speed requirement. In the learning stage, 

after each round, weights of images which were correctly 

judged by the preceding weak classifier are enhanced. 

 

5- Implementation  

The proposed heterogeneous system consists of FPGA and 

DSP processor. The skin tone detection algorithm 

implemented on FPGA and face detection algorithm on 

skin segmented image has been implemented on DSP 

Processor. The hardware connects of proposed system 

shown in Fig.  7. 

 

Fig.  7 Proposed System Architecture 

5-1- Implementation of Skin Tone Detection 

The proposed skin tone detection algorithm has been 

implemented on Xilinx’s Virtex 4VSX35 FPGA. The 

input image loaded into Block RAM of FPGA and a block 

RAM controller realized to read the Block RAMs.  

The transformed   Chroma values  transCr and TransCb 

are used to find out skin score each pixel as shown in Fig.  

8. After processing, skin segmented image loaded into 

dual port RAM, which is later read by Texas Instruments 

(TI) TMS320DM642 DSP processor using EMIF to detect 

human faces in skin segmented image. 
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Fig.  8 Skin Tone Detection Hardware flow 

5-2- DSP Implementation of Face Detection 

We have chosen TMS320DM642 DSP platform to 

implement face detection algorithm, which offers a low 

cost solution for high performance requirements and it 

offers speed up to   4800 MIPS (Million Instruction per 

Second) at a clock frequency of 600 MHz.  

In the heterogeneous system, TMS320DM642 DSP 

processor reads skin segmented image from dual port 

BRAM configured in FPGA using EMIF facility provided 

in TMS320DM642 DSP processor. The face detection 

algorithm based on Viola and Jones face detection 

structure is successfully implemented on the target 

TMS320DM642 DSP processor. The Face detection 

algorithm is implemented in MATLAB R2015a and 

converted to C code using the MATLAB coder facility and 

CCS (Code Composer Studio) project is implemented 

using generated code.  

6- Experiment Results 

The proposed system heterogeneous face detection system 

architecture consists of two modules. The first module 

read the RGB images from Block RAM and generates skin 

segmented images. The second module, read the skin 

segmented image from first module and localize the face 

in the skin regions of the image.  

In feature classification stage, it is need to generate sum of 

pixels in a various rectangular area for haar feature 

classifications. Different sizes of rectangular area require 

different time to compute the sum of the pixels in the 

rectangular area. An integral image used to reduce the 

computational time of sum of the pixels under rectangle. 

By using integral image, area under all sized rectangle are 

computed at constant time with two adders and one 

subtractor. The state of the art implementations convert 

entire image (640X420) it’s required 270MB of RAM to 

hold the 640X420 size integral image. However, in the 

proposed system integral image generated only for sub-

image (24X24) and it required 580 bytes of RAM to hold 

24X24 sized integral image. It intern reduced the memory 

requirement of the overall system. 

The performance of the complete system is tested by using 

Bio Database [Image Data Base, 2017], which includes 

images with single and multiple faces with different pose, 

orientation, occlusions and illumination. 

The database images are resized to 640X480 and pixel size 

of 24 bits (8 bits for each RGB component). We have 

implemented proposed skin tone detector architecture on 

Xilinx’s Virtex 4 VSX35 FPGA and results are presented .   

Table 1 

.   Table 1 Synthesis Results of the proposed architecture implemented on 

Xilinx’s Virtex 4VSX35 FPGA 

 

The detection performances of the proposed system, are 

presented in Error! Reference source not found.. The 

proposed dual stage face detection system achieved a very 

high detection rate of 94.5% and performance of 13.1 FPS 

for image resolution of 640X480. The performance 

comparisons of our system with some existing systems are 

reported in Table 3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Parameter Value  

No of clock cycles  264354 

Execution time at 5Mhz clock 4.8ms 

Execution time at 120Mhz clock 1.8ms 

Hardware utilization 982 Logical elements 

Core Power Dissipation  90.2mW 
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Table 2 face detection rates of proposed system 

Table 3 Performance Comparison of proposed Architecture 

Platform Detection 

time(ms) 

Frame Per Second 

(FPS) 

FPGA+DSP (Proposed 

system) 

112 13.0 

FPGA  

(Fekih, et. al., 2015) [5] 

160 6.18 

DSP Processor (Zhao, 

et.al., 2009) [14] 

940 1.07 

PC (MATLAB) 1438 0.69 

7- Conclusion  

In this paper new hardware architecture for real face 

detection is presented. This implementation allows the 

user to choose image resolution and speed with available 

resources in the FPGA. The current implementation is 

based The Xilinx Starter Kit Virtex-4 SX35 Starter Kit and 

XEVM642 Development Kit powered by a TI 

TMS320DM642 DSP processor. The proposed system 

achieved 13.7 FPS average frame rate, when tested with an 

images with a spatial resolution of 640X480. This system 

exhibits performance improvement of 2.12 times 

compared with equivalent FPGA implementation, 12.3 

times compared to DSP implementation and 18.98 times 

compared to PC implementation to solve the real time 

performance problem. The proposed hardware architecture 

achieved average detection accuracy of 94.5%, which low 

compared to the implementation on PC (97%), since the 

low accuracy pixel data are used in FPGA hardware 

architecture. 

Future Scope 

In the feature, this hybrid architecture can be extended to 

design high performance facial recognition system by 

modifying the second stage of the proposed system. 
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Abstract  
Massive multiple-input multiple-output is a promising technology in future communication networks where a large number 

of antennas are used. It provides huge advantages to the future communication systems in data rate, the quality of services, 

energy efficiency, and spectral efficiency. Linear detection algorithms can achieve a near-optimal performance in large-

scale MIMO systems, due to the asymptotic orthogonal channel property. But, the performance of linear MIMO detectors 

degrades when the number of transmit antennas is close to the number of receive antennas (loaded scenario). Therefore, this 

paper proposes a series of detectors for large MIMO systems, which is capable of achieving promising performance in 

loaded scenarios. The main idea is to improve the performance of the detector by finding the hidden sparsity in the residual 

error of the received signal. At the first step, the conventional MIMO model is converted into the sparse model via the 

symbol error vector obtained from a linear detector. With the aid of the compressive sensing methods, the incorrectly 

detected symbols are recovered and performance improvement in the detector output is obtained. Different sparse recovery 

algorithms have been considered to reconstruct the sparse error signal. This study reveals that error recovery by imposing 

sparse constraint would decrease the bit error rate of the MIMO detector. Simulation results show that the iteratively 

reweighted least squares method achieves the best performance among other sparse recovery methods. 

 

Keywords: Massive MIMO; MMSE Detector; Error Recovery; Compressive Sensing; Iteratively Reweighted Least 

Squares (IRLS) Method. 

 

1- Introduction 

The number of cellular phones and mobile data traffic are 

extremely growing each year. Telecommunication 

companies are asked to provide higher data rates, further 

spectral efficiency, and larger capacity. The fifth-

generation (5G) wireless communication systems are 

being designed to answer excessive data rate demands.  

Massive MIMO technology is a good candidate for the 

next-generation of the wireless communication. The base 

station (BS) in massive MIMO systems equipped with 

hundreds of antennas are used to serve tens of users 

simultaneously [1, 2]. But there are some challenges such 

as pilot contamination, detection performance, channel 

estimation and detection complexity [3-5]. 

The purpose of each detection algorithm is to obtain an 

estimate of the transmit signal, given knowledge of the 

received signal and the channel state information (CSI). 

The maximum a posteriori (MAP) and the maximum 

likelihood (ML) algorithms provide the optimal detectors 

but they are not practically feasible for the massive MIMO 

systems since their computational complexity increase 

exponentially with the number of antennas. Linear MIMO 

detectors such as zero forcing (ZF) and minimum mean 

square error (MMSE) receivers can achieve near optimal 

performance when the number of users is much lower than 

the number of the antennas in BS [6]. Many methods have 

been proposed to achieve the performance of MMSE 

detector with low complexity such as the optimized 

coordinate descent (OCD) [7], Gauss-Seidel (GS) method  

[8], parallelizable Chebyshev iteration (PCI) [9] and 

alternating minimization method (Alt-Min) [10]. The 

performance of the linear detectors and also the previously 

mentioned methods degrade when the number of 

transmitters is close to the number of receiver antennas 

[11]. Therefore, new and efficient detectors with a low 

error rate are highly needed to solve this problem. This 

paper focuses on developing a detector which achieves 

favorable performance in loaded scenarios.  

Recently, compressive sensing (CS) and sparse signal 
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recovery techniques have received much attention in 

different signal processing applications. Compressive 

sensing  has emerged as a promising approach for use in 

large MIMO systems [12, 13]. 

It is noteworthy that the original signals in massive MIMO 

systems are not intrinsically sparse, but it is expected that 

the detector output contains an error only for a few number 

of users. Thus, the error vector resulting from a primary 

estimator is likely to be sparse, especially in high SNR 

regime. The motivation of this paper is to improve the 

performance of the detector by using the sparsity in the 

residual error of large MIMO systems. In order to exploit 

the sparsity of the detection errors, the conventional model 

is converted into a sparse model via the symbol error 

vector [13, 14]. After that, the error recovery algorithm 

can be performed to improve the detection performance by 

recovering the non-zero entries of the error vector.  

Sparse signal recovery is basically an optimization 

problem with   -norm and is NP-hard. Therefore, different 

approaches are proposed to solve this problem. Greedy 

methods [15-17],   -relaxation based optimization [18, 19] 

and Bayesian methods [20, 21] are the main approaches to 

estimate the sparse vector. Many different algorithms have 

been proposed for sparse signal reconstruction. The 

contribution of this paper is to address the effectiveness of 

the   -relaxation-based sparse recovery methods in 

massive MIMO detectors for the first time. 

The rest of the paper is organized as follows. Section II 

introduces the system model of the massive MIMO 

system. Section III presents the conversion of the 

conventional MIMO system model into the sparse error 

domain. Sparse recovery algorithms are introduced in 

section IV. The simulation results and discussions about 

the performance of the proposed algorithm are presented 

in section V and finally the paper is concluded in Section 

VI. 

Notation: Boldface capital letters and lowercase letters 

represent matrices and vectors, respectively.    denotes the 

    identity matrix; ( ) , ( )   , ( )   denote the 

conjugate transposition, the inversion and the 

transposition, respectively.       denotes the     

complex matrix. The  -norm (also called   -norm) of 

vector   (          )  is                                      

‖ ‖  (∑ |  |
  

   )
 
 ⁄ .  

2- System Model 

Consider a multi-user MIMO model with    users and    

receivers in the BS. The received signal can be described 

as: 

 

                                                                       (1) 

 

where          is the channel matrix between the BS 

and the    users whose entries are modeled as independent 

and identically distributed (iid) complex Gaussian with 

zero mean and unit variance.        , is the complex-

valued information vector, and   is a white Gaussian noise 

vector with zero mean and correlation matrix  (   )  
  
    . It is assumed that the channel matrix is known 

perfectly at the BS but it is unknown at the transmitter 

side. 

2-1- Linear Detection 

The maximum likelihood (ML) detector is not suitable for 

solving large dimensional problems due to the high 

computational complexity. Therefore, suboptimal 

detectors such as Minimum Mean Square Error with low 

complexity are beneficial in operational conditions. 

 The MMSE detector can be obtained by the solution of 

the following minimization problem. 

 

                          ,|   ̂|
 - (2) 

 

where   ̂     is the estimation of the user’s data. 

3- Massive MIMO Detection in Sparse Domain 

This section, presents a class of detectors based on error 

recovery technique for detection of the transmitted 

symbols in uplink massive MIMO system. This method 

iteratively achieves near-optimal performance in terms of 

bit error rate. In the following the error domain sparse 

model is introduced. 

3-1- Sparse Model 

At the first step, the conventional system model (1) should 

be converted into a sparse model via the symbol error 

vector obtained from a linear detector. 

The error vector   , is defined as the difference between 

the original signal and the recovered one. Therefore, the 

system model in error domain can be formulated as 

follows: 

 

       ̂      (   ̂    )            (3) 

 

where       ̂     is the error vector of the primary 

estimated symbols and its nonzero values correspond to 

the incorrectly detected symbols. 

It is noteworthy that, by recovering the incorrectly 

detected symbols, the performance of the detector can be 

improved. Since it is expected that only a few symbols are 
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incorrectly detected,    , is a sparse vector. Therefore, the 

detection operation is equivalent to recover the sparse 

error vector,   , from the difference signal,   .  
Once the sparse error vector is recovered, the estimation of 

the transmitted signal,  ̂, is obtained by adding the error 

vector to the initial estimate,   ̂    . Thus, the final 

estimation of the user’s data is obtained by 

 

 ̂   ̂      ̂                                           (4) 

3-2- Error Recovery 

The problem of sparse representation in the MIMO 

detection is to find the vector   . Therefore, we are 

looking for the sparsest solution which can be done by 

solving the following optimization problem: 

 

                                   ‖  ‖                              (5) 

 

Where ‖  ‖  denotes the   -norm of    and gives the total 

number of non-zero elements in the vector. Since (  ) is 

NP-hard, the optimization problem is relaxed with convex 

  -norm. Taking into account the effect of the noise 

component, the problem (  ) can be converted to the 

following optimization problem: 

   

                                 ‖  ‖           ‖       ‖    (6) 

 

It is assumed that the noise has bounded entries, i.e. 

‖  ‖    for some sufficiently small  . Additionally, 

according to the Lagrange multiplier theorem, there exists 

an appropriate constant   such that the problem (  ) is 

equivalent to the following unconstrained minimization 

problem. 

                                   ‖  ‖  
 

 
‖       ‖ 

          (7) 

 

Where the Lagrange multiplier   depends on    and  . 

Note that the cost function in (  ) is not differentiable with 

respect to    and specific optimization algorithms are 

required to solve (  ). The following section addresses 

three well-known sparse coding algorithms to estimate the 

error vector   . The minimization function in (  ) is 

composed of two parts. The first term with   –norm 

induces sparsity to the estimated error vector, while the 

second term, 
 

 
‖       ‖ 

 , makes the estimated vector 

consistent with   . In order to investigate the effectiveness 

of the sparsity promoting term in (  ), the results of the 
MIMO detection with the following minimization problem 

are also considered.    

 

                                   ‖  ‖  
 

 
‖       ‖ 

          (8) 

where the   –norm in (  ) is replaced with the   –norm. 

The closed-form solution of the convex minimization 

problem (  ) can be formulated as follows: 

 

                      ̂  (     
  )                              (9) 

 

In the simulation result section, the solution to (  ) is 

called the regularized least square (RLS) estimation. 

4- Sparse Error Reconstruction  

The most significant stage in error recovery-based MIMO 

detection is the sparse error reconstruction. In this study, 

three algorithms are considered for the sparse coding step. 

More explicitly, Iterative Re-weighed Least Squares 

(IRLS), Alternating Direction Method of Multipliers 

(ADMM), and Iterative Shrinkage-Thresholding 

Algorithm (ISTA) [22-25] have been applied to 

reconstruct the error vector. In the following, these three 

algorithms are introduced briefly. 

4-1- IRLS Algorithm 

The Iterative Re-weighed Least Squares algorithm is one 

of the strategies which is able to recover sparse signals. In 

this algorithm, the   -norm in (   ) is replaced by a 

weighted   -norm [26]:       
 

                         
       

 

 
‖       ‖ 

      (10) 

 
Where   is a diagonal weight matrix and it is updated from 

the current iterate (  ) . 

The minimization in (P3) is a quadratic optimization 

problem, soluble using linear algebra. The pseudo-code for 

the IRLS error recovery-based MIMO detector has been 

shown in Algorithm 1. 

4-2- ADMM Algorithm  

The alternating direction method of multipliers is an 

alternative algorithm for sparse coding. This algorithm 

uses the augmented Lagrangian to splits the main 

optimization problem into two quadratic and separable 

minimization problems.  

In this method, the augmented Lagrangian is defined as 

[27] 

 

  (       )    ‖  ‖  
 

 
‖ ‖ 

               

                 
 

 
‖        ‖ 

                          (11) 

 

 

 



    

Amiri & Akhavan, A Novel Detector based on Compressive Sensing for Uplink Massive MIMO Systems 

 

 

252 

Algorithm 1: IRLS error recovery-based detector 

Input:  ,  , and   
  

Parameters: maximum iteration number (  ), threshold ( ) 

Output: The estimation of the transmitted symbols:  ̂ 

 

initialization:  

1:         
     ,    = diag ( )   and      

   

2:  ̂      
       ‘Primary Estimation’ 

3:        ̂     

4: The initial weight matrix     

 

Iteration: Increase    

5: Regularized Least-Squares: approximately solve the 

linear system 

(         )(  )   
    

 

6: Weight Update: Update the diagonal weight matrix   

 

      (|(  ) |   ) 

 

7: Stopping Rule: if ‖(  )  (  )   ‖    break  

else go back to step 5 

8: Output: (  ) . 

9: return  ̂   ̂     (  )  

 

 

 

where    is the Lagrangian multiplier and      is a 

penalty parameter. The pseudo-code of the MIMO 

detection using the ADMM algorithm has been shown in 

Algorithm 2. 

4-3- ISTA Algorithm 

Another algorithm which can be used for solving problem 

(P2) is the iterative shrinkage-thresholding algorithms 

(ISTA). The solution based on the ISTA algorithm can be 

written as [23, 28] 

 

                    (  )       
 ( (  )      )     (12) 

 

where   is the step size and the error vector is updated as  

 

                 (  )   (  )                                            (13) 

 

where  () is the shrinkage operator and is described by 

 

                 (  )     (  |  |   )     (  )     (14) 

 

where   and    ( )  are the Schur product and the sign 

function respectively. The parameter      represents 

the threshold value and   is the proper scale 

hyperparameter. 

 

The pseudo-code of the MIMO detection using the ISTA 

algorithm has been shown in Algorithm 3. 

5- Simulation Result 

In this section, numerical simulation results and 

complexity of detectors are presented to demonstrate the 

performance of the proposed methods. The simulations are 

conducted for        MIMO system, where    and    
are the number of receive and transmit antennas, 

respectively. In the simulations, the massive MIMO 

system with 4-QAM and 16-QAM modulations are 

considered. Each entry of the channel matrix   is an i.i.d. 

circularly symmetric complex Gaussian random variable 

(i.e.,    (   )) and the channel statistics information is 

available for the BS and satisfy 

 

                        
 

  
  
                                              

(15) 

 

where    is the  th column of the matrix  . 

 

Algorithm 2: ADMM error recovery-based detector 

(       )(  )    
      

      
    

          
 
  ‖ ‖     

    (  )   

  
 

 
‖(  )   ‖ 

  

Input:  ,  , and    
  

 Parameters: maximum iteration number ( ), threshold ( ), 

penalty parameter ( ) 

Output: The estimation of the transmitted symbols:  ̂ 

 

initialization:  

1:         
     ,    = diag ( )   and      

   

2:  ̂      
       ‘Primary Estimation’ 

3:        ̂     

 

Iteration: Increase    

4: Update error vector,   :  

 

 

5: Update   : compute    via soft shrinkage  

 

6: Update Lagrangian multiplier,   :   
 =   

   -

  ((  )   
 ) 

7: Stopping Rule: if ‖(  )  (  )   ‖    break 

else go back to step 4 

8: Output: (  ) . 

9: return  ̂   ̂     (  )  
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Algorithm 3: ISTA error recovery based detector 

Input:  ,  , and    
  

 Parameters: maximum iteration number ( ) ), threshold ( ),   

Output: The estimation of the transmitted symbols:  ̂ 

 

initialization:  

1:         
     ,    = diag( )   and      

   

2:  ̂      
         ‘Primary Estimation’ 

3:        ̂     

 

Iteration: Increase    

4: Update   :  

 

   (  )       
 ( (  )      ) 

 

5: Update error vector,   : 

 

(  )   (  ) 

 

6: Stopping Rule: if ‖(  )  (  )   ‖    break 

else go back to step 4 

7: Output: (  ) . 

8: return  ̂   ̂     (  )  

 

 

 
All simulations are carried out in Matlab 2015b on a 

processor Intel(R) Core (TM) i5-6200U CPU at 2.30 GHz 

and 8GB RAM and all results are averaged over 10000 

iterations. 

Prior to apply the minimization problems (  ) or (  ) for 

the MIMO detection, the coefficient   should be adjusted. 

Fig. 1 shows the BER of the MIMO detectors for ISTA, 

ADMM, and IRLS algorithms with respect to different 

values of  . In this simulation, the SNR has been fixed at 

15 dB and the parameter   varies from 0 to 50. The 

simulations are conducted with          for 4-QAM 

modulation. According to this figure, the values of the 

parameters    in the following simulations are set to 

        ,         And         .  

Fig .2 (a) shows the error of the primary detector in an 

uplink massive MIMO system with 16-QAM modulation 

with         . This simulation shows that the error of 

the estimated user symbols is sparse. Fig. 2 (b), (c) and (d) 

illustrate the recovered error vector using the ADMM, 

ISTA, and IRLS respectively. It can be seen that only the 

error corresponding to the 40
th

 user is not completely 

recovered. To further investigate the performance of 

different error recovery methods, various detection 

scenarios are simulated.  

 
 

Fig. 1 BER performance versus   in the uplink massive MIMO for 4-

QAM modulation with SNR = 15 dB. 

 

 
      
     Fig. 2 (a) the error of the primary detector and (b), (c), (d) the recovered 

error vector using the ADMM, ISTA, and IRLS algorithms in the uplink 

massive MIMO system for 16-QAM modulation for           with 
SNR  = 15 dB. 

 

 

Fig.3-Fig .6 shows the bit error rate (BER) of the MIMO 

detection for       *     +  and *    + -QAM 

modulations. In Fig. 3 and Fig. 4, 4-QAM constellation 

with          and          are considered 

respectively. In comparison to the MMSE detector, 

performance improvement of the error recovery methods 

are markedly evident. It can be seen that the IRLS method 

has the best performance among other error recovery 

methods. In addition, all sparsity-based error recovery 

methods lead to lower BER in comparison to the RLS. 
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     Fig. 3 BER performance comparison of the error recovery algorithms in 

the uplink massive MIMO for 4-QAM modulation for          . 
 

 
 

      Fig. 4 BER performance comparison of the error recovery algorithms in 

the uplink massive MIMO for 4-QAM modulation for          . 

 

 
 

     Fig. 5 BER performance comparison of the error recovery algorithms in 

the uplink massive MIMO for 16-QAM modulation for          . 

Fig. 5 and Fig. 6 show the detection performance for 16-

QAM modulation with          and          

respectively. Although the detection improvement is 

decreased but still all error recovery detectors achieved 

better performance than the MMSE detector. 

Fig.7 compares the run time of the previously mentioned 

error recovery algorithms for different number of 

transmitters and           
The times are averaged over 10000 iterations. It can be 

seen that the run time of the all methods increase with the 

system dimensions. Generally, the run time of the IRLS 

method is less than that of the ADMM and ISTA 

algorithms. Since the RLS method has a close form 

solution, it leads to the least run time.   

 

 
 

     Fig. 6 BER performance comparison of the error recovery algorithms in 

the uplink massive MIMO for 16-QAM modulation for         . 

 

 

 
 

      Fig. 7 Run time evaluation for the error recovery algorithms versus 

number of transmit antennas in the uplink massive MIMO for 64-QAM 

modulation with       and SNR = 10 dB. 
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The total computational complexity of the methods can be 

analyzed with respect to the number of multiplications in 

the Big-O notation. Since in the simulations     is close to 

  , it can be easily shown that the computational 

complexity of all methods is of order  (  
 )  which is 

similar to that of the MMSE MIMO detector. In order to 

summarize the results, it was demonstrated that the IRLS 

method leads to the best MIMO detection performance. 

Note that, since the IRLS method is an iterative algorithm 

and also it requires the matrix inversion operation in each 

iteration, the run time of the proposed algorithm is more 

than that of the MMSE detector. Applying the 

approximation methods in matrix inversion computation 

such as Gauss-Seidel, Chebyshev, and conjugate gradient 

methods would decrease the run time of the IRLS sparse 

recovery method. 

 The performance of the large-scale MIMO systems 

depends on the accuracy of the channel state information 

(CSI). In future works, an algorithm for joint channel 

estimation and signal detection in sparse error domain 

would be considered. 

6- Conclusions 

This paper focused on the problem of detection in massive 

MIMO systems. The main idea of this algorithm is to 

improve the performance of the detector by finding the 

hidden sparsity in the residual error of the received signal. 

In this paper, three sparse recovery algorithms, i.e. 

Iterative Re-weighed Least Squares (IRLS), Alternating 

Direction Method of Multipliers (ADMM), and Iterative 

Shrinkage-Thresholding Algorithm (ISTA) have been 

applied to reconstruct the error of the primary detector. It 

is noteworthy that the iteratively reweighted least-squares 

(IRLS) method achieved the best performance among 

other sparse recovery methods. The proposed methods 

outperform the MMSE detector but it is obvious that the 

complexity of the sparse error recovery-based MIMO 

detectors is more than that of the MMSE detector. 

Consequently, more efforts are needed to decrease the 

computational burden of the sparse error recovery 

algorithms. 
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Abstract  
An efficient data aggregation approach in wireless sensor networks (WSNs) is to abstract the network data into a model. In 

this regard, regression modeling has been addressed in many studies recently. If the limited characteristics of the sensor 

nodes are omitted from consideration, a common regression technique could be employed after transmitting all the network 

data from the sensor nodes to the fusion center. However, it is not practical nor efferent. To overcome this issue, several 

distributed methods have been proposed in WSNs where the regression problem has been formulated as an optimization 

based data modeling problem. Although they are more energy efficient than the centralized method, the latency and 

prediction accuracy needs to be improved even further. In this paper, a new approach is proposed based on the particle 

swarm optimization (PSO) algorithm. Assuming a clustered network, firstly, the PSO algorithm is employed 

asynchronously to learn the network model of each cluster. In this step, every cluster model is learnt based on the size and 

data pattern of the cluster. Afterwards, the boosting technique is applied to achieve a better accuracy. The experimental 

results show that the proposed asynchronous distributed PSO brings up to 48% reduction in energy consumption. Moreover, 

the boosted model improves the prediction accuracy about 9% on the average. 

 

 

 

Keywords: Wireless sensor network; Distributed optimization; Particle swarm optimization; Regression; Boosting.  
 

1- Introduction 

In wireless sensor networks (WSNs), keeping massive 

ongoing data is an expensive task due to the limited power 

supply and capacity of the sensor nodes. Moreover, this 

data is expected to be analyzed in order to extract more 

useful information about the phenomenon of interest. In 

this regard, regression modelling has been addressed as an 

efficient approach for abstracting [1], [2] and analyzing the 

network data [3], [4].  

Distributed data and limited characteristics of the sensor 

nodes impose major challenges on performing regression 

over WSNs. A naive simple solution is to gather all the 

network data in the fusion center and obtain the network 

regressor using a well-known technique [5], [6]. Although 

a high accuracy is achieved, a huge data transmission from 

the sensor nodes to the fusion center is needed which 

makes this solution inapplicable, especially when the 

network grows in size.  

To overcome both the communication and the 

computation constraints of the sensor nodes, several  

Learning/optimization algorithms have been proposed in 

many research papers.  

A distributed sub-gradient algorithm with uncoordinated 

dynamic step sizes has been proposed for multi-agent 

convex optimization problems [7]. In this algorithm, each 

agent   can utilize its estimation of the local function value. 

Theoretical analysis show all the agents reach a consensus 

on the optimal solution. The gradient methods have also 

been studied by [8], [9], [10] over a network with 

communication constraints. 

In [11], the information theoretic optimality of the 

distributed learning algorithms has been addressed in 

which each node is given i.i.d. samples and sends an 

abstracted function of the observed samples to a central 

node for decision making. 

The use of machine learning algorithms in clustered WSNs 

has been studied by [12] in order to decrease data 

communications and make use of the features of WSNs. 

Different applications of machine learning algorithms in 
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the context of WSNs has been recently reviewed by [13], 

[14], [15]. 

A kernel regression algorithm has been introduced in [16] 

to predict a signal    defined over the   network nodes 

with a series of   regularly sampled data points. A Laplace 

approximation is proposed to provide a lower bound for 

the marginal out-of-sample prediction uncertainty to 

address the large problems. 

Logistic regression fusion rule (LRFR) has been proposed 

in [17] in which the coefficients of the LRFR is learnt at 

first, and then, it is used to make a global decision about 

the presence/absence of the target.  

In [18], a quantized communication based distributed 

online regression algorithm has been proposed. Also, a 

distributed quantile regression algorithm has been 

proposed by [19], where, each node estimates the global 

parameter vector of a linear regression model by 

employing its local data as well as collaboration with the 

other nodes. Due to the sparsity of numerous natural and 

artificial systems, they have introduced    distributed 

quantile regression algorithm to exploit the sparsity and 

consequently to improve the performance of the method. 

An energy-efficient distributed learning framework has 

been proposed using the quantized signals in the context of 

IoT networks [20], [21]. This is a recursive least-squares 

algorithm that learns the parameters using low-bit 

quantized signals and requires low computational cost.  

Some distributed learning algorithms have also been 

suggested based on linear and polynomial regression 

models [22], [23]. 

On the other hand, several distributed regression models 

have been proposed in WSNs in which the learning 

problem is formulated as an optimization task [24].  To 

solve it, Incremental Gradient (IG) algorithm has been 

proposed in which the parameter to be estimated is 

circulated through the network. Along the way, each 

sensor node adjusts the parameter by performing a sub-

gradient [25] based on its own local data set. Increasing 

the network cycles, the accuracy might be improved. In 

[26], IG has been proposed with the addition of 

quantization technique which can be used in the presence 

of low bandwidth to reduce the bits of transmitted data. In 

[27], a cluster-based version of IG has been developed. It 

brings a better energy efficiency and robustness. 

Incremental Nelder-Mead Simplex (IS) has been proposed 

in [28] and [29] with the addition of boosting and re-

sampling techniques, respectively. They introduce a better 

accuracy and convergence rate. 

In [30] a new evolutionary based approach has been 

proposed based on the PSO algorithm, denoted as 

Distributed PSO (DP). In DP, the network is partitioned 

into a number of clusters, dedicating a swarm of particles 

for which. Then the regressor of each cluster is trained by 

employing PSO algorithm distributively within the cluster. 

The final model is obtained after combining the clusters 

models by the fusion center. This approach obtains a 

model closer to the centralized case, and decreases the 

latency significantly. However, its synchronous processes 

are in contrast with autonomous nature of WSNs. In 

addition, different clusters have their own cluster size and 

data pattern which are not taken into account by DP.  

IVeP [31] is another PSO based distributed approach that 

learns the network regression model using a multi-

objective optimization technique. They employ VEPSO 

model to perform the optimization task through inter- and 

intra-cluster cycles. The results show high prediction 

accuracy with moderate energy consumption. 

In this paper, a modified version of DP algorithm is 

proposed that can simultaneously decrease the 

communication overheads as well as improves the final 

prediction accuracy. Firstly, Asynchronous DP (ADP), has 

been proposed by defining a diversity threshold for the 

particles within each cluster swarm. As a result, each 

cluster regressor is learned regardless of the status of the 

other clusters. Defining diversity thresholds, the number of 

transmissions is reduced. However the final accuracy 

might be decreased on the other hand. In this regard, 

Boosted ADP (BADP) has been introduced which boosts 

the clusters regressors and keeps the overall accuracy in 

high. The proposed algorithms have been compared with 

IG- and IS-based algorithms as well as IVeP and 

centralized approaches in terms of the accuracy, latency, 

and communication cost. The results show that ADP and 

BADP bring the lowest latency. Moreover, thanks to the 

boosting technique, BADP learns a model closer to the 

centralized approach while the communication cost still 

remains considerably acceptable. The contributions of this 

paper are: 

 Asynchronous DP algorithm is proposed in which in-

cluster optimization is performed asynchronously 

based on the size and data patterns of the cluster. While 

this is in accordance to the autonomous operations of 

the sensor networks, it brings more energy efficiency. 

 The obtained model by ADP is boosted to improve the 

overall accuracy even further. Accordingly, Boosted 

ADP algorithm is proposed that obtains a high accurate 

network model and closer to the centralized approach 

with quite acceptable communication requirements. 

 

The rest of this paper is organized as follows. Distributed 

regression problem is formally stated in section 2. The 

proposed approach is introduced in section 3. Evaluation 

and experimental results are discussed in section 4 and the 

last section is concluding remarks. 

2- Distributed Regression in WSNs 

Consider a sensor network with   nodes and 

  ‎measurements per node spatially distributed in an 



    

Journal of Information Systems and Telecommunication, Vol.10, No.4, October-December 2022 

  

 

 

259 

area‎. ‎Every sensor node is expected to capture the 

phenomenon‎ ‎of interest in pre-defined time intervals 

[32]‎. ‎Each measurement is stored as a record as‎: 

                           

 

in which (            ) denotes to the  -th 

node's‎ ‎location‎, ‎        is epoch number‎, ‎and      is the 

captured measurement‎. ‎Now‎, ‎considering‎ 

‎  *                   +       
       

 

as the feature space and‎: 

 

‎  *    +       
       

 

 

‎as the labels‎, ‎the aim of the parametric regression‎ ‎is to 

learn the coefficients of the mapping function      , 

i.e.  , ‎such that the RMS error‎ ‎be minimized: 

 

    ( ( | ))  

√
 

  
∑ ∑ , (                   | )      -

  
   

 
    (1) 

 

Throughout this paper the following assumptions will be 

held‎: 

 The learning process starts by disseminating a‎ ‎query 

from the fusion center to cluster heads‎. 

 Every sensor node can localize itself by executing a 

well-known‎‎‎localization algorithm [33]‎, [34]‎. 

 Since clustering is not the subject of this paper‎, ‎it is 

assumed that‎ ‎the network is partitioned into   clusters 

via a well know clustering algorithm [35], 

[36]‎, ‎designating a cluster head for each 

cluster‎, ‎   ,‎…,‎   ‎. 

 The member nodes belonging to the cluster   are 

denotes as‎ {   
( )
       

( )
} where    is the‎ ‎size of the 

cluster.  

 The local data set of    
( )
‎, ‎cluster data  ‎, ‎and global 

network data are denoted as    
( )

,     

 
   

  
*   

( )
+, ‎and        

 *   +, ‎respectively‎. 

 The   denotes the size of the parameter under estimate‎. 

Table 1 shows the Nomenclature used in this study. 

 

 

 

 

 

 

 

 

 

Table 1. Nomenclature used in this study. 

Symbol Definition 

  Number of sensor nodes 

  Number of sensor measurements 

  Number of clusters 

    Cluster head j 

   
( )

 Sensor node i in cluster j 

   
( )

 The local data of    
( )

 

    The cluster data j 

   The global(network) data 

   The cluster regression model j 

     The network regression model 

  The feature space 

   The swarm size 

   The problem dimensionality 

 ( ) The diversity of swarm j 

     The dimension d of particle i 

  
 
 The weight of the local repressor of    

( )
 

 

3- The Proposed Approach 

‎In Algorithm1, ‎the basic idea of DP algorithm [13] has 

been recalled. ‎The ADP is introduced‎ afterwards. In 

summary, DP has the following steps: 

1. Inside each cluster, every sensor node is given a swarm 

of particles to learn the cluster model. To do this, each 

cluster node obtains the model of its local data and 

sends it to other cluster nodes. Then, every cluster node 

employs the received local models to regenerate the 

whole cluster data. Now, every sensor is ready to start 

its local PSO to learn a candidate cluster regressor. 

2. During the in-cluster optimizations, in order to 

guarantee the convergence of different swarms of the 

cluster nodes, the best particles are exchanged inside 

the cluster.  

3. After completing the in-cluster optimization process, 

the cluster models are transmitted from the cluster 

heads to the fusion center. 

4. The final network model is obtained by a weighted 

combination technique. 
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Algorithm 1: Distributed PSO (DP) [13] 

 

Fusion Center disseminates the desired model 

for each cluster   do 

    data_view_unification() 

    parameters_initialization() 

    for   in range 1:            

        for each cluster node i do 

               
 
 runs a local PSO 

                 
 
 sends its best particle to the     

        end for 

            sends the best of the best particles to its members 

    end for 

        sends    and its RMSE to the fusion center 

end for 

The fusion center obtains      by weighted averaging 

 

 

3-1- Asynchronous DP (ADP) 

‎The major drawback of DP is that the migration steps 

should be synchronized for all clusters‎. ‎In more words‎, ‎the 

particles of a particular cluster might be converged‎‎‎before 

the final migration‎, ‎while more migration steps‎‎ ‎might be 

required in another cluster‎. ‎This is because different 

clusters ‎have different data patterns and cluster size‎. ‎By 

eliminating the extra‎ ‎migrations inside the converged 

clusters‎, ‎the energy consumption is 

reduced‎. ‎Furthermore‎, ‎the synchronized clusters‎‎ ‎are in 

contrast with the autonomous nature of WSNs‎. ‎To resolve 

these issues‎, ‎asynchronous DP (ADP) is introduced in this 

section‎.  

‎Attractive and Repulsive PSO‎, ‎called as ARPSO‎, ‎is a 

variant of PSO model‎ ‎in which the particles can switch 

between two phases [37]‎, [38]‎. ‎This approach is based on 

the diversity‎‎ ‎guided evolutionary algorithm (DGEA) 

developed by [39]‎. ‎In ARPSO‎, ‎the particles obey from the 

diversity of the swarm to alternate between an attraction 

and repulsion phases‎‎ ‎to make a proper exploitation-

exploration tradeoff‎. ‎Accordingly‎, ‎the swarm diversity is 

defined as‎: 

 

         ( ( ))  
 

  
∑ √∑ (    ( )    ̅̅ ̅( ))

   
   

  
   

 (2) 

‎ 

‎where    is the swarm size‎,    is the dimensionality of the 

problem‎, ‎and‎‎‎  ̅̅ ̅ is the average of the dimension   over all 

the particles‎, ‎i.e‎.  

‎ 

  ̅̅ ̅( )  
∑     ( )
  
   

  
  (3) 

 

‎Although ARPSO was originally applied to one 

swarm‎, ‎nothing prevents its application to sub-swarms 

[40]‎.  

‎The diversity equation in ARPSO has been adopted in 

ADP‎‎‎for measuring the diversity of the clusters swarms‎. ‎In 

cluster  , ‎the diversity is calculated using only the best 

particles received from the‎‎‎cluster nodes‎: 

 

         .  ( )/  

 

  
∑ √∑ (      

 ( )        ̅̅ ̅̅ ̅̅ ̅̅ ̅( )) 
  
   

  

   
 (4) 

 

where: 

      ̅̅ ̅̅ ̅̅ ̅̅ ̅( ) = 
∑         

 
( )

  
   

  
  (5) 

 

‎If the diversity (Eq‎. 4) be greater than a threshold 

   ‎the‎ ‎in-cluster optimization is stopped‎, ‎and the cluster 

regressor is transmitted‎‎ ‎to the fusion center as well as the 

corresponding RMS error‎. ‎The‎ ‎final model is obtained by 

the fusion center similar to the idea proposed in DP‎‎

‎algorithm‎. ‎The steps of ADP is shown in Algorithm 2.  

3-2- Boosted ADP (BADP) 

‎Defining smaller thresholds‎, ‎the quality of the clusters 

models are‎ ‎expected to be increased in ADP 

algorithm‎. ‎However‎, ‎it brings more communication 

cost‎. ‎In this regard‎, ‎in order to keep both energy efficiency 

and high accuracy‎, ‎a boosting technique is applied on ADP 

inspiring from [28]. ‎In Boosted ADP (BADP) 

algorithm‎, ‎firstly‎, ‎the clusters regressors are obtained 

using a diversity threshold‎, ‎as explained in 

ADP‎. ‎Then‎, ‎each cluster model‎‎ ‎is boosted before 

transmitting to the fusion center‎. ‎To do this‎, ‎within the 

cluster  ‎, ‎the cluster head broadcasts the final obtained 

regressor and the size of the 
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Algorithm 2: Asynchronous PSO (ADP) 

 

Fusion Center disseminates the desired model 

for each cluster   do 

    data_view_unification() 

    parameters_initialization() 

    for each cluster node i do 

            
 
 runs a local PSO 

             
 
 sends its best particle to the     

    end for 

        calculates the cluster diversity, i.e. Eq. 4 

    if the diversity is larger than   then 

            sends the best of the best particles to its members  

    else 

            sends    and its RMSE to the fusion center 

    end if 

end for 

The fusion center obtains      by weighted averaging 

 

 

cluster‎‎ ‎data to its member nodes‎. ‎Each member node‎, ‎e.g‎. 

  
 
 ,‎tests the cluster model on its own local data set and 

calculates a partial‎‎ ‎weight for it‎,   
 
 .‎Afterwards‎, ‎a new 

learner‎,   
 
‎, ‎is trained‎‎ ‎over data points labeled incorrectly 

by the cluster model [28]‎. ‎Similarly‎, ‎the new learner is test 

over the local data set and a local weight is computed [11]‎: 

 

  
 
 

                              

|   |
 (6) 

 

‎‎The new learner acts as a weak learner when applying on 

the cluster data‎, ‎as it‎‎‎has been trained over a small data set‎. 

‎So‎, ‎it should be combined with the new leaners‎‎ ‎obtained 

by the other cluster nodes to build a second stronger 

regressor‎. ‎For this pupose‎,   
 
 sends   

 
   

 
 as well‎‎ ‎as   

 
  

to the cluster head‎. ‎The cluster head aggregates the 

received‎‎ ‎partial weights to compute the weight of its 

regressor‎,   . ‎Now‎, ‎a new boosted cluster model is 

obtained as‎: 

 

  
              ∑   

 
   

   
   

  (7) 

 

‎‎The last step is to calculate the in-cluster RMS error of the 

new boosted model‎‎‎using the cluster data as explained in 

ADP algorithm‎. ‎Finally‎, ‎the boosted model and its RMS 

error are sent to the fusion center‎, ‎and the global model is 

obtained‎. ‎Algorithm 3 describes‎‎‎the steps of BADP 

algorithm‎. Although the computational complexity has not 

been found as a major concern in WSNs, we can provide 

an estimation of the computational complexity for a single  

 

Algorithm 3: Boosted ADP (BADP) 

 

Fusion Center disseminates the desired model 

for each cluster   do 

    data_view_unification() 

    parameters_initialization() 

    for each cluster node i do 

            
 
 runs a local PSO 

             
 
 sends its best particle to the     

    end for 

        calculates the cluster diversity, i.e. Eq. 4 

    if the diversity is larger than   then 

            sends the best of the best particles to its members  

    else 

            sends    and the cluster data size to its members 

        for each cluster node   do 

               
 
 tests   

    on    
 
 and obtains two data  

                                   partitions as         
 

 and          
 

  

               
 
 computes   

 
, the partial weight of   

    

                
 
 runs a local PSO over          

 
 to learn    

 
 

               
 
 computes   

 
, the weight of   

 
 as Eq. 6. 

               
 
 sends   

 
   

 
 and   

 
 to     

         end for 

             computes    using *  
 
+
   

  
 

             computes its final regressor   
        as Eq. 7 

             sends    and its RMSE to the fusion center  

    end if 

end for 

The fusion center obtains      by weighted averaging 

 

  

sensor node belonging to the cluster j in DP, ADP, and 

BADP algorithms. For DP algorithm we have: 

 (  )   (                           )  

   (              ) 

where: 

 

 (                       )    (         )    (  ) 
 

in which  (         ) denotes the computational time of 

running the PSO algorithm over the cluster data by the 

sensor node and O(  ) is the required time for resampling 

of m measurements using a k-parameters data model and: 

 

 (              )    (    (         )) 

 

where M denotes the number of migration steps. Similarly, 

for ADP and BADP algorithms we have: 
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 (   )     (         )     (  )     (   

  (         )) 
where    is the required migration steps for the 

corresponding cluster j and: 

 

 (    )     (         )     (  )     (    

  (         ))  
                             (                               ) 

 

Totally, the computational time complexity of a sensor 

node in DP algorithm could be simplified as: 

 

T(DP) =  (   (         )) +  (  ) 
 

and for ADP and BADP we would have: 

 

T(ADP) = T(BADP) =  (    (         )) +  (  ) 

4- Evaluation and Results 

‎The proposed algorithms have been compared with their‎‎

‎distributed counterparts‎, ‎IG‎, ‎IS‎, ‎BIS‎, ‎IS-Resampling‎, ‎IVeP 

and the centralized approach‎. In all of these algorithms, 

the learning problem is formulated as an optimization task, 

as discussed in Section 2. ‎Two datasets have been used for 

comparison‎. ‎In the first one‎, ‎Berkeley Intel Lab network 

[41]‎, ‎there‎‎ ‎are 54 sensor nodes with two corrupted 

ones‎. ‎Mica2Dot sensors with weather boards capture 

humidity‎, ‎light‎, ‎voltage‎, ‎and temperature in every 31 

seconds‎. ‎As mentioned before, ‎regression modeling 

has‎ ‎been performed only over temperature readings‎. ‎Two 

portions of‎‎‎the network data‎, ‎named as DS1 and DS2‎, ‎have 

been chosen such that‎‎‎each sensor node has 100 and 2880 

(measuring for one day) data points‎, ‎respectively‎. ‎So‎, ‎the 

global data‎, ‎  ‎, ‎has 5200 and 149760 data points in 

total‎, ‎respectively‎. ‎The second network‎, ‎denoted as DS3‎, ‎is 

an artificial network with 100 sensors distributed 

uniformly over a‎ ‎square of 100   . ‎Each sensor‎‎ ‎has 

collected a dataset of size 200‎. ‎The phenomenon under 

study‎, ‎temperature‎, ‎is sensed in each epoch from 1 to 

200‎. ‎This data is generated using Eq‎. ‎(8)‎‎ ‎with an additive 

Gaussian noise of mean 0 and‎‎ ‎variance 1‎,  (   )  ‎The 

coefficients of the model are randomly‎ ‎chosen in the range 

of (-10‎, ‎10)‎.  

‎Ten Fold Cross Validation method (10-CV) has been 

adopted for‎‎ ‎each approach‎. ‎In 10-CV‎, ‎the data set is 

divided into 10 partitions for 10 times‎. ‎Each‎‎ ‎time‎, ‎one of 

the partitions is used as the test data and the learning‎‎ ‎will 

be executed with the remaining parts‎. ‎Finally‎, ‎the 

average‎ ‎results will be found‎. ‎In [42]‎, ‎some polynomial 

models have been suggested‎‎‎for the Berkeley network data 

set‎. ‎It was reported‎ ‎that a linear space and quadratic time 

model can be fitted more‎ ‎accurately‎. ‎Accordingly‎, ‎in order 

to fit a‎ ‎model on the network data‎, ‎a spatiotemporal model 

with linear‎ ‎in space and quadratic in time has been chosen 

as‎: 

    (              | )
                      

           

(8) 

‎where the node location (    ‎     ) and epoch number 

(     )‎‎ ‎introduce the feature set while the captured 

temperature per epoch is the label‎. ‎Therefore‎, ‎the proposed 

approach aims to learn the coefficients‎  ‎of a set of basis 

functions as *                      +. ‎Accordingly‎, ‎the 

RMS error could be calculated as‎: 

 

    (    ( | ))

 √
 

  
∑∑

,                 

         
                 -

  

   

 

   

 

      (9) 

‎In order to have a good exploration-exploitation 

tradeoff‎, ‎the inertia weight‎,  ‎,‎is usually decreased during 

the time as [43]: 

‎ 

 ( )        
    

  
(         )  (10) 

‎‎where    is the maximum number of iterations and   

denotes‎‎‎to the current iteration number‎. ‎The particles starts 

with a maximum value     ‎ ‎‎and linearly decrease their 

inertia weights to a pre-defined minimum value     .  

As the problem addressed in this study is a data-centric 

application, the discrete-event simulators are not required. 

Accordingly, all the algorithms have been implemented 

with Java using Eclipse IDE and the experiments were 

performed on an Intel dual core processor with 4 GB RAM 

memory.  

4-1- Prediction Accuracy 

‎The prediction accuracy of different approaches have been 

shown in‎‎ ‎Table 2‎. ‎As all the data points are available 

for‎ ‎the centralized approach‎, ‎a good accuracy is achieved 

at the end of the learning‎ ‎process‎. ‎In practice‎, ‎IG suffers 

from a low‎‎ ‎convergence rate and requires to pass‎ ‎several 

cycles in order to obtain an average accuracy‎. ‎In our 

experiments‎, ‎the accuracy of IG has been obtained through 

40 cycles‎. ‎While IS based approaches‎ ‎obtain better results 

within one network cycle‎. 

‎In ADP‎, ‎thanks to ( ) learning several candidate models 

and (  ) the high accuracy‎‎ ‎of each cluster model‎, ‎a good 

accuracy is achieved‎. ‎However‎, ‎integrating the boosting 

technique with the ADP algorithm leads the final accuracy 

becomes‎‎ ‎much closer to the centralized case and 

consequently BADP outperforms its 

distributed‎ ‎counterparts in most cases‎. ‎Moreover‎, ‎BADP 
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shows more stable accuracies in both networks rather than 

the other‎ ‎methods‎. ‎This indicates how the boosted  

 
Table 2. The final RMS error of different approaches based on each 

data set. 

 
 

Table 3. The RMSE comparison of BADP algorithm with [44]. 

 

Algorithm RMSE 

BADP 2.917 

[44]-LG 

[44]-PV 

[44]-UV 

[44]-RA 

      

      

      

      

 

regressor can accurately predict those parts of the 

phenomena‎ ‎that labeled inaccurately by the first learner‎. ‎ 

The prediction accuracy of the BADP has also been 

compared with the reported results of [44] where a multi-

objective sensor placement algorithm has been proposed. 

The performance of the state estimation of the temperature 

measurements has been evaluated based on the RMSE. As 

shown in Table 3, the proposed BADP could obtain better 

or completely close prediction accuracy compared to [44] 

which is not a distributed algorithm. 

In Figure 1‎, ‎the convergence rate of different cluster 

swarms have been depicted based on three‎‎‎data sets‎. ‎As it 

is expected‎, ‎some cluster swarms converge faster than the 

other ones due to‎‎ ‎their size and data patterns‎. ‎As a 

result‎, ‎lesser in-cluster communications would be 

required‎. ‎To show how the swarms diversity could 

decrease the energy consumption‎, ‎5 diversity thresholds 

have been defined‎‎‎for each dataset and shown in Table 4‎.  

The prediction‎ ‎accuracy using each defined diversity 

threshold has been demonstrated in Figure 2 along with 

the corresponding‎ ‎amount of energy saving in comparison 

with the DP algorithm‎. ‎It is concluded from the Figure 

2 ‎that the energy consumption of DP algorithm could be 

decreased up to %48 by the proposed approach while‎‎ ‎the 

final RMSE is quite high‎. ‎As it was shown‎, ‎by using more 

tight diversity thresholds, the final prediction accuracy‎‎ ‎is 

increased‎. ‎However‎, ‎a trade-off should be made between 

the energy consumption and the prediction accuracy‎‎‎using 

diversity thresholds‎. ‎It should be noticed that the reported 

results in Table 1 are based on   ‎. 

Table 4. Swarms diversity thresholds 

 
 

 

‎ 

 
(a) Dataset 1 

 
(b) Dataset 2 

 
(c) Dataset 3 

Figure 1.‎The‎convergence‎rate‎of‎different‎clusters’‎swarm 

4-2- Latency 

‎Regarding to the ongoing sensor measurements‎, ‎the 

network model is‎ ‎valuable for some pre-specified periods 

of time‎. ‎Thus‎, ‎when the measurements‎ ‎is refreshed‎, ‎it is 

required to train the regression model with the new‎‎

‎network data‎. ‎In this regard‎, ‎the required time to rebuild 

the model is important‎, ‎known as the latency metric‎: ‎‎the  
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Figure 2. The impact of varying swarms diversity thresholds on 

the energy consumption. 

 

number of iterations to visit all the network data for the 

first time [27]. ‎The latency of different approaches has 

been compared in Table 5. 

The centralized approach just needs one iteration to visit 

the whole network data‎, ‎and so‎, ‎its latency is  ( )‎. ‎In IG 

and IS based approaches‎, ‎the latency is  ( )‎, ‎as they need  

one network cycle to get access to the network data‎. ‎In 

IVeP algorithm‎, ‎one in-cluster cycle is required and thus 

its latency is  (  )  where‎‎ ‎   is the size of the largest 

cluster‎. ‎If we let the number of clusters equals to √ ‎, ‎then 

the latency‎‎ ‎of IVeP would be  (√ ) . ‎In ADP and 

BADP‎, ‎the training process is started synchronously in all ‎ 

clusters‎. ‎Consequently the latency would be the same as 

the centralized method‎, ‎i.e‎. ‎ ( )‎. 

4-3- Communication Cost 

‎Bit/meter metric has been used for comparing the 

communication requirements‎ ‎of the 

approaches‎. ‎According to [24]‎, ‎assume the‎ ‎network 

has been deployed in a unit square area‎. ‎Having the 

size and average distance of each 

transmission‎, ‎the‎ ‎communication requirements of 

each approach can be evaluated‎. ‎Every transmission 

in all the studied approaches‎‎ ‎falls in one of the 

following transmission types and‎‎ ‎the corresponding 

average distance can be achieved similar to [24]‎: 

cluster node‎ - ‎cluster node‎:  
 

 

 

 

 

 

 

Table 5. Latency comparison 

Algorithm Latency 

IG  ( ) 
IS  ( ) 

BIS  ( ) 
IS-Resampling  ( ) 

IVeP  (√ ) 
ADP  ( ) 

BADP  ( ) 
Centralized  ( ) 

 

    (√       ) 
‎cluster head‎ - ‎cluster head‎: ‎ 

    (√    √  √ ) 

‎sensor node‎ - ‎fusion center‎: ‎ 

    ( ) 
cluster head‎ - ‎cluster node‎:  

    (  √ ) 
cluster head‎ - ‎fusion center‎:  

    (  √ ) 
 

‎The size of the parameter(s) transmitted between two 

consecutive‎ ‎sensors in IG and IS based approaches 

are as follows‎: 

 In IG algorithm‎, ‎a double vector of size   is 

transmitted [24]‎. 

 In IS algorithm and the first pass of BIS‎, |   | 
(an integer of size 1) and a double vector of size   

are transmitted [28]. 

 ‎In the second pass of BIS‎, ‎three parameter 

transmissions are happened‎: ‎the partial weight of 

the learned regressor (a double value)‎, ‎the size of 

the global data‎, |  |  (an integer of size 

1)‎, ‎and‎ ‎the partial weighted combination of local 

regressors which is a double vector of size    
 ‎In IS-Resampling algorithm‎, ‎a double vector of 

size   and a double vector of size 2 

(           )‎ ‎are transmitted‎.  

‎In the centralized approach‎,   data values are 

transmitted between a sensor node and the fusion‎‎

‎center‎. ‎Thus‎,   transmissions of size   would be 

required‎. ‎As each data point in our experiments 

contains three features with a label‎, ‎we have    ‎. 
‎The communication requirements of the ADP 

algorithm is similar to DP‎. ‎Firstly‎, ‎a parameter of 

size   is transmitted from the cluster nodes to cluster  
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Table 6. Types and size of transmissions of different approaches 

 
 

Table 7. Comparing the communication order. Without loss of generality, 

we follow [27] and let   √  and   denotes the average number of 

iterations in ADP and BADP algorithms. 

 

 
 

 

head‎, ‎and vice versa‎. ‎Then‎, ‎a driver message by size 

of 2    is transmitted from the cluster head to the 

members‎. ‎Afterwards‎, ‎during the in-cluster 

optimization‎,  ‎the best particle of each cluster node 

by size of    with an RMS error of size 1‎, ‎and the 

best of the‎‎‎best particles by size of    are transmitted 

between the cluster head and the cluster members at 

each migration step‎. ‎Then‎, ‎each cluster node sends its 

regressor with the corresponding‎‎ ‎RMS error to the 

cluster head by size of  +1‎. ‎Finally‎, ‎each cluster head 

sends the obtained‎ ‎cluster model with its RMS error 

by size of     to the fusion center‎. ‎In BADP 

algorithm‎, ‎every cluster node transmits an extra 

parameter of size      ‎new learner plus its partial 

weight‎, ‎to the‎ ‎cluster head‎. ‎In Table 6‎, ‎the parameter 

transmissions of all approaches‎‎ ‎have been 

summarized based on transmission size and type‎. ‎For 

IVeP algorithm‎, ‎the communication cost analysis‎‎ ‎is 

recalled from [31]‎. ‎Accordingly‎, ‎the total 

communication cost of‎‎ ‎different approaches are 

obtained as shown in Table 7‎. 

‎In this regard‎, ‎the communication cost of the 

centralized approach is the highest due to a huge data 

transmission‎. ‎As mentioned before‎, ‎IG practically 

needs to meet a large number of cycles‎‎ ‎to obtain an 

average accuracy‎. ‎As a result‎, ‎its energy 

consumption ‎is higher than the other distributed 

approaches while IS‎‎ ‎has the lowest 

transmissions‎. ‎From‎‎ ‎Table 6‎, ‎it can be understood 

that in-cluster communications‎ ‎consume less energy 

due to a smaller average distance‎. ‎On the‎‎ ‎other 

hand‎, ‎the main part of the transmissions in  ADP as 

well as BADP‎‎ ‎has been spent in clusters‎. ‎Thanks to 

this property‎, ‎ADP and BADP both work moderately‎‎

‎in terms of the energy consumption‎, ‎as shown in 

Table 7. 

5- Conclusion 

‎A novel distributed data modeling approach has been 

proposed based on multi-swarm PSO algorithm‎. ‎In the 

proposed approach‎, ‎the task of learning the regression 

model of a cluster is assigned to a swarm of‎‎‎particles‎. ‎Each 

swarm executes an in-cluster optimization process to learn 

the cluster regressor asynchronously‎. ‎The most important 

feature of this approach is that the optimization of each 

swarm is terminated‎‎‎according to the size and data pattern 

of its cluster‎. ‎This property leads to save up to 48% of 

energy consumption by eliminating‎‎ ‎extra migration steps 

while the accuracy is high‎. ‎In order to improve the 

prediction accuracy even further‎, ‎a boosting technique is 

also employed in a distributed manner‎. ‎The proposed 

approach‎ ‎has been evaluated against two real and artificial 

network data and compared to common‎‎ ‎distributed 

regression modeling techniques as well as the centralized 

approach‎. ‎The results show the boosted model improves 

the prediction accuracy about 9% on the average. Due to 

the recent advances in the sensor nodes technologies, more 

complex machine learning algorithms, such as Deep 

Learning, could be employed to achieve higher prediction 

accuracies in the context of WSNs [45], [46].  
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Abstract  
Integration and diversity of IOT terminals and their applicable programs make them more vulnerable to many intrusive 

attacks. Thus, designing an intrusion detection model that ensures the security, integrity, and reliability of IOT is vital. 

Traditional intrusion detection technology has the disadvantages of low detection rates and weak scalability that cannot 

adapt to the complicated and changing environment of the Internet of Things. Hence, one of the most widely used 

traditional methods is the use of neural networks and also the use of evolutionary optimization algorithms to train neural 

networks can be an efficient and interesting method. Therefore, in this paper, we use the PSO algorithm to train the neural 

network and detect attacks and abnormalities of the IOT system. Although the PSO algorithm has many benefits, in some 

cases it may reduce population diversity, resulting in early convergence. Therefore,in order to solve this problem, we use 

the modified PSO algorithm with a new mutation operator, fuzzy systems and comparative equations. The proposed method 

was tested with CUP-KDD data set. The simulation results of the proposed model of this article show better performance 

and 99% detection accuracy in detecting different malicious attacks, such as DOS, R2L, U2R, and PROB. 

 

 

 

Keywords: Attack Detection; Internet of Things (IOT); Neural Network; PSO Algorithm; Fuzzy Rule; Adaptive Formulation. 
 

1- Introduction 

With the advancement of information technology, IT-

related issues have also developed rapidly. The Internet of 

Things is a new model that integrates the Internet and 

physical objects belonging to different fields such as home 

automation, industrial process, human health and 

environmental monitoring. Having Internet-connected 

devices deepens our day-to-day operations, in addition to 

having many benefits, brings withmany security 

challenges. For more than two decades, intrusion detection 

systems have been an important tool for protecting 

networks and information systems. However, it is difficult 

to apply the former IDS techniques to the Internet of 

Things because of its special features such as limited 

resources, special protocol stacks, and certain standards. 

The proliferation of IOT has led to new challenges such as 

increased power consumption, more complex management 

due to increased data volume, more bandwidth demands to 

transmit IOT data, and use more powerful processors for 

information analysis. Moreover, protecting the privacy of 

individuals by protecting and safeguarding the information 

of individuals is very important and vital to achieve the 

commercialization of this industry [1-3]. Today, of course, 

the use of technologies such as optical fibers in the 

transmission of information and optical integrated circuits 

with Nano dimensions in fast processing and reducing 

energy consumption has greatly contributed to the 

commercialization of the Internet of Things.  In contrast, 

the use of cloud storage, computing for data storage, 

processor and the use of SDN-based software pose a 

serious threat to attackers of the IOT infrastructure. 

Threats and anomalies created in the Internet of Things 

can be divided into four general categories: Dos attacks, 

R2L attacks, U2R attacks and Probing attacks. In Dos 

attacks, a large number of requests are sent to a system to 

disable it. In the U2R attacks, the intruder enters as the 

system administrator and destroys the system radically. In 

the R2L type of attack, the attacker enters the system as a 

local user and then takes control of the system by 

designing attacks. In the Probing attack, the intruder tries 
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to obtain information from the system such as passwords, 

user numbers, important files and types of system services.  

One of the most important and popular tools in the field of 

attack prevention is the use of machine learning systems 

[4-5]. In this system, the system is modeled using artificial 

intelligence and based on existing experiences to prepare 

for predicting new conditions. Therefore, the system 

should be trained using training data that is the result of 

past experiences. One of the most powerful and efficient 

modeling tools in the field of machine learning is the use 

of artificial neural networks [6-7]. In simpler terms, neural 

networks are modern systems and computational methods 

for machine learning, knowledge display, and finally the 

application of knowledge gained to maximize the output 

responses of complex systems. The main idea of such 

networks is partly inspired by the way the biological 

neural system works to process data and information to 

learn and create knowledge. The key element of this idea 

is to create new structures for the information processing 

system. The system is made up of a large number of 

extremely interconnected processing elements called 

neurons that work together to solve a problem and transmit 

information through synapses (electromagnetic 

communications). In these networks, if one cell is 

damaged, other cells can make up for its absence and 

contribute to its regeneration. These networks are able to 

learn. For example, by injecting tactile nerve cells, the 

cells learn not to go to the hot body, and with this 

algorithm, the system learns to correct its error. Learning 

in these systems is adaptive, that is, using examples, the 

weight of the synapses changes in such a way that the 

system produces the correct response if new inputs are 

given. The main philosophy of the artificial neural 

network is to model the processing properties of the 

human brain to approximate conventional computational 

methods with the biological processing method. In other 

words,the artificial neural network is a method that learns 

the knowledge of thecommunication between several data 

sets through training and stores it to use in similar cases. 

This processor works in two ways similar to the human 

brain: Neural network learning is done through education. 

Weighting similar to the information storage system takes 

place in the neural network of the human brain.  

An artificial neural network consists of three layers: input, 

output and processing. Each layer contains a group of 

nerve cells (neurons) that normally communicate with all 

the neurons in the other layers unless the user restricts 

communication between neurons; but the neurons in each 

layer have no connection with other neurons in the same 

layer. A neuron is the smallest unit of information 

processing that forms the basis of the function of neural 

networks. A neural network is a collection of neurons that, 

being located in different layers, form a special 

architecture based on the connections between neurons in 

different layers. Neurons can be a nonlinear mathematical 

function, so a neural network made up of a community of 

these neurons and can also be a completely complex, 

nonlinear system. In the neural network, each neuron 

operates independently, and the overall behavior of the 

network is the result of the behavior of multiple neurons. 

In other words, neurons correct each other in a process of 

cooperation. Figure 1 shows an artificial neural network 

versusthe neural network of the human body. The system 

inputs, called X1, X2, Xn, enter in the input neurons and 

transfer to the hidden layers via W1, W2…Wn. This 

transfer is done by multiple inputs on the W coefficients. 

Now apply the nonlinear function to the output layer to 

enhance the modelling application for nonlinear samples 

and data collections. In the learning procedure, the w 

coefficient is determined by machine learning algorithms. 

Now we want to focus on the weight coefficient 

determination. One of the interesting and attractive 

methods is the backpropagation algorithm for 

determination the W coefficients [8-9]. This method is 

based on the slope of error and has a good speed to 

response determination. Instead, it is trapped in the local 

optimum point and unable to find the global optimum [10-

11]. One solution is to use meta-heuristic algorithms. A 

metaheuristic optimization algorithm is an innovative 

method that can be applied to various optimization 

problems with minimal modifications. Metamorphism 

algorithms significantly increase the ability to find high-

quality solutions to difficult optimization problems.   
 

 

Fig. 1. schematic biological neuron (Left) versus artificial neural network 
(Right) 

One of the evolutionary optimization algorithms that have 

a good performance speed is the PSO algorithm. 

Additionally, this algorithm, like other evolutionary 

algorithms (genetics and colonial competition and so on) 

has simpler calculations. In this article, we used the PSO 

algorithm to train the neural network. Then, we will show 

that although training by the PSO algorithm gives a much 

more accurate answer than the BP training method, it is 

still possible to reach much more accurate answers by 

changing the PSO algorithm. For this purpose, we used a 

combination of fuzzy, comparative and mutation methods 

to alter this algorithm and showed that we get very 

acceptable results by training the neural network by the 

altered PSO algorithm. 
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2- Methodology 

This research work aims to propose a Neural Network 

Model of KDD-Data set for intrusion detection in 

IOTdevices. This part of the paper describes the proposed 

work methodology, i.e., proposed attack detection 

framework, proposed network model, data set description, 

and preprocessing. 

a. The Framework of the attack detection 

The proposed procedure is illustrated in Figure 2. As you 

can see in this flowchart, the data must first be collected 

for training the neural network. To collect the data, we use 

the kdd-cup data set. In the continuation of the data 

preprocessing operation is done, it includes deleting 

similar data, extracting more effective data, and 

normalizing the data. We then classify the data into two 

categories: training data and test data, so that test data 

makes up 20% of the data and training data makes up 80% 

of the data. In the next step we architected the neural 

network and trained it basedon PSO and Modified PSO 

algorithms and training data. Finally, the evaluation of the 

model created by the neural network is performed based 

on test data. 

 

 

Fig. 2. overall framework of the attack detection using neural-network 

based PSO algorithm 

b. Neural Network  

An artificial neural network, also called a simulated neural 

network or neural network, is an interconnected group of 

artificial neurons that uses a mathematical or 

computational model to process information and based on 

the connection approach. One of the classic types of 

theartificial neural networks is the perceptron network. 

The following figure shows a perceptron neural network: 

 

Fig. 3. Multi-layer Perceptron neural network. 

A multilayered (deep) perceptron neural network will 

result from the stacking of several perceptron's. That is, we 

will have multiple layers of neurons in such a network. 

Here we have an output layer and an input layer. There are 

also several layers of neurons between the input and 

output layers. The layers between the input and output 

layers are called the Hidden Layer. Layers that are close to 

the input layer are usually called bottom layers. Layers 

that are close to the output layer are also called top layers. 

Except for the output, each layer has a bias. A network 

that has a large number of hidden layers is called a Deep 

Neural Network. As mentioned, there are several classical 

methods for determining weight and bias coefficients. But 

all of these methods are caught in local optimal points and 

are not able to determine the global optimal point. To 

solve this problem, in this paper, we use the training method 

based on thePSO optimization algorithm and extract these 

coefficients for system modeling. In addition, despite the 

high speed of the bird algorithm, it does not have enough 

accuracy and to improve the system, we use fuzzy, mutation 

and adaptive models to increase the accuracy of neural 

network performance in addition to speed. 

c. Classical PSO 

Particle swarm optimization algorithms are one of 

theheuristic optimization algorithms. The most significant 

benefit of these algorithms over the other optimization 

algorithms is that they do not postulate intricate operations 

and mathematical relationships such as integrals and 

derivatives [12-13]. These algorithms are either modeled 

on the foundation of the biological processes and 

exchanges of organisms (such as ants, particles, genetics, 

etc.) or human socio-political exchanges and treatments 

(such as colonial competition algorithms or teacher- 

learning based optimization) [14-15]. The PSO algorithm 

is also modeled based on the search for appropriate 

lodging by particles. This algorithm was suggested and 

developed in 1995 by a common study of Eberhart and 

Kennedy based on the motion of fish and particles on the 

basis of the two axioms of artificial life and evolution. In 
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similar other evolutionary algorithms, algorithm begins 

with a collection of particles of a matrix with a completely 

random position. Any particlein this matrix is called a 

particle, and these particles can jump in the nth -

perspective space (n is the number of variables in the 

optimization problem). And at each step, their new 

situation is updated based onthe previous personal 

experiences and the situation of their proximities. The 

strength of each particle of this set of particles is defined 

by the following vector [16-18]: 

Xi= [Xi1, Xi2,……Xin]
T∈   S   (1) 

In this regard, S is the search space and Xi is the position 

of each particle intheiteration i algorithm. Each particle 

has a velocity at any step. Therefore, the velocity vector of 

all particles is defined by relationship 2 [16-18]: 

Vi= [Vi1, Vi2,……Vin]
T∈   S   (2) 

The best personal position that each particle has from the 

beginning toi step is called the best personal position and 

is defined for all particles by the following vector in each 

step [16-18]: 

Pi= [Pi1, Pi2,……Pin]T   ∈    S   (3) 

Based on the relationships and definitions described above, 

the rate and speed of each particle at each step of repetition 

is calculated and updated by the following relationship 

[16-18]: 

 ⃗  
      ⃗  

         ⃗    ⃗  
            ⃗    ⃗  

    (4) 

 ⃗⃗  
     ⃗⃗  

     ⃗⃗  
     (5) 

In this regard, the updated speed of the particle is in the 

iteration of k + 1 and the previous velocity and location of 

the particle respectively. It is also the best I-

thparticlelocation ever as well as the location of particle 

that has the p-best between particles. Here c1 and c2 are 

fixed coefficients and are usually 2. If the quantity of c1 

increases, the particle tends to follow the search around its 

best personal location. However, if c2 is higher than c1, 

the tendency of the particle is to probearound the global 

location. Hence, it is better to assimilate the procedure of 

choice between these two parameters. The coefficient w is 

known as the inertial weight coefficient. This coefficient 

specifies the impact of the previous velocity on the new 

velocity. If the low w coefficient is c, the search step is 

short and consequently, the search space is small and of 

course, the search accuracy is increased. However, if 

theselected number is large, the search step and the search 

space for each particle will be longer but the search 

accuracy will be lower. r1 and r2 are two random numbers 

between zero and one that gives a random nature to the 

search pattern. In many cases, the w coefficient is fixed 

and about about0.9. However, in some cases it is linear 

and a function of program repetition. Sofirst,a large search 

is selected to enlarge the search space at the beginning of 

the search. Then, with increasing Iteration pattern, its 

value decreases so that the further we go, the more 

accurate the search accuracy. Although this method gives a 

more accurate answer than the choice of w with a constant 

value, it still cannot be applicable in all engineering issues. 

Therefore, it is then selected by fuzzy rules in a 

comparative manner. If the target function is close to the 

optimal value, the coefficient w is small and if it is far 

away, the coefficient w is selected. In addition to the 

coefficient w, the coefficients c1 and c2 will be selected by 

comparative relationships according to what will be 

mentioned in the next section. As mentioned above in the 

particle cluster algorithm, particles are inclined to follow a 

search pattern thatcan obtain the best personal and global 

location at each stage. This causes premature convergence 

of the algorithm because the actual main optimal point may 

be far from these two points. To overcome this problem, in 

this article we use the mutation operator to prevent particles 

from getting entangled in the optimum local point. 

d. Modification of the Classic PSO Algorithm with Mutation 

Operator: 

As mentioned before, the particle aggregation algorithm, 

despite the genetic algorithm, does not have a mutation 

operator and always tries at every step to find the search 

around the two points of the best personal and overall 

position to continue the same step. This phenomenon can 

lead to two demerits. First, the algorithm may experience 

premature convergence. This means that it is entangled in 

an optimal local location, in other words, the population 

loses its diversity. Second, the response varies from 

program to program since the final response depends 

almost on the randomly selected primary population. 

Hence, in this article, we use the mutation operator to 

overcome these two problems. Sincethe mutation is a 

powerful tool in improving particle population diversity. 

In this article, we will use a new mutation operator. First, 

five vectors are randomly selected from the previous 

population in each repetition of the program (H4, H5 H1, 

H2, H3,) so that H4 ≠ H5 ≠ H1 ≠ H2 ≠ H3. Now the jump 

operator selects the new position of the particle as follows: 

Xmut = XH1 + β1 (XH3- XH2) + β2 (XH5- XH4)  (6) 

Here, the coefficients β1 and β2 are supposed as mutation 

coefficients, the value of which should be selected 

experimentally in the range0 <β <1. In the following, the 

value of the position of each particle of the following 

relation is calculated: 
 

       {
                         

           
             (7) 

In this article, the crossover value is calculated as 0.2 
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e. Determining the Coefficients of c1 and c2 in a 

Comparative Manner: 

As mentioned before, the coefficients C1 and C2 in the 

classical PSO algorithm are considered constant and equal 

to the value of 2. In some papers, these coefficients change 

linearly over different iterations. Increasing or decreasing 

these coefficients, in addition to directing the search 

around a particular point, can reduce or increase search 

space.  As the matter of increasing or decreasing the 

weighting coefficient of inertia w. Experimental results 

show that such a choice for these coefficients prevents 

accurate response. For this reason, in this article, these 

coefficients are determined comparatively using the 

following relationship. 

                
            

  
      (8)

 

In this case, n = 2 and G0 are equivalent to Gbest in the first 

repetition. Notice that the smaller the Gbest in the current 

repetition, the closer we get to the answer. So its value is 

reduced to increase the accuracy of the search. However, if 

Gbest is a large number, the answer is far from the optimal 

global answer and makes the search space bigger. 

f. Fuzzy Rules for Diagnosing the Inertial Coefficient W: 

The weight factor W has a huge impact on the velocity of 

each particle at the current stage, so increasing this factor 

increases the velocity. Since it is supposed that in 

relationship number 5, the amount of each displacement is 

considered one second, so the higher the velocity, the higher 

the particle displacement in one step, and consequently, the 

search space is large and its accuracy is decreased. The 

opposite is true. Hence, an appropriate balance must be 

taken into account in selecting this particle. In this article, 

this equilibrium is performed using fuzzy rules and ifs. The 

best choice is to match the w coefficient to whether Gbest is 

close to or far from each step of the desired Gbest using 

fuzzy logic. Here, the values of w and NFV, which are 

defined below, are the inputs of the fuzzy inference motor 

and its output is Δw [19-20].  

    
          

             
    (9) 

Here FV is the Gbest level in the current step and FVmin 

is the Gbest level in the first repetition and FVmax is a 

very large number. Usually, the W coefficient must be 

between 0.9 and 0.4. Since the correction of the W factor 

during the implementation of the program may be 

increasing or decreasing, both positive and negative 

corrections are essential for this coefficient. In this 

research, a small number with a value of 0.1 is regarded, 

which is added and subtracted by the W factor. 

              (10) 

Here ∆w is asimilar correction value and is equal to ± 1. 

Of course, sometimes the value is zero and its status is 

suggested according to Table 1. Notice that Gbest values 

must be expressed as membership functions to attain an 

optimal value for the weight factor W. In this article, it is 

recommended that triangular membership functions be 

selected so that they have three states: 

Large or L, small or M, and medium or M. Also, the fuzzy 

model outputs, as shown in Table 1, have three values of 

PE ((+0.1, NE ((-0.1) or, ZE (0). As shown in Table 1, the 

9 states may be based on different values of NFV and W 

occur. If both NFV and W are small, there is no need to 

change w because on the one hand,Gbest has reached the 

optimal level and on the other,hand it is not possible to 

decrease W so much that it excels the permutable limit. If 

the NFV is low and the W is medium, you can still reduce 

the W by 0.1 to increase the search accuracy. If the NFV is 

low and the W is high, you can reduce the w by 0.1 as 

much as before. Here the relationship between inputs and 

outputs is shown in Table 1. Also, the triangular 

membership functions are represented in Figure 4. These 

functions are used to get the input and output variables. 

Table 1: Fuzzy rules of the input and output variables 

 

 

Fig. 4. The membership functions. 

 

Fig. 5. Flowchart of FCMPSO algorithm 
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g. Experimental Data 

KDDCUP99 [24] and NSL-KDD are the most commonly 

used datasets in intrusion detection research. We used 

theNSL-KDD intrusion dataset which is available in CSV 

format for model validation and evaluations. The dataset 

composes of the attacks shown in Tables2 and 3 and 

identified as a key attack in IOT computing. Sherasiya and 

Upadhyay [25] pointed out that IOT objects are also 

exposed to such types of attacks, and the data that IoT 

objects exchange are of the same value and importance, or 

occasionally more important than a non-IoT counterpart. 

h. The Objective Function: 

In this research, to model the attack detection system and 

anomalies, we used the multilayer perceptron neural 

network structure as ML. additionally we trained the 

neural network using BP algorithms, classical particle 

algorithms, modified particle algorithms with FPSO (fuzzy 

PSO), FCPSO (Fuzzy comparative PSO) and FCMPSO 

(Fuzzy combinations. Moreover, we used the sigmoid 

function as the last layer of the neural network according 

to the following formula. 

 

(11) 

The accuracy of the suggested model is calculated based 

onthe correct detection of the model attained by the neural 

network and by the following relationship: 

         
                             

                                                            
 (12) 

Since the particle algorithm inherently minimizes the 

target function, the following function should be defined 

to increase the accuracy of the target function: 

Cost Function = - accuracy   (13) 

3-  Result and Discussion  

As referredto in the previous section, the PSO algorithm is 

a powerful algorithm for finding optimal points in 

complex and multi-purpose problems. Hence, in this 

article, theneural network has one hidden layer with 15 

neurons and training is done by the PSO algorithm. 

However, the classic model of this algorithm has a number 

of coefficients that if selected consistently decrease 

particle diversity and premature convergence, resulting in 

localized optimal locations. So, in this paper, these 

coefficients c1, c2 are comparatively diagnosed using 

exponential relationships. Additionally, the weighted 

coefficient of inertia is determined using rolls and fuzzy 

logic rules. Also, since this algorithm, unlike the genetic 

algorithm, did not have a mutation operator, it led to the 

search for the best personal position or the best global 

position at any stage, so we suggested adding a new 

mutation operator to the algorithm's function. This 

operator is expected to curb the algorithm from getting 

trapped in the optimal local locations. So, we used the 

combination of the above methods and taught them the 

neural network and compared the outputs. Figure 5 shows 

the accuracy level for different neural network training 

methods. Here we suppose that the maximum repetition is 

equal to 50 and also the number of particles is equal to 40. 

As represented in the figure, neural network training by 

classical PSO algorithm is much more optimal than 

training by BP algorithm. Moreover, as expected, the 

classic PSO algorithm was entangled at the local optimal 

point, and the combination of FPSO, FCPSO, and 

FCMPSO gave more accurate responses. Also, the 

combination of the mutation operator with the classic PSO 

algorithm gives good results. Figure 7 shows the 

convergence speed of different algorithms drowned on the 

iteration of the algorithm for diagnosing different attacks. 

As shown in the figure, the FCMPSO algorithm, in addition 

to being much more accurate, has a better convergence pace. 

So, this algorithm is a very optimal algorithm to increase the 

accuracy and speed of attack detection.  

From theDos detection picture, we can see that when the 

number of trainings exceed 35 times, the Classic ANN 

curve is basically stable, and with the increasing of the 

number of trainings, the accuracy rate no longer increases 

significantly. In this method, the performance accuracy of 

the algorithm does not exceed74%. In contrast to this 

method is the ANN-FCMPSO algorithm. This method has 

higher accuracy (99%) and achieves faster response.   As 

shown in this figure convergence point is 26 and the point 

of this sentence is that FCMPSO algorithm is faster than 

theprevious algorithm. Moreover figure 7 shows that by 

applying any corrective methodology in PSO algorithms 

such as ANN FPSO and ANN FCPSO, accuracy and 

convergence speed improved simultaneously.  Another 

matter is that among the four attack type, these methods 

give the best performance to the Dos attack.  

Lastly, in Figure 8, we show the accuracy of the PSO and 

FCMPSO algorithms after running the program 20 times 

to detect Dos attacks. As shown in the figure, the 

FCMPSO algorithm is more dependable than the PSO 

algorithm. Since in different performances, the program 

represents relatively the same answers. 
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Fig. 6: accuracy for different machine learning algorithm 

 

  

  

Fig. 7. convergence characteristic of proposed method in different attack detection 
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Fig. 8. Accuracy for 20 runs of the left algorithm: ANN-PSO right: ANN FCMPS 

Table 2: Input parameters of Neural Network  

S/N Name Type S/N Name Type 

1 duration Continuous 25 serror_rate Continuous 

2 protocol_type Symbolic 26 srv_serror_rate Continuous 

3 service Symbolic 27 rerror_rate Continuous 

4 flag Symbolic 28 srv_rerror_rate Continuous 

5 src_bytes Continuous 29 same_srv_rate Continuous 

6 dst_bytes Continuous 30 diff_srv_rate Continuous 

7 land Symbolic 31 srv_diff_host_rate Continuous 

8 wrong_fragment Continuous 32 dst_host_count Continuous 

9 urgent Continuous 33 dst_host_srv_count Continuous 

10 hot Continuous 34 dst_host_same_srv_rate Continuous 

11 num_failed_logins Continuous 35 dst_host_diff_srv_rate Continuous 

12 logged_in Symbolic 36 dst_host_same_src_port_rate Continuous 

13 num_compromised Continuous 37 dst_host_srv_diff_host_rate Continuous 

14 root_shell Continuous 38 dst_host_serror_rate Continuous 

15 su_attempted Continuous 39 dst_host_srv_serror_rate Continuous 

16 num_root Continuous 40 dst_host_rerror_rate Continuous 

17 num_file_creations Continuous 41 dst_host_srv_rerror_rate Continuous 

18 num_shells Continuous 

19 num_access_files Continuous 

20 num_outbound_cmds Continuous 

 

Table 3: Output Parameters of Neural Network (Attack Type) 

 
S/N Name Type 

1.  Back dos 

2.  buffer_overflow u2r 

3.  ftp_write r2l 

4.  guess_passwd r2l 

5.  imap r2l 

6.  ipsweep probe 

7.  land dos 

8.  loadmodule u2r 

9.  multihop r2l 

10.  neptune dos 

S/N Name Type 

11.  nmap probe 

12.  perl u2r 

13.  phf r2l 

14.  pod dos 

15.  portsweep probe 

16.  rootkit u2r 

17.  satan probe 

18.  smurf dos 

19.  spy r2l 

20.  teardrop dos 

21.  warezclient r2l 

22.  warezmaster r2l 
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4- Conclusion 

In this study, we used modified PSO and PSO algorithms 

to train the neural networkto model the IOT network 

attack detection. We showed that meta-heuristic 

algorithms can be a more effective method than classical 

education systems. In addition, we have shown that the 

PSO algorithm has coefficients that, if not properly 

adjusted, lose their efficiency and cannot be suitable for 

neural network training methods. The correction model 

proposed in this paper is the simultaneous combination of 

a PSO algorithm with a fuzzy system and a mutational and 

adaptive operator. The suggested ANN-FCMPSO 

algorithm is about 97% (99% for Dos type attack, 97% for 

U2R, 98% for R2L and 96% for PROB), and the accuracy 

for the PSO-ANN algorithm is about 86%. 
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Abstract  
Reversible logic has been emerged as a promising computing paradigm to design low power circuits in recent years. The 

synthesis of reversible circuits is very different from that of non-reversible circuits. Many researchers are studying methods 

for synthesizing reversible combinational logic. Some automated reversible logic synthesis methods use optimization 

algorithms Optimization algorithms are used in some automated reversible logic synthesis techniques. In these methods, the 

process of finding a circuit for a given function is a very time-consuming task, so it‟s better to design a processor which 

speeds up the process of synthesis. Application specific instruction set processors (ASIP) can benefit the advantages of both 

custom ASIC chips and general DSP chips. In this paper, a new architecture for automatic reversible logic synthesis based 

on an Application Specific Instruction set Processors is presented. The essential purpose of the design was to provide the 

programmability with the specific necessary instructions for automated synthesis reversible. Our proposed processor that 

we referred to as ARASP is a 16-bit processor with a total of 47 instructions, which some specific instruction has been set 

for automated synthesis reversible circuits. ARASP is specialized for automated synthesis of reversible circuits using 

Genetic optimization algorithms. All major components of the design are comprehensively discussed within the processor 

core. The set of instructions is provided in the Register Transform Language completely. Afterward, the VHDL code is 

used to test the proposed architecture. 

 

 

 

Keywords: Reversible logic; Optimization Algorithms; Application Specific Instruction Set Processors; ASIP; RTL. 
 

1- Introduction 

Application specific instruction set processors (ASIP) can 

compromise the advantages of custom ASIC chips and 

general DSP chips. In other words, ASIP chips utilize high 

performance and low power of ASIC chips and flexibility 

of DSP chips [1][2][3][4][5].  

There is a tradeoff between cost and speed in ASIPs.  

Programmability is the main advantage of ASIPs, which 

gives more flexibility to software developers. Other 

advantages are more convenient in the design and 

debugging process, predictability, and shorter time to 

market. Hardware and software are two aspects of ASIPs 

rather than one aspect of the task being dominant.  Besides, 

compared to general-purpose processors, ASIP benefits 

from having specific instructions to perform a specific task 

faster and reduce programmer errors. Accordingly, 

efficiency and programmability are both advantages of 

ASIPs compared to general-purpose processors. 

In this paper, a novel ASIP-based processor for the 

synthesis of reversible circuits is proposed. This processor 

is used to synthesize reversible circuits using optimization 

algorithms. VHDL code is used to simulate and test the 

proposed architecture. The main objective of the proposed 

design is programmability as it is the major concept of 

ASIP. In addition, the suggested structure reduces 

hardware complexity. 

The organization of the rest of the paper is as follows. The 

next section and subsequent sections present a background 

on the synthesis of reversible circuits. Section 3 details the 

proposed ASIP architecture model for the synthesis of 

reversible circuits. The testing process describes in section 

4. Finally, section 5 concludes the paper. 
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2- Background 

Reversible logic has applications in low power computing, 

quantum computing, nanotechnology, optical computing, 

and DNA computing. The design of the reversible circuits 

is quietly different from the design of conventional 

irreversible logic circuits [6] because of the different gates 

that are available in reversible logic. 

The synthesis of reversible circuits differs significantly from 

synthesis using traditional irreversible gates. Many 

algorithms have been proposed for the synthesis of 

reversible circuits [7][8][9][10]. Dengli et al. proposed an 

improved KFDD based reversible circuit synthesis method 

[7]. Ahmed et al. suggested a synthesis approach using 

reorder algorithm [8]. Basak et al. presented an algorithm 

using the ESOP expressions [9]. Some automated reversible 

logic synthesis methods, such as genetic algorithms (GAs) 

are also presented [11][12][13][14][15][16]. These 

algorithms use optimization algorithms. 

In optimization algorithms, the main process is generating 

some random circuits and then computing the output truth 

table of generated circuits. Then the hamming distance 

between the truth table of generated random circuits and 

the truth table of the given function is calculated. After 

that, according to the optimization algorithm the best 

circuit is selected. These operations are repeated while 

desired hamming distance is reached.  

To implement the automated reversible synthesis 

algorithm, a background on reversible gates is needed. The 

next section is illustrated to introduce reversible logic 

gates. After that, a general algorithm for the synthesis of 

all reversible circuits is presented. 

2-1- Reversible Gates 

Since a serious problem in modern VLSI designs is power 

consumption, Low power circuit design is one of the most 

attractive subjects for hardware designers. Landauer has 

shown that for irreversible logic computations, each bit of 

information lost, generates kTln2 joules of heat energy, 

where k is Boltzmann‟s constant and T is the absolute 

temperature at which computation is performed [17]. 

Bennett showed that kTln2 energy dissipation would not 

occur if a computation is carried out reversibly [18]. This 

part of energy dissipation is independent of what the 

underlying technology is. 

In reversible circuits, no bit of information is lost, and 

reversible computation in a system can be performed only 

when the system comprises reversible gates. 

In a reversible gate, there is a one-to-one correspondence 

between its inputs and outputs. As a result, the number of 

outputs of a reversible gate is the same as the number of 

inputs, and for each input vector, there is a unique output 

vector and vice versa. 

Some more common gates to design reversible logic 

circuits are Feynman Gate, FG [19], Toffoli Gate, TG [20], 

Fredkin Gate, FRG [21] are more common gates to design 

reversible circuits. 

A 2*2 Feynman Gate, also known as controlled-NOT 

(CNOT), is depicted in Fig.1.a. It implements the logic 

functions: P = A and Q = A⊗B. 

A 3*3 Toffoli Gate has 3 inputs: 2 control inputs, that are 

copied to the first 2 outputs and one other input that is 

complemented if all control inputs are 1s and are directly 

copied to the last output otherwise [20]. A 3- input, 3-

output Toffoli Gate is shown in Fig.1.b. The inputs „A‟ 

and „B‟ are passed as first and second outputs, respectively. 

The third output is controlled by „A‟ and „B‟ to invert „C‟. 

A 3*3 Fredkin Gate is depicted in Fig.1.c. Here the input 

„A‟ is passed as the first output. Inputs „B‟ and „C‟ are 

swapped to get the second and third outputs, which are 

controlled by „A‟. If A = 0, then the outputs are simply 

duplicating of the inputs; otherwise, if A = 1, then the two 

input lines (B and C) are swapped. 

 

Fig. 1 (a) Feynman gate, (b) Toffoli gate, and (c) Fredkin gate 

2-2- Synthesis of Reversible Circuits 

Synthesizing a reversible circuit using a searching 

algorithm is a complex problem with a large amount of 

searching space. The number of combinations for placing 

one Toffoli r×r gate in an n×n circuit (0<r<n-1) to 

synthesize a reversible n×n circuit is expressed by )1(: 
 

ρ=n. ∑ (   
 

)   
   =n.2

n-1
 (1) 

 

If the number of required gates to design a circuit is m, 

then the number of possible circuits is ρ
m
. If Fredkin and 

Press are added to the set of Toffoli r×r gates, then the 

number of possible circuits is (3ρ)
m
. So optimization 

algorithms, especially GA, are used to find the global 

minimum or maximum of a function, in an extensive 

searching space [11][12][13][14]. In the next subsection, a 

review of automated synthesis is presented. 

2-3- Automated Reversible Logic Synthesis 

The general algorithm for automated reversible logic 

synthesis is shown in Fig.2. This processor is used to 

synthesize reversible circuits. 

The algorithm starts by generating a random configuration 

(a random state) of a circuit with one gate. We consider 

the hamming distance between the truth table of this 

circuit and the truth table of a given function as the cost 

function. Then for each new configuration, it‟s necessary 
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to compute the truth table. So the main operations in such 

algorithms are computing the truth table of each circuit 

and then comparing its truth table with the destination 

truth table to select the best circuit, based on the desired 

algorithm. So in a given iteration, the algorithm generates 

n new circuits at a time. Each new circuit is derived from 

the old configuration. The hamming distances of the two 

circuits are then compared. 

After the process of finding a new circuit, comparing it to 

the current configuration, and either accepting or rejecting, 

it is done n times. 

After all, if the stopping criteria of the algorithm, zero 

hamming distance, is not reached, the number of gates will 

increase and the algorithm is repeated for a new circuit 

with extra gates. 

   Set NoG=1  //the number of gates being used for the 

synthesis 

   Set S=S0    // random initial state 

Loop1: 

    Initiate a random circuit S using NoG 

   While (up to max-iteration) 

{ 

    While(required number of circuits not generated) 

   { 

        Generate new circuit S‟ by perturbing S; 

        For (all rows of truth-table) 

                   E=E+HD(des[i]&mask , Syn[i]&mask); 

       ΔE=E(S‟)-E(S) 

      If (ΔE<=0)      

           S=S‟; 

     } 

    If (HD!=0) 

   { 

      NoG=NoG+1; 

      Goto Loop1; 

   } 

   else  

     Print circuit;     } } 

Fig. 2 Algorithm description 

3- Architecture Overview 

 

Fig. 3. ARASP processor 

This paper introduces an ASIP processor which is useful in 

the application domain of reversible circuits. This processor 

is called ARASP, an ASIP processor for automated 

reversible logic synthesis. The schematic of the ARASP 

processor is illustrated in Figure 2. The explanation of the 

proposed register configuration is in Figure 3. 

 

Fig. 4 ARASP register configuration 

We proposed a 16-bit wide ASIP architecture with 16-bit 

integer operations for common arithmetic operations and a 

specific function unit for the automated synthesis of a 

reversible circuit. 

3-1- Global View on ARASP 

Registers have clock inputs that are all connected to the 

main system clock. Each AC, DR, TR1, and TR2 are 16-bit 

registers that provide operands of ALU. The output of ALU 

is connected only to the AC. The instruction register, IR, 

provides the instruction bits for the controller. The 12-bit 

program counter register is called PC, this register provides 

an address for current instruction through the memory 

address register, AR. This register also is a 12-bit binary up 

counter. The arithmetic logic unit, ALU, is a combinational 

logic unit with two 16-bit inputs, four flag inputs, and 

control inputs that specify the integer operations. The output 

of this unit is connected to the input of AC.  
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The next part is a function unit for the automated synthesis of 

a reversible circuit. This unit works as follows. At first, a 

random circuit with some gates that the NOG (Number OF 

Gates) register specifies is generated.  The SyC (Synthesis 

Circuit) register bank maintains this random gate. The SyCP 

(Synthesis Circuit Pointer) register which is an 8-bit up-

counter is used to specify each register of this register bank 

(each reversible gate) in each step. Same as SyC, NeC 

register bank is used to hold the neighboring circuit of 

synthesis circuit in each step, the size of this register is as SyC, 

also NeCP (Neighboring Circuit Pointer) is used to define a 

register of NeC register bank in each step of the synthesis.  

DTT (Destination Truth Table) consists of 256 8-bit registers 

to maintain the truth table of a given function. As the 

algorithm generates a reversible circuit in each step, we need 

a register bank to maintain the truth table of the generated 

circuit. So STT (Synthesis Truth Table) is used for this aim. 

The size of this register bank is the same as DTT. TTP is 

an 8-bit up-counter that refers to each row of DTT or STT 

in each step of the algorithm.  

As said before the major time-consuming operation in the 

synthesis of a reversible circuit is calculating the output of 

the circuit for all combinations of inputs.  So the synthesis 

function unit that is a combinational circuit calculates each 

row of synthesis truth table of desired circuit, SyC or NeC.  

After synthesis of the desired circuit, we need to compare this 

truth table with the destination truth table, DTT. So we have 

to calculate the hamming distance between synthesis truth 

table STT and destination truth table DTT, as the cost 

function. After that, the calculated hamming distance will set 

the SHD or NHD depending on the circuit that is synthesized. 

The final step in the algorithm is selecting the best circuit. 

So we need to compare SHD and NHD registers and set 

HD register with one of these registers. 

4- Proposed Architecture 

In this paper, the proposed CPU is referred to as ARASP. 

The proposed processor employs a reduced hardware 

requirement and application specific instruction set. Due to 

the size of its data register and buses, ARASP is 

considered to be a 16-bit processor. It has direct and 

indirect addressing modes. ARASP also has specific 

instructions and input-output interrupts.  

4-1-  Main Memory Organization 

The ARASP is capable of addressing 4096 bytes of 

memory through its 12-bit address lines. This memory is 

addressed by a register called AR. 

4-2- Register Configurations 

The main data register of ARASP is AC, which is used in 

conjunction with most general instructions. This processor 

has overflow, carry, zero, and sign flags (o, c, z, and s). 

These flags may be modified by arithmetic operations. 

ARASP consists of two parts, global unit, and specific 

unit. The major components of the global unit are AR, PC, 

IR, DR, TR1, TR2, AC, LFSR, and ALU. Also, the 

components of the specific part are SyC and NeC register 

bank that consists of 256 9 bit registers. These register 

banks hold synthesis and neighboring circuits each 

consisting of at most 8 gates. DTT and STT register banks 

hold destination and synthesis truth tables respectively. 

According to the size of these register banks and hardware 

restrictions. The desired circuit can have at most 8 inputs 

(256 8-bit registers). HD, SHD, and HD registers that are 

8-bit registers are used for holding hamming distance of 

the circuit throughout the running synthesis algorithm.  

4-3- Instruction Types 

The ARASP has a total of 47 instructions totally, and the 

specific instructions are summarized in Table 3. The 

Proposed processor has two different types of instruction 

sets (Table 1). The Memory reference instructions need the 

main memory address to do their operations and the Non-

memory reference instruction set, which needs no memory 

for their operands. The ARASP‟S memory instruction set 

can be used by direct and indirect addressing modes.  

Table 1. Instruction Types and Addressing Modes of ARASP 

Instruction 

Type 
M I Address 

Addressing 

Mode 

Memory 1 0 No Direct 

Memory 1 1 No Indirect 

Others 0 × Yes - 

As presented in Fig. 5, in memory reference instructions most 

significant bit of instruction (bit 15) is set, to specify the 

memory reference instruction type. Bit 14 called I, specifies 

direct or indirect addressing mode (0 for direct and 1 for 

indirect).  The next 4 bits (bits 10-13) specify the operation of 

a memory reference instruction. As this type of instruction 

need a memory word for holding one of the operands, in these 

types of instructions we should refer to the main memory to 

read the operand. If it is set to 1 the operand‟s address is 

indirect and if it is set to 0 the operand‟s address is direct. 

 

Fig. 5 Memory reference instruction format 

These types of instructions occupy a byte whose most 

significant bit (bit 15) is 0. In this type of instruction, bit 

14 specifies output and register instructions or specific 

instructions (0 for output and register instructions and 1 

for specific instructions). The other 4 bits specify 

operations of instructions (Fig. 6). 
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add

add+1

Opcode

15 14 10 9 0

I

13

UnusedM
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Fig. 6. Non Memory reference instruction format 

The fetch, decode and calculation of effective address 

phases of the instruction cycle could be as follow: 

Interrupt : 
IEN(FGI+FGO) : R  1 

RT0 : AR  0  

RT1 : M[AR]  PC , PC  0 

RT2 : PC  PC+1, IEN  0 , R  0 , SC  0 

Fetch : 

 T0 : AR  PC , PC  PC+1 

 T1 : IR  M[AR] 

Decode : 

 T2 :  D31 … D0  IR[10-14] , AR  IR[0-8] , F  IR(9) , M  

IR(15) 

Address Fetch : 
MT3 :  AR  PC, PC  PC+1 

MT4 : AR  M[AR] 

M    T5  :  nothing 

M I T5 : AR  M[AR] 

4-4- Arithmetic Logic and Shift Unit 

Arithmetic 

Integer Unit

Arithmetic 

Float Unit

MUX

2x1

16bit

AU

MUX

2x1

16bit

LU

ALU

SU

MUX

2x1

16bit

ALSU

AC

A

B

 
Fig. 7 Arithmetic Logic and Shift Unit 

 

The presented processor supports basic arithmetic, logic, 

and shift units which are presented in  

Table 2. ALU Operators 

S4 S3 S2 S1 S0 Unit Operation Function 

0 0 0 0 0 

AU 

ADD A+B 

0 0 0 0 1 SUB A-B 

0 0 0 1 0 DEC A-1 

0 0 0 1 1 INC A+1 

0 0 1 × × MUL A×B 

0 1 0 0 0 

LU 

AND AB 

0 1 0 0 1 OR AB 

0 1 1 0 0 XOR AB 

0 1 1 1 0 NOT B 

0 1 1 1 1 PASS A 

1 × × 0 0 

SU 

SHL SHL(B) 

1 × × 0 1 SHR SHR(B) 

1 × × 1 0 ROL ROL(B) 

1 × × 1 1 ROR ROR(B) 

The 5-bit opcode (S0 to S4) hierarchically selects the 

proper operation. Besides the main results, five arithmetic 

flags (Carry, Overflow, Zero, and Sign) are set by the 

ALU. Each flag obtains the proper value by the Eq.s 2 to 5 

considering that the input values are unsigned integer. AC, 

DR, TR1, and TR2 can be considered as both first and 

second operands. 
 

C-Flag = Cout when (Op.=ADD|SUB|DEC|INC|SHL|SHR) (2) 
O-Flag = „1‟ when (Op.=ADD|INC|SHL & Cout=„1‟) | (Op.= 

SUB|DEC & Cout=„0‟) | (Op.=MUL & 16-bit MSB≠0) 
(3) 

Z-Flag = „1‟ when (16-bit LSB=0) (4) 
S-Flag = „1‟ when (Op.=SUB|DEC & Cout=„0‟) (5) 

4-5- Instruction Set 

The instruction set for the ARASP is depicted in Table3. 

The objective of synthesizing a reversible circuit is to 

compute a circuit for a given function. So we need to have 

a destination truth table of a given function. LDTT 

instruction reads the truth table of the desired function 

from the main memory to the DTT register bank. This 

instruction is a specific instruction that needs to refer to 

the main memory for its operation. Because of the 

hardware restrictions, it assumes that each function could 

have at most eight inputs. So the process of reading the 

rows of the destination truth table from memory reads 

some rows with the number that NoTR defines. The value 

of this register is set by SNOTTR instruction according to 

the value of the NOG register. 

The STRC instruction stores the generated circuit of the 

synthesis process of a given function in the main memory. 

The RAND instruction generates a 16-bit random number.  

The CLRNOG instruction clears 8-bits of the NOG 

register, while INCNOG instruction increments the value 

of this register.  

The SNOI instruction initializes the NOI register by an 

immediate number. 

The GRNDC instruction generates a random circuit with 

some gates that are determined by the value of the NOG 

register. This instruction gets the value of the NOG 

register and the number of gates and sets a random value 

to some registers of SyC register bank according to the 

specified value of NOG. 

The GNBRCROS instruction performs the crossover 

operation on a circuit to generate a new circuit called 

neighboring circuit from synthesis circuit. The instruction 

selects two random gates from the synthesis circuit that are 

in the SyC register bank. After that, it exchanges the 

position of these two gates to generate a new circuit called a 

neighboring circuit that is placed on the NeC register bank. 

The other instruction that performs mutation operation is 

GNBRMUT. This instruction also generates a random new 

circuit from the existing circuit by mutation operation. The 

instruction selects a random gate from the synthesis circuit 

that is in the SyC register bank. After that, it exchanges the 

Madd Opcode

15 14 10 9 0

I

13

Immediate
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position of control and main inputs to generate a new 

circuit called a neighboring circuit that is also placed on 

the NeC register bank.  

To compute the truth table for each circuit it is necessary 

to set each row of the truth table with initial values 0 to 2
n
-

1. To achieve this goal, SIVDTT is used. 

MASK instruction generates a mask pattern for output.  

CALCSTT instruction computes the truth table of each 

generated circuit, SyC or NeC. In other words, this 

instruction, compute the value of the output for each 

combination of inputs in a circuit with some gate. By 

feeding the initial value of a given row of the truth table to 

the circuit as the first stage and synthesizing them the 

computation operation starts and then synthesis ALU 

calculates the output of this gate. The next gate gets the 

calculated output of the preceding gate and calculates the 

output. These operations continue while the output of the 

last gate is computed. This output will be replaced by the 

value of the given row. CALSTT repeats these operations 

for all combinations of inputs (all rows of truth table).  

To calculate the hamming distance between syntheses or 

neighboring truth tables and destination truth tables, 

CALCHD instruction is used. 

The SBC instruction selects the best circuits, a circuit with 

less hamming distance, between a circuit and a 

neighboring circuit. 

Finally, SIZHD is used to determine the zero value of the 

HD register.  

NOGTAC instruction is used to transfer the value of the 

NOG register to the AC. 

Table 2. ALU Operators 

S4 S3 S2 S1 S0 Unit Operation Function 

0 0 0 0 0 

AU 

ADD A+B 

0 0 0 0 1 SUB A-B 

0 0 0 1 0 DEC A-1 

0 0 0 1 1 INC A+1 

0 0 1 × × MUL A×B 

0 1 0 0 0 

LU 

AND AB 

0 1 0 0 1 OR AB 

0 1 1 0 0 XOR AB 

0 1 1 1 0 NOT B 

0 1 1 1 1 PASS A 

1 × × 0 0 

SU 

SHL SHL(B) 

1 × × 0 1 SHR SHR(B) 

1 × × 1 0 ROL ROL(B) 

1 × × 1 1 ROR ROR(B) 

5- Testing Process 

In this paper, the proposed CPU is referred to as ARASP. 

The proposed 

A structural VHDL code in Fig. 8 is used to test and verify 

the functionality of the given structure. Using the 

instruction set of the presented ARASP processor, the 

following code has to be programmed to generate a 

random circuit for the desired N×N function which is 

stored from the memory address Addr1. 

 

Fig. 8 VHDL code 

6- Conclusion 

We showed that synthesizing a reversible circuit using a 

search algorithm is a complex task with a large number of 

search spaces. So optimization algorithms, especially 

Genetic Algorithm, GA, are used to find the global 

minimum or maximum of a function, in an extensive 

searching space. As in such algorithms, the process of 

calculating values of outputs is a time-consuming 

operation. So, we need a processor to speed up the process 

of synthesis. As a result, application specific flexibility is 

mandatory to meet the performance requirements of 

synthesis reversible circuits.  

In this paper, we presented a novel design of the family of 

ASIP processors in the application domain of reversible 

circuits. The Providing programmability together with 

required specific instructions has been the main purpose of 

the automated synthesis of reversible circuits. The 

proposed processor that we referred to as ARASP is a 16-

bit processor with a total of 47 instructions totally, which 

some specific instruction has set for automated synthesis 

reversible circuits. ARASP is specialized for automated 

synthesis of reversible circuits using optimization 

algorithms such as GA or simulated annealing.  

The design steps of all the main components inside the 

processor core have been described in detail. Maximum 

specific instruction, GNBRMUT, needs 29 clock cycles 

for execution. Structural VHDL code has been used to test 

the proposed architecture. A pipeline technique could be 

used to enhance the speed and achieve a high throughput 

rate as future work.  

As future work, the processer can be comprehensively 

implemented of this processor that will specialize in 

simulated annealing algorithm. It is suggested that the 

proposed work will provide a new focus in the reversible 

field making hardware more specific for such applications. 
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Appendix 

Table 3. ARASP instruction set 

Ii Instruction Name Description Ins. Reference IR(9) OpCode 

I0 INP Input AC(L)INPR I/O  000000 

I1 OUT Output OUTRAC(L) I/O  000001 

I2 SKI Skip if FGI FGI: PCPC+1 I/O  000010 

I3 SKO Skip if FGO FGO: PCPC+1 I/O  000011 

I4 ION IEN On IEN1 I/O  000100 

I5 IOF IEN Off IEN0 I/O  000101 

I6 CLA Clear Accumulator AC0 Register  000110 

I7 CLE Clear E E0 Register  000111 

I8 CMA Complement Accumulator AC      Register  001000 

I9 CME Complement E E  Register  001001 

I10 INC Increment Accumulator ACAC+1 Register  001010 

I11 ROL Rotate Left Accumulator ACROL AC Register  001011 

I12 ROR Rotate Right Accumulator ACROR AC Register  001100 

I13 SPA Skip if Positive Accumulator  :: PCPC+1 Register  001101 

I14 SZA Skip if Zero Accumulator Z: PCPC+1 Register  001110 

I15 SZE Skip if Zero E  : PCPC+1 Register  001111 

I16 HLT Halt SCDisable Register  010000 

I17 AND AND AC M[AR]AC Memory  100000 

I18 OR OR AC M[AR]AC Memory  100001 

I19 XOR XOR AC M[AR]AC Memory  100010 

I20 ADD Addition AC(L)M[AR]+AC Memory Int/Real 100011 

I21 SUB Subtraction AC(L)M[AR]-AC Memory Int/Real 100100 

I22 MUL Multiplication AC(L)M[AR]×AC Memory Int/Real 100101 

i23 DIV Division ACAC/DR Memory Int/Real 100110 

I24 MOD  ACAC % DR Memory Int 100111 

I25 POW Power ACACDR Memory Int/Real 101000 

I26 EXP ex ACe-DR Memory Real 101001 

I27 LDA Load Accumulator AC(L)M[AR] Memory  101010 

I28 STA Store Accumulator M[AR]AC Memory  101011 

I29 JMP Jump PCAR Memory  101100 

I30 BSR Branch and Save Return-address M[AR]PC, PCAR Memory  101101 

I31 DSZ Decrement and Skip if Zero 
M[AR]M[AR]-1 

Z: PCPC+1 
Memory  101110 

I32 RAND Generate a random number ACLFSR Specific  010001 

I33 CLRNOG Clear Number of Gate NOG0 Specific  010010 

I34 INCNOG Increment Number of Gate NOGNOG+1 Specific  010011 

I35 SNOI Set Number of Inputs NOIimmediate Specific  010100 

I36 SNOTTR Set Number of Truth Table Rows NOTR2NOI Specific  010101 

I37 GRNDC Generate Random Circuit 
SyC[0]Random Number 

SyC[NOG-1]Random Number 
Specific  010110 

I38 GNBRC 

Generate a Neighbor of Circuit 
(Select a random gate and 

exchange its main control and one 

of its input) 

NeCPerturbing SyC Specific  010111 

I39 SIVDTT 
Set Initial Value for Destination 

Truth Table 

STT[0]0 

. 

. 

. 

STT[2NOG-1] 2NOG-1 

Specific  011000 

I40 MASK Generate a Mask For Output MASK  Specific  011001 

I41 CALCSTT Calculate Synthesis Truth Table  Specific  011010 

I42 CALCHD 
Calculate Hamming Distance 

Between Synthesis Truth Table and 

Destination Truth Table 

SHD/NHD  Hamming Distance Specific  011011 

I43 SBC Select Best Circuit  Specific  011100 

I44 SETTEMP Set Temperature TEMP  immediate Specific  011101 

I45 DECTEMP Decrement Temperature TEMP  TEMP -1 Specific  011110 
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Abstract  
In today’s world, the competition between all business areas and companies including pharma distributor companies has 

increased dramatically, so it is very important for active companies in the pharma distribution industry which deal with a 

large number of customers in a B2B market to establish a deep and long-term relationship with their customers and manage 

that relationship effectively. Since the CRM which now is enriched by new emerging technologies in terms of   e-CRM and 

m-CRM is under developing rapidly, it can play a critical role for empowering these companies to strengthen their 

relationship with their customers. In this research it has been tried to have a complete review of mobile computing 

technology concept and its effect on CRM. The research methodology is basically qualitative. After a literature review, 

using qualitative research methods and deep interviews with a group of 8 industry experts, the whole concept of the initial 

model was derived using Thematic Analysis method. The Grounded Theory approach was applied to extract the main 

factors and sub-factors of the final model. Additionally, some of \research techniques such as Dematel, ANP and Super 

Decision software were used to investigate the interdependency, importance and priority of factors and sub-factors. At the 

last stage a new model for e-CRM in pharma distribution industry based on mobile computing technology has been 

proposed. The four key components of the model are Quality of Content and Services, Organizational Readiness, Quality of 

System and Communication, Customer Mobile App. 

 

Keywords: e-CRM, m-CRM; Customer Relationship Management; Mobile Computing Technology; Pharma Distributors. 
 

1- Introduction 

In recent years, the competitive environment of various 

kinds of businesses has increased. This environment which 

includes the pharmaceutical distribution industry has 

affected most of pharma distributor companies. The 

diversity of goods and quality of their distribution services 

has increased significantly the selection power of 

customers in a B2B market. Due to the entrance of new 

distribution companies in the market and intensifying the 

competition, a national big challenge has been emerged 

recently [1]. So it is very important for these companies to 

establish a deep and long-term relationship with their 

customers and manage that relationship effectively which 

is the main mission of a CRM solution. In this situation, 

CRM should be considered as one of the most important 

key success factors for survival in competitive market. The 

CRM concept has evolved in such a way to maintain a 

long-term relationship with the customers. The use of 

CRM systems is becoming increasingly important to 

improve customer life time value [2] and is more 

important in such companies that have a wide relationship 

with customers and deal with a large amount of customers 

especially in a B2B market such as pharma distributors. 

On the other hand, Internet has touched almost every 

sphere of our lives. The impact of the process of managing 

and interacting customers via the internet has affected 

CRM too. By leveraging the internet for customer 

management we get the new structure of CRM known as 

e-CRM [3]. E-CRM is a system which tries to provide 

better customer services with support [4]. In recent years, 

many organizations have identified the need to become 

more customer-facing with increased global competition. 

Hence, e-CRM has become an essential for many 

organizational strategies [5]. By emerging new 

technologies such as smartphones and mobile computing 

technology, all aspects of businesses including customer 

relationship management have been affected rapidly and 
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mobile CRM (m-CRM) concept was introduced. Mobile 

Customer Relationship Management (m-CRM) system is 

one of the recent advancements in CRM solutions. Mobile 

CRM promotes satisfaction to customers through the 

mobile medium on communication [6]. mobile computing 

is a kind of combination which enables a real-time 

connection between a mobile device and other computing 

environments, such as the Internet or an Intranet. This 

innovation is creating a revolution in the manner in which 

people use computers. The new computing model is 

basically leading to ubiquity—meaning that computing is 

available anywhere, at any time [7]. As we know that the 

ubiquity is a main part of business environment of all 

pharma distribution companies and mobile computing 

technology is the core of ubiquity, we expect that those 

pharma distribution companies which has empowered their 

CRM strategy with new mobile computing technologies 

would be able to increase their customer’s satisfaction and 

loyalty more efficient and more effective.  

So we’ve summarized the main research problem as 

follows: The Intensifying of competitive atmosphere in 

pharma distribution industry, has caused big challenges 

both in national level and enterprise level. Considering the 

critical role of effective customer relationship management 

in pharma distributors to survive and grow in such a 

competitive atmosphere, how we can apply mobile 

computing technology capabilities to help pharma 

distributors for establish an effective and closer 

relationship with their customers.     

This research aims to extract and propose a suitable model 

to those pharmaceutical distribution companies willing to 

implement e-CRM system based on mobile computing 

technology. The main research questions are "which is the 

suitable model for pharma distribution companies to 

implement an e-CRM system based on mobile computing 

technology?" And "what are the main factors and sub-

factors of the proposed model and ―how is their 

interrelationship and their relative importance?"  
 

2- Literature Review  
 

2-1 Customer Relationship Management (CRM) 
 

The customer relationship management concept has been 

born in ancient world and has been continued during 

centuries anonymously until the middle of the twentieth 

century [8]. Interest in Customer Relationship 

Management began to take its importance in 1990s [9]. 

Around the late 1990s, the first CRM systems were 

introduced [5] and most of businesses nevertheless of the 

size are still encouraged to adopt CRM to create and 

manage the relationship with customers well effectively 

and efficiently [9]. In recent years many organizations 

have identified the need to become more customer-facing 

with increased global competition. Hence, customer 

relationship management (CRM) has become an essential 

for many organizational strategies [5]. Companies have, 

therefore, invested significantly in the implementation of 

CRM during the years [10]. 

CRM, is a business approach that seeks to create, develop, 

and enhance relationships with carefully targeted 

customers in order to improve customer value and 

corporate profitability and thereby maximize shareholder 

value [11]. Recent literature explained CRM conceptualizations 

according to specific implementation dimensions with each 

dimension representing a set of business activities [10]. CRM is 

a comprehensive approach for creating, maintaining and 

expanding customer relationships [12]. CRM aims at 

developing sustainable, long-lasting affiliations between 

companies and customers [3]. A list of desired CRM 

benefits is collected and summarized in the table 1.  

 
Table1. Summary of CRM benefits [13],[14] 

Authors Core CRM Benefits 

Chen and 

Popovich 

(2003) 

 Increases data sharing across selling 

organization 

 Improves customer service 

 Improves cross-selling/up-selling 

 Improves customer targeting 

 Enables better personalization of marketing 

messages 

 Provides better self-service options for 

customers 

 Improves buyer–seller integration 
 

Buttle (2004) 

 Reduces cost to serve 

 Increases revenue 

 Increases customer satisfaction and loyalty 
 

Jones, Brown, 

Zoltners and 

Weitz (2005) 

 Improves customization of services and 

product offerings 

 Enhances ability to create long-term 

partnerships 

 Improves salesperson efficiency and 

effectiveness 
 

Stan Maklam 

(2005) 

 The ability to gather customer data 

 Identify the most valuable customers and 

increase customer retention is highly 

 Learning from customers (customer 

knowledge) 
 

Eggert, Ulaga 

and Schultz 

(2006) 

 Improves support for product development 

 Increases supply-chain efficiencies via 

personal contact 

 Enhances supplier know-how 
 

Blery & 

Michalakopoulos 

(2006) 

 Closer relationship to its customers and 

offer phone services 

 Servicing customers and receive 

information to develop the level of service 

offered to customers 
 

Richarsd, Keith 

& Jones (2006) 
 Target commercial customers 
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 Offerings from different channels 

 Enhanced customer service 

 Customized products and services 
 

Wang, Sedera 

& Tan (2009) 

 Advance responsiveness 

 Accelerate delivery lead-time 

 Enable customer knowledge management 

 Develop customer segmentation 

 Targeting the most profitable customers 

 Improve product and business innovations 

 Enhance customization of marketing efforts 

and messages to individual customers 

 Permit multi-channel integration 

 Allow multi-channel communication 

 Enable personalized products and services 

 Improve product separation 

 Focus on customers and their needs 

 Provide customers a ―one-to-one‖ skill 
 

Popli & Rao 

(2009) 

 Personalized services 

 Customers knowledge and experience 

empowered 

 Deliver high quality service 

 Meet customer needs 

 Employee empower more time to serve up 

customers 

 Advanced satisfaction ratings 

 Targeted product and service contributions 

can be timed to match with customer actions 

and requirements 
 

Keramati, 

Mehrabi & 

Mojir (2010) 

 Individualizations of market 

 Customization of product and services 

Schubert & 

Williams 

(2010) 

 Improved responsiveness  

 Valuable time savings during reduction of 

the search effort 

 Seamless communication 
 

Kuo, Wu & 

Peng (2011) 
 Enhancing customer’s attentiveness 

 Consolidating helpful services 
 

Kiat Loh et al. 

(2011) 

 Describe diverse customer group that will 

be served in different ways 

 Customer service and support service 

operations 

 Predict potential and personal customer’s 

behavior 
 

Amoako 

(2011) 

 Improved capability to target profitable 

customers 

 Integrated contributions across channels 

 Individualized marketing communication 
 

Vazifehdust    

et al. 

(2012) 

 Identify and target their best customers 

 Allowing the formation of individualized 

relationships with customers 

 Identifying the most profitable customers 

and providing them the highest level of 

service 

 Understand and identify customer needs  

Information system, technology, e-business, management, 

knowledge management, human resources management 

and marketing are the key disciplines of CRM [15]. CRM 

is touted as an imperative strategy to enhance a firm’s 

competitive advantage [16]. 

 

2-2- E-CRM 
 

The internet is creating tremendous impact on businesses 

also in interacting, nurturing, maintaining their customer 

bases. The impact of the process of managing and 

interacting customers via the internet has affected CRM 

too. Because of the growth of the Information Technology 

the usage of internet began to grow up and this in turn 

provided opportunities to marketing through transform the 

way of relationships between businesses and their 

customers [9]. By leveraging the internet for customer 

management we get the new structure of CRM known as 

e-CRM. E-CRM is all about managing customers online 

using internet as the primary channel of interaction [3]. E-

CRM refers to CRM using internet technology plus a 

database, OLAP, data warehouse, data mining, etc. [17]. 

More and more businesses begin to attach great 

importance to electronic customer relationship 

management (e-CRM), which focuses on customers 

instead of products or services, that is, considering 

customer’s needs in all aspects of a business, ensuring 

customers’ satisfaction [2]. 

The distinction is made between CRM and e-CRM, on the 

basis of three parameters of Approach, Cost and Service 

[3]. The Fig 1 shows the difference between CRM and e-

CRM. 

 
Table 3 –the difference between CRM and e-CRM [3] 

Service Cost Approach  

Efficient High Fragmented CRM 

Effective Low Consolidated e-CRM 

 

The purpose of e-CRM is not only to bring about changes 

in the area of marketing, but also to improve the 

company's efficiency in managing customers, then to 

increase customer service, safeguard precious customers, 

and to help provide organizations with analytic capabilities 

[18]. 

 

2-3- Mobile Computing Technology 
 

Mobile computing, is a computing paradigm designed for 

workers who travel outside the boundaries of their 

organizations or for any other people traveling outside 

their homes. As an example, salespeople were able to 

make proposals at customers’ offices. This, enables a real-
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time connection between a mobile device and other 

computing environments, such as the Internet or an 

intranet. This innovation is creating a revolution in the 

manner in which people use computers. Mobile computing 

and commerce are spreading rapidly, replacing or 

supplementing wired computing. IT involves mostly 

wireless infrastructure and may reshape the entire IT field 

[7]. 

Nowadays, Smartphones have numerous information and 

communication technology functions that are comparable 

to those of old computers. It is estimated that the global 

revenues from apps will make abundant business 

opportunities [19]. Current smartphones and tablets 

contain more computing power than many of the formerly 

known supercomputers, which used to fill an entire room. 

The shift in devices has already occurred in many 

countries across different continents as more people are 

using their smartphones rather than traditional PCs. As 

technology is progressing to miniaturize devices, increase 

computing power and, especially, decrease the price of 

electronics, smartphone adoption will only accelerate [20]. 

In 1985, the Cray-2 supercomputer was the fastest 

machine in the world. The iPhone 4, released in June 

2010, had the power equivalent to the Cray-2; now, the 

Apple Watch has the equivalent speed of two iPhone 4s 

just five years later. Nearly everyone will soon have a 

literal supercomputer in their pocket [21]. 

 

2-4- Mobile-Customer Relationship Management 
 

With the development of wireless technology, mobile 

devices, such as smartphones and smart watches, are 

becoming the most effective tools for communication in 

human’s daily life. The popularity and availability of 

mobile devices can help mobile users enrich experience of 

various services provided by mobile applications without 

the constrain of time and place. Mobile applications are 

becoming increasingly ubiquitous and can provide better 

user experience on mobile devices [22]. The mobile 

application is in rapid growth and dissemination in 

business and enhancement of customer satisfaction has 

emerged as a core issue [23]. 

One primordial capacity needed for implementing a CRM 

strategy is the ability to communicate with customers on 

an individual basis. For that reason, mobile technologies 

represent an appealing additional channel which can 

complement the existing channels. Among the advantages 

of the mobile channel which are highly relevant to CRM 

are the personal character of mobile devices which allows 

an individual customer reach, the interactivity brought by 

its quick message delivery and response, its reachability 

and ubiquity. It is the only medium enabling a 

spontaneous, interactive, direct and targeted interaction 

with customers, anytime, anywhere. This makes it a 

valuable channel despite the drawbacks of mobile devices. 

For that reason, the future CRM solutions is envisaged to 

combine traditional, Internet and mobile channels [24]. 

m-CRM has been defined as the communication, bilateral 

or unilateral, that is related to marketing activities via 

mobile phone in order to build and maintain relationships 

between the consumer and the company. For this purpose, 

a combination of strategy, technology, and human 

resources is required. There are two perspectives to 

understand CRM in the context of new technologies. On 

the one hand, from the perspective of technology, m-CRM 

is seen as a technological tool applied to marketing in 

order to reduce costs and increase the efficiency of the 

processing information between buyer and seller. On the 

other hand, from the strategic perspective and relationship 

marketing, m-CRM is seen as a long-term management 

approach that companies or organizations carry out via 

mobile channels in order to get very different benefits. In 

the first perspective, the benefits of the m-CRM are the 

result of the application of mobile technology to the 

management of relationships with customers. While in the 

second perspective, establishing and maintaining of 

mutually profitable and long-lasting relationships between 

the company and its customers through mobile channels 

are benefits of m-CRM [25]. The ubiquity of mobile 

computing devices, such as smartphones and tablets, and 

the proliferation of mobile customer relationship 

management (m-CRM) applications, may lead to increased 

CRM adoption and higher returns on CRM technology 

investments [26].  
 

3- Research Methodology 
 

This research is a fundamental because of its effort for 

combination of two areas of knowledge including 

customer relation management and mobile computing 

technology to develop a new model and also is an applied 

research, since its results would be useful in making 

decisions and formulating policies for pharma distribution 

industry and those companies active in this industry. It’s 

more an exploratory research rather than descriptive. A 

qualitative research approach has been selected to conduct 

this research. Qualitative research is a type of research that 

explores and provides deeper insights into real-world 

problems. It gathers participants’ experiences, perceptions 

and behavior [27]. The group of experts in this research 

includes 8 senior managers of 7 largest pharma 

distribution companies of Iran.  

To contact this research towards answering the main 

research question, a list of steps followed as follows: 

i.A complete literature review through library studies 

and scanning the international scientific databases from 

2005 for collecting secondary data. 

ii.marking, classifying and clustering of collected data 

for summarizing the findings of previous researches 

and models. 

http://www.statisticssolutions.com/academic-solutions/resources/dissertation-resources/conducting-qualitative-research/
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iii.Using in-depth interview method for collecting 

primary data. The group of experts were interviewed 

separately to answer the main research questions. 

iv.Analyze data gathered from deep interviews by using 

Thematic Analysis method. Then the Grounded Theory 

method and its coding techniques were applied for 

conclusion the results towards a theoretical model. 

v.Extract of experts’ opinions about weigh or importance 

of model’s main factors and sub-factors also their 

interactions with the help of paired comparison 

questionnaire tool. 

vi.Determine the interdependencies and priorities of main 

factors and sub-factors using DEMATEL technique, 

ANP method and Super Decision software. Decision 

making trial and evaluation laboratory (DEMATEL) is 

considered as an effective method for the identification 

of cause-effect chain components of a complex system 

[28]. 

vii. Summarize the research findings and propose the final 

model. 
    

4- Data Analysis 
 

4-1- Expressing Findings 
 

After a vast review of literature and proposed models for 

recognizing the main factors of e-CRM in previous 

researches, a list of factors has been collected in a table 

which is displayed in table 2. 

The most important finding of this step is to realize that 

the main goal of any CRM system is creating or enhancing 

customer loyalty to the organization. This loyalty itself is 

rooted to two main factors: customer satisfaction and 

customer trust.  

 

 
Fig. 1 Customer Loyalty is rooted in customer’s satisfaction and trust 

[29],[30],[31] 
 

In the next step, several deep interviews with experts of 

pharma distribution industry were conducted to investigate 

the main factors and sub-factors of an effective e-CRM 

system based on mobile computing technology in this 

industry and extract the suitable model in this regard. To 

achieve this, thematic analysis method was applied to 

analyze interviews and grounded theory approach was 

used. The group of experts were top managers of seven 

largest pharma distribution companies of the country. 

These managers were contacted through National 

Association of Distribution Industry and also direct 

relationship with their companies. An expertise criterion 

was applied for choosing experts.    

Using open coding, axial coding and selective coding 

techniques in grounded theory approach with a back and 

forth process, a complete list of categories was extracted 

from deep interviews. Table 3 and Table 4, show the 

results of open coding, Axial coding phases and 

categorizing the concepts. 
 

 

Table 3. Open coding of research data 

Concepts Elements ID 

Required 

Content 

Permanent access of customer to 

goods inventory of the company+ 

Instant access of customer to 

announced discounts+ 

Instant access of customer to 

announced promotions+ 

Permanent access of customer to his 

accounting information+ 

Financial transparency+ 

Access to required detailed data+ 

Providing useful information for 

customer 

C1+ 

C2+ 

C3+ 

C4+ 

C7+ 

C12+ 

C15+ 

C23 

Customer’s 

Desired Services 

Customizing services for customers+ 

Possibility of real-time monitoring of 

orders 

C33+ 

C35  

Systematic 

Bilateral 

Interaction 

Possibility of systematic bilateral 

interaction 
C22 

Business Process 

Reengineering 

Need for business process 

reengineering+ 

Rapid response of employees to the 

customer’s requirements 

C5+ 

C32 

Senior 

Management 

Support 

Strong support by senior 

management+ 

Accompaniment of mangers of 

distribution centers+ 

Customer-oriented strategy+ 

Encourage innovation 

C18+ 

C20+ 

C21+ 

C28 

Direct 

Communication 

Channel 

Direct communication channel of 

company for customers+ 

Stability of systematic communication 

C6+ 

C31  

Qualitative 

Features of 

System 

System quality in terms of being error-

free+ 

 Simple and user-friendly system+ 

Flexibility of system for customers+ 

Regular updating of system 

C26+ 

C27+ 

C34+ 

C39 

System Security 
Need for system security and privacy 

protection 
C30 
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Employees role 

Staff training and culture 

development+ 

Motivating employees and incentive 

plan+ 

Recognition of system benefits by 

employees  

C19+ 

C24+ 

C25 

Mobile 

Systematic 

features 

Quickly obtain customer orders+ 

Online submitting complains and 

comments of customers+ 

Real-time scoring system for 

customers+ 

Ability to Perform system 

calculation+ 

Ability to geo-monitoring for 

customer shipment 

C10+ 

C11+ 

C13+ 

C17+ 

C36+ 

C37 

Offline 

Processing 

Ability to perform offline data 

processing by customer 
C17 

Instant 

Notification 

Instant notification for customer 

Advanced notification for customer 

C8+ 

C14 

Real-time 

Satisfaction 

Survey 

Systematic customer satisfaction 

evaluation 

Instant satisfaction survey of 

customers 

C9+ 

C38 

Mobile Social 

Networks 
Using mobile social networks C29 

Customer mobile 

app 

Necessity of a customer-side mobile 

application software 
C40 

Technology 

Infrastructure 

Equip the sales team with software+ 

Providing strong IT infrastructure+ 

Professional knowledge in IT 

department of company 

C41+ 

C42+ 

C16 

Customer 

Loyalty 

Customer loyalty as the main goal of 

CRM+ 

importance of customer satisfaction 

and customer trust in customer loyalty 

C43+ 

C47 

Companies 

Investment on 

New 

Technologies 

Importance of investment by pharma 

distributors on new emerging 

technologies 

C44 

Macro 

economics 

Policies 

Impact of macroeconomic policies on 

manager’s decisions in pharma 

distributors+ 

Impact of business barriers on 

manager’s decision making+ 

Impact of uncertainty in national 

economic outlook on manager’s 

decision making 

C45+ 

C58+ 

C59 

Importance of 

Futurology 

Importance of futurism in customer 

relationship management 
C46 

Survive in 

Competitive 

Environment 

Customer loyalty as the key factor for 

surviving in today’s competitive 

environment 

C48 

Contextual 

Impact of 

Organizational 

Culture 

Organizational culture as a key 

contextual factor for change 
C49 

Holding’s 

Policies 

Impact of macro organizational 

(holding) policies on manager’s 

decisions 

C50 

Healthy 

Competition in 

Health business 

Impact on healthy competition in 

pharma distribution industry 
C51 

Improvement in 

General Health 
Impact on general health C52 

Collaborative 

Activities of 

Guild 

Associations 

Collaborative activities of guild 

associations and NGOs on developing 

infrastructures   

C53 

Business 

Alliances and 

Coalitions 

The role of business alliance and 

coalition among pharma distribution 

on common investment 

C54 

Intensifying 

Competitive 

Environment 

Impact of competitive intensity on 

manager’s decision making 
C55 

Social and 

Economical 

Context 

Impact of social culture on customer’s 

welcome to new technologies 
C56 

Tendency to 

Maintain Current 

Situation 

Impact of tendency to maintain 

current situation in pharma 

distributors 

C57 

Enterprise 

Resource 

Planning 

Importance of providing different 

resources in the company 
C60 

National Helath 

Macro Policies 

Impact of governmental health 

policies on manager’s decision 

making 

C61 

Technical, 

Network and 

Telecommunicat

ion 

Infrastructure 

Impact of technical, communication 

infrastructure of the country for 

mobile-based services+ 

Impact of developing new generations 

of mobile communication system in 

the country 

C62+ 

C63 

Modeling from 

Competitors 

Behavior 

Impact of monitoring and modeling of 

competitor’s behavior by pharma 

distributors 

C64 

Collaborative 

Activities of 

Guild 

Associations 

Impact of synergy of guild 

associations in pharma distribution 

industry 

C65 

Importance of 

R&D 

Importance of research and 

development in distribution industry 
C66 
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Impact On 

Growth and 

Profitability 

Impact of customer loyalty on 

organization profitability+ 

Impact of customer loyalty on 

organizational growth 

C67+ 

C68 

 

Table 4 –Axial coding and categorizing the concepts 

Concepts Categories 

Required Content 
Quality of Content and 

Services 
Customer’s Desired Services 

Systematic Bilateral Interaction 

Business Process Reengineering 

Organizational Readiness 
Senior Management Support 

Technology Infrastructure 

Employees role 

Direct Communication Channel 

Quality of System and 

Communication 

Instant Notification 

Qualitative Features of System 

System Security 

Mobile Social Networks Mobile Social Networks 

Mobile Systematic features 

Customer mobile app Real-time Satisfaction Survey 

Offline Processing 

Customer Loyalty Customer Loyalty 

Macroeconomics Policies Macroeconomics Policies 

Holding’s Policies Microeconomics Policies 

National Health Macro Policies Health Macro Policies 

Contextual Impact of 

Organizational Culture  
Organizational Culture 

Technical, Network and 

Telecommunication 

Infrastructure 

National Technical 

Infrastructure 

Collaborative Activities of Guild 

Associations Synergy of Associations 

and Forums 
Synergy of Specialist Forums 

Business Alliances and Coalitions Business Alliances 

Importance of Futurology 
Futurology 

Importance of R&D 

Impact On Growth and 

Profitability 
Growth and Profitability 

Survive in Competitive 

Environment 

Survive in Competitive 

Environment 

Healthy Competition in Health 

Business 
Healthy Competition 

Improvement in General Health General Health Improvement 

Intensifying Competitive 

Environment 

Intensifying Competitive 

Environment 

Social and Economical Context 
Social and Economical 

Context 

Tendency to Maintain 

Current Situation 
Conservatism 

 Enterprise Resource 

Planning 

Enterprise Resources 

Development 

Companies Investment on Investment on Emerging 

New Technologies Technologies 

Modeling From Competitors 

Behavior 
Modeling from Competitors 

 

Following the grounded theory method, in addition to 

recognition of Customer Loyalty as the ―core category‖, 

other categories including ―casual conditions‖, 

―strategies‖, ―context conditions‖, ―intervening 

conditions‖ and ―consequences‖ were recognized. These 

categories and their interrelationship is illustrated in a 

diagram named axial coding paradigm which is shown 

fig 2.   

With the selective coding technique of grounded theory 

and reviewing findings by experts group as we can see on 

Fig 2, the final list of main factors for increasing customer 

satisfaction and customer trust and consequently customer 

loyalty, were recognized as follows: 

 

 Quality of Content and Services 

 Organizational Readiness 

 Quality of System and Communication 

 Customer mobile app 
 

 
Fig. 2 Axial coding paradigm of research data 

 

In addition, the final list of sub-factors categorized in Table 

5. 
 

Table 5 –Final list of main factors and sub-factors 

Sub-Factors Main Factors 

Required Content 

Quality of Content and 

Services 
Customer’s Desired Services 

Systematic Bilateral Interaction 

Business Process Reengineering 
Organizational 

Readiness 
Senior Management Support 
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Technology Infrastructure 

Employees role 

Direct Communication Channel 

Quality of System and 

Communication 

Instant Notification 
Qualitative Features of System 

System Security 

Mobile Systematic features 

Customer Mobile App Real-time Satisfaction Survey 

Offline Processing 

 

4-2- Interdependencies Between Factors  
 

The content of interview process with experts and next 

talking to them, showed that there are interrelationships 

and interdependences between main factors and sub-

factors. To evaluate these interdependencies, the Dematel 

method was applied using paired comparison 

questionnaire. The results of filled questionnaire by group 

of expert in Dematel calculations format for main factors 

are summarized in Table 6. 
Table 6. R and J values of main factors 

R-J R+J J R Main Factors 

-0.681 1.543 1.112 0.431 Quality of Content & 

Services 

1.385 1.385 0.000 1.385 Organizational Readiness 

-0.07 1.226 0.648 0.578 Quality of System & 

Communication 

-0.635 1.709 1.172 0.537 Customer mobile app 

 

Table 6, shows that ―organizational readiness‖ factor has 

the most impact on other factors and ―customer mobile 

app‖ has the most impact from other factors. Furthermore, 

the ―customer mobile app‖ factor has the most interaction 

with other factors whiles the intensity of ―organizational 

readiness‖ on other factors is obviously more than others.  
 

 
Fig. 3 Cartesian graph of Interdependencies between main factors 

  

 

 

 

Fig 3 is the Cartesian Graph of interdependent relations 

between main factors based on Dematel method.   
 

As the same way, the results of Dematel calculations for 

sub-factors are summarized in Table 7. 
 

 

Table 7. R and J values of sub-factors 

Affecting 

/ 

Affected 
R-J R+J J R Sub-Factors 

Affected -1.04 1.04 1.04 0 Required Content 

Affected -0.2 1 0.6 0.4 Customer’s Desired 

Services 

Affecting 1.24 1.24 0 1.24 Systematic Bilateral 

Interaction 

      

Affected -1.365 1.657 1.511 0.146 Business Process 

Reengineering 

Affecting 1.23 1.498 0.134 1.364 
Senior Management 

Support 

Affected -0.484 1.4 0.942 0.458 
Technology 

Infrastructure 

Affecting 0.619 1.299 0.34 0.959 Employees role 

      

Affected -0.171 0.971 0.571 0.4 
Direct Communication 

Channel 

Affected -0.92 0.92 0 0.92 Instant Notification 

Affecting 0.913 1.771 0.429 1.342 
Qualitative Features of 

System 

Affecting 0.178 1.036 0.429 0.607 System Security 
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Affecting 1 1 0 1 
Mobile Systematic 

Features 

Affected -0.429 0.429 0.429 0 
Real-time Satisfaction 

Survey 

Affected -0.571 0.571 0.571 0 Offline Processing 

 

Fig 4 illustrates the Cartesian Graph of interdependent 

relations between sub factors based on Dematel method.   

      

 

 
 

 

 

Fig. 4 C. graph of Interdependencies between sub-factors 

 

4-3- Prioritization and Ranking of Factors  
 

After clarifying interdependencies among main and sub-

factors, the Analytic Network Process (ANP) was applied 

to evaluate the priorities of the all factors and to rank them 

based on their importance in final model. The Analytic 

Network Process (ANP) is a generalization of the Analytic 

Hierarchy Process (AHP). Priorities are established in the 

same way they are in the AHP using pairwise comparisons 

and judgment. Many problems cannot be structured 

hierarchically because they involve the interaction and 

dependence of higher-level elements in a hierarchy on 

lower-level elements [20]. So the ANP method was used 

considering the inner and outer interaction and dependence 

among main factors and sub-factors.   

Fig 5 shows the feedback network map of relations 

between all factors. 
 

 
Fig. 5 Network map of relations among factors for ANP analysis  
 

The preliminary data gathered from paired comparison 

questionnaire firstly was averaged in Excel software then 

using Super Decision software, the Weighted Super-matrix 

of all factors was obtained as shown on fig 6.    
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Fig. 6 Weighted Super-matrix of factors   

 

The final results of Super Decision calculations based on 

ANP analysis are summarized in table 8. 

 
Table 8- Ranking of Main Factors and Sub-Factors 

Facors 

Ranking 
Factors 

Weight 
Sub-

Factors 
Ranking 

Sub-

Factors 
Weight 

Sub-

Factors 
Code 

Main Factors 

3 0.2176 

4 0.0855 C11 
Quality of 

Content & 

Services 
5 0.0769 C12 

6 0.0684 C13 

2 0.3106 

11 0.0369 C21 

Organizational 

Readiness 
3 0.0908 C22 

9 0.0514 C23 

7 0.0568 C24 

4 0.1500 

13 0.0127 C31 

Quality of 

System & 

Communication 

14 0.0095 C32 

10 0.0413 C33 

12 0.0329 C34 

1 0.3219 

1 0.1981 C41 
Customer  

Mobile App 8 0.0517 C42 

2 0.01871 C11 

 

The above table shows that on the basis of experts’ 

opinion, the ―Customer Mobile app‖ is the most important 

factor for an effective e-CRM system based on mobile 

computing technology in pharma distribution industry. 

Also the importance of ―organizational readiness‖ factor is 

very close to first factor.  
 

 
Fig. 7 Weight of main factors in a pie chart   

 

The importance of main factors is illustrated in a pie chart 

(fig 7) and the importance of sub-factors with their ranking 

is illustrated in a bar diagram (fig 8).  
 

 
Fig. 8 Weight of sub-factors and their ranking   

 

Fig 8 shows that ―mobile systematic features‖ and ―offline 

processing‖ are the most important sub-factors based on 

experts’ opinion. 
 

4-4- The Final Model  
 

With extract of all main factors and their importance 

during research process, the final model for an effective e-

CRM system based on mobile computing technology in 

pharma distribution industry has been designed and 

proposed as     fig 9. 
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 Fig. 9 The final model of research 
 

In the process of proposing the final model, these 

fundamentals have been considered: Firstly, the positive 

impacts of implementing e-CRM system on different 

aspects of organization has been discussed in previous 

researches. In these researches the organization word 

refers to a general concept and includes all kind of 

economic firms in all industries. Whereas the pharma 

distribution industry in Iran has its own special 

characteristics such as direct B2B market, large number of 

customers, wide geographical dispersion, moving sales 

team, type of customers and special kind of products and 

also the competition environment has been intensified 

dramatically between companies in this industry, there is 

real need for a new technological e-CRM model dedicated 

to this industry. Secondly, almost in all previous 

researches we can find the customer loyalty is introduced 

as the main goal of all CRMs. This was confirmed too by 

the group of experts in this research which means that an 

effective new e-CRM model should increase customer 

loyalty towards the organization. Thirdly, the customer 

mobile app has discovered as a key factor in this research 

whilst has not been mentioned in none of previous 

researches. This is a main factor with highest importance 

in proposed model which seems is added to this area’s 

body of knowledge and extracted from experts’ opinion.  

 Effective e-CRM system based on mobile computing 

technology in pharma distribution industry was recognized 

as follows: 

 Quality of Content and Services 

 Organizational Readiness 

 Quality of System and Communication 

 Customer mobile app 

 

5- Conclusion 
 

Reviewing the research process and its findings, shows 

that the customer loyalty which is rooted to customer’ 

satisfaction and trust is the main goal of customer 

relationship management. To achieve this, a combination 

of two areas of knowledge including e-CRM and mobile 

computing technology can provide a significant capacity. 

In these days, for pharma distributors which have special 

organizational characteristics and are doing business under 

a high competitive pressure, it is very important to acquire 

this capacity. A suitable model for acquisition this 

capacity is necessary. These companies can apply the 

proposed model in this research which is suitable for 

implementing an e-CRM system combined with mobile 

computing technology. This model has four key 

components. Although they have different weighs and 

importance in the model but all should be considered 

simultaneously by the companies. For any key component 

there are several sub-factors to clarify dimensions of 

related key component and act as guidelines. These four 

key components are briefly summarized as follows: a. A 

mobile application software that is compatible with mobile 

devices (Smartphones, Tablets, …) and is affordable to 

customers with ability to run on customer’s smartphone. 

This application is equipped with offline processing 

capabilities and provides accessibility to required 

information for customers wherever and whenever they 

like.   b. The type and quality of content, information and 

services that propose and present to customers via the 

mentioned application software. c.  The level of 

organizational readiness of the pharma distributor 

company in terms of management, IT infrastructure, 

processes, resources, etc. for support of services that 

company wants to give its customers via the mentioned 

application software. d. Qualitative dimensions of whole 

company’s system including the mentioned software 

application and the quality of its connection to other core 

systems of the company. This should include the quality of 

permanent connectivity and high performance of the 

application software which will be used by customer 

everywhere and every time.    

Research findings indicate that designing and developing a 

customer-side mobile application has the highest priority 

for an effective m-CRM system in pharma distribution 

Industry. Not only this factor but also organizational 

readiness of the company and other both factors should be 

considered and invested enough by companies. 

Accordingly, we suggest the proposed model to those 

pharma distribution companies willing to have an effective 

customer relationship management with their customers. 

We suggest these companies to revise their customer-

oriented strategies and establish or modify their CRM 

approach with mobile computing technology with the help 

of proposed model. We suggest them to emphasize on 

developing a customer-side mobile application software 

coincide with investment on improving level of e-

readiness. Continuous improvement of updated content, 

information, services and facilities that are delivered to 
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customers and likewise system quality modification are 

recommended strongly at the next steps.   

Additionally, we suggest all companies and business 

enterprises which are faced with a rising up competitive 

environment to utilize the findings and results of this 

research and its proposed model for adoption a modern 

approach in their CRM structure. The model can be a 

general guideline for all companies willing to establish an 

effective e-CRM or m-CRM comprehensive system.   

Implementing an e-CRM based on mobile computing 

technology is an enterprise multi-dimension project that its 

most important prerequisite is company’s e-readiness. 

Considering the importance of this factor and its effect on 

the other factors, we suggest all companies interested in 

mobile-CRM implementation to perform an e-readiness 

assessment project and evaluate their level of readiness 

before starting the main project.    

Mobile computing technology is expanding rapidly both 

technologically and applicably. We tried to investigate the 

role of this technology in customer relationship 

management specially in pharma distribution. There are 

many opportunities for further studies to investigate the 

role of mobile computing technology in other business 

areas and other industries. The research on applying the 

proposed model of this research on other type of service-

oriented companies is another subject for further studies. 
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Abstract  
Network connectivity is one of the major design issues in the context of mobile sensor networks. Due to diverse 

communication patterns, some nodes lying in high-traffic zones may consume more energy and eventually die out resulting 

in network partitioning. This phenomenon may deprive a large number of alive nodes of sending their important time 

critical data to the sink. The application of data caching in mobile sensor networks is exponentially increasing as a high-

speed data storage layer. This paper presents a deep learning-based beamforming approach to find the optimal transmission 

strategies for cache-enabled backhaul networks. In the proposed scheme, the sensor nodes in isolated partitions work 

together to form a directional beam which significantly increases their overall communication range to reach out a distant 

relay node connected to the main part of the network. The proposed methodology of cooperative beamforming-based 

partition connectivity works efficiently if an isolated cluster gets partitioned with a favorably large number of nodes. We 

also present a new cross-layer method for link cost that makes a balance between the energy used by the relay. By directly 

adding the accessible auxiliary nodes to the set of routing links, the algorithm chooses paths which provide maximum 

dynamic beamforming usage for the intermediate nodes. The proposed approach is then evaluated through simulation 

results. The simulation results show that the proposed mechanism achieves up to 30% energy consumption reduction 

through beamforming as partition healing in addition to guarantee user throughput. 

 

 

 

Keywords: Mobile Sensor Networks (MSNs); Connectivity Restoration; Network Partitioning; Cooperative Beamforming; 

Fault Recovery. 
 

1- Introduction 

Mobile sensor networks (MSN) are effective platforms for 

the industrial and military communications which are 

applied for commercial affairs of the manufacturing sector 

and the identification of enemy frontiers in the military. In 

most applications, sensors have the role of a data source 

and send information from event triggers to each eNodeB 

or central receiver. The unique role of the base station 

makes it a natural target for the enemies who intend to 

carry out the deadliest attack with the least possible effort 

against the mobile sensor network. Even if the mobile 

sensor network uses common security mechanisms such as 

encryption and authentication, the enemy may use traffic 

analysis techniques to identify the base station. However, 

the attractiveness of mobile sensor networks and their 

advantages make them vulnerable to potential attack by 

the evil enemy. A typical mobile sensor network consists 

of several relays that iteratively transfer new information 

to the existing BS. In this model, because the unique role 

of the base station makes it possible to carry out the most 

effective attack against the target mobile sensor network 

with the least possible effort, this station becomes the 

center of enemy attacks. That is, the enemy assumes that a 

Denial of Service (DoS) attack against the base station will 

actually cripple the larger mobile sensor network, because 

the base station not only acts as a data well.  

One of the main effective ways to protect a base station 

from a vicious enemy attack is to keep its role, identity, 

and location unknown. However, conventional security 

mechanisms that provide confidentiality, integrity, and 

authentication are not capable of this type of protection [1] 

[2]. One of the major portions of the studies relevant to 

anonymous communications were so far related to 

analyzing routing algorithms with the aim of concealing 

actual paths from the transmitter well [3], [4]. It should be 
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noted that, in spite of the fact that secure routing 

algorithms can greatly reduce path discovery attack, the 

enemy can gain important data via monitoring the link 

layer and the relevance between pairs of nodes, based on 

which it can identify the location and role of the base 

station [5] [6].  

According to [7] [8], the authors suggested an approach in 

the lower layer which uses dynamic beamforming to 

further identify the base station. Nowadays, distributed 

beamforming seems a very attractive way to improve the 

network performance, throughput and power utility, 

provide data link safety, in addition to increasing SINR in 

the multi-layer cooperative systems [9] [10]. Based on 

dynamic beam modulation, several mobile sensor network 

nodes work together to share the existing propagation 

capabilities in order to create a dynamic multiple 

transmission network. Various relays are able to 

concurrently transmit information, taking into account the 

conditions of the wireless channel and the precise control 

of the signal phase, in such a way that all the signals are 

combined at the destination. For example, ideally, N 

transmitters send the same messages with the same power, 

while tolerating a path loss during the transmission of the 

signal to a normal destination increases the power at the 

destination by N times. This feature has been shown to 

increase base station anonymity in mobile sensor networks. 

This protocol appropriately disrupts the evidence 

hypothesis (EH) and it doesn’t consider the real base 

station of the mobile sensor network well. 

This protocol is an effective technique for enhancing the 

probability of low-cost, multi-hop paths usage, and the 

power needed to transmit the signal to the destination is 

used as the cost of the L-link. Because, the average energy 

consumption cost of the protocol increases with increasing 

the number of auxiliary relays |L|, the use of L link 

selecting the paths to maximize |L| can increase the base 

station anonymity with energy costs equal to the mobile 

sensor networks with anonymous protection [11]. 

As far as we know, participatory communication was first 

used to reinforce the base station anonymity in Ref. [12]. 

As a result, the former studies of distributed beam 

formation and base station anonymity will be discussed 

separately. Researchers on the subject of base station 

anonymity initially defined a quantitative way of 

measuring anonymity. Some researchers developed sub-

optimal effective approaches for measuring anonymity in 

the connection entropy [13], GSAT test [14], and belief 

[15] [16]. Entropy and GSAT methods impose certain 

limitations on the enemy. They give the a priori possibility 

that the location of the base station is known to the enemy 

or that the enemy can estimate the location of the base 

station. The functionality of the belief index, according to 

the evidence theory, does not have any of these hypotheses 

and so it has attracted a lot of attention as a metric for 

recognizing anonymity. In Section 4, we discuss the 

evidence theory and the metric of belief to evaluate base 

station security. Many published techniques for dealing 

with the traffic insecurity in mobile sensor networks 

applied various approaches to make the location of data 

sources hidden [17] [18]. Such as [19] in which the 

authors propose various approaches such as uniform 

packet speed and false paths to confuse the enemy. 

Similarly, the authors in [20] suggest that network paths be 

modified by considering virtual sinks. Two techniques 

have been proposed in [21]. In the first technique, the base 

station re-transmits a package of received packets at 

various degrees and the base station looks like an ordinary 

node for the enemy. The base station can also be 

considered and can move to a safer location. 

The above techniques are used in the network layer of 

communication protocols. The protocol uses distributed 

beamforming in the physical layer to improve the base 

station anonymity [22]. This paper compensates for this 

shortcoming of the previous protocol by providing a multi-

layered routing algorithm considering data link constraints 

and auxiliary intermediate nodes in order to decrease the 

total power utilization. 

The authors in [23] proposed an efficient smart control 

plan for the dynamic transmission in the wireless sensor 

networks using cooperative protocols. This algorithm 

supports the dynamic operations of block data and third-

party public validation to provide high security against 

data forgery and replacement. In [24], a QoS model for 

resource allocation algorithm was proposed for data 

replicas based on the servers existing in a network in order 

to improve the connectivity approach service and decrease 

total cost. In [25], a distributed algorithm was proposed to 

reduce the access delay and expand the network bandwidth. 

In this scheme, a new data analysis strategy was proposed 

to mitigate the costs of data storage and information 

transfer for applications. In [26], a close-loop content-

oriented scheme was reviewed achieving higher 

performance for data-intensive applications. Also, some 

researchers addressed main critical challenges of this 

criterion, such as energy efficiency [27] availability [28], 

and security [29] of data access. However, heterogeneous 

MSN has security challenges, including vulnerability for 

sensors and association acknowledgment, that delay the 

rapid adoption of computing models.  

Unfortunately, the abovementioned works cannot be 

considered as a proper approach for large-sized networks 

due to reliability conditions and high computational 

complexity at the central unit that significantly increases to 

the number of sensors in the network. 

In this paper, we present the cost of the L link, which has 

been optimized for multi-hop paths that minimize the 

average power consumption of the mobile sensor network. 

Using simulations, we show that the cost of our link is 

such that it maintains the anonymity of the base station 

while reducing the communication energy consumption. 
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This article continues as follows: Section 2 examines the 

system model and the problem formulation. Section 3 

provides a framework for Distributed beamforming and the 

energy efficiency of the protocol. Section 4 describes the 

proposed approach in Power Optimization in mobile sensor 

networks. The numerical results and discussion of the 

proposed approach are presented in Section 5. Finally, Section 

6 draws the conclusion and highlights future challenges to 

motivate the effective integration of beamforming-based 

mobile sensor networks with the diagnosis. 

2- System Model and Problem Formulation 

A- Network Model 

In this paper, we consider a homogeneous model for a 

mobile sensor network in which all sensor nodes have the 

same capabilities in terms of battery life, type of radio 

communication, and network protocols. In this paper the 

sensors were considered as mobile nodes. The base station 

acts as a well for all data traffic generated by the sensor 

nodes. There is only one base station on the network. Our 

hypothesis is that the sensors can be aware about the 

locations of the base station and the neighbor sensors as 

well [30]. In addition, the cells are well-informed about 

the level of transmission energy needed to get all 

subsequent hops. Multi hop paths are followed to deliver 

data frames to the base station. Also, the cross-wave 

propagation model has been considered in this paper.  

We assume that precautions are used in the design and 

operation of the base station to prevent enemy infiltration. 

For example, the base station maintains the transmission 

power level equal to the other cells (for example, updated 

path exploration and authentication messages) so that it 

cannot be detected from other sensor nodes by radio 

frequency analysis. Messages are transmitted with the header 

and encrypted message body. We assume that the TDMA 

Media Access Control Protocol (MAC) operates by 

synchronizing sufficient time on all wireless network sensors 

at tolerable shielding intervals [31]. All nodes in mobile 

sensor networks are considered as auxiliary relay options. 

B- Problem Formulation  

Assume that the mobile sensor network transmits the 

target sensitive data, which is a desirable target for the 

enemy. After identifying and abusing the base station, the 

enemy aims to carry out a DoS attack against the base 

station at any cost, such as physically destroying the base 

station. Also, the enemy is actively engaged in 

eavesdropping by being present in all parts of the mobile 

sensor network [32] [33]. The enemy is able to identify the 

location of all radio communications at the location of the 

network [34]. While the enemy monitors the traffic, we 

assume that the cryptographic system is robust enough so 

that the enemy cannot use the cryptographic system 

analysis to retrieve the contents of the body or header. The 

enemy uses the evidence theory traffic analysis to localize 

the base station, unaware that the mobile sensor network is 

using the distributed beamforming. 

The enemy starts via monitoring the transmit links 

demonstrated by      in which U is a direct connection 

among the nodes (   &   ). It also obtains the paths by 

correlating all the evidence for the node pair. The overall 

path containing two or more nodes is denoted by V, and 

the associated evidence      is calculated as follows: 

           {    }         | |                         (1) 

Normalized evidence                 shows a 

proportion of all the evidence gathered by the enemy that 

supports the      which indicates the enemy's certainty 

that there is a path of length n in any given node and is 

expressed as follows: 

     ∑          |                                         (2) 

In this paper, the Belief index has been applied in order to 

evaluate base station anonymity. The small belief metric 

means less confidence of the enemy or more anonymity of 

the base station coordination. To reduce the computational 

complexity of the calculations needed, it’s supposed that 

the enemy splits the mobile sensor network into an     

network consisting of    square cells. This means that the 

enemy only needs to identify the target location within the 

cell. As a result, the belief metrics      generated by cell 

analysis cause u to indicate that the sensor is not a specific 

sensor, but one of the    cells in the enemy's target 

network. Section 5.b has presented an example of evidence 

theory analysis. Figure 1 illustrates the network 

configuration and the communication beamforming links 

between the sensors and the base station. 

 

Fig. 1. The network configuration and the beamforming between sensors 

and the base station. 
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3- Distributed Beamforming Model 

A. Distributed Beamforming  

Based on the proposed methodology, a distributed 

beamforming approach has been applied to further identify 

the base station. Distributed beamforming uses the 

broadcast nature of wireless transmission. Adjacent nodes 

may also hear all the frames sent to a particular receiver. 

According to Figure 2, these adjacent nodes may act as 

auxiliary relays in cooperation with the transmission 

source    so that the transmitted signal travels to    

through a diverse set of transmitters. Because each    

relay sends the same message    with the exact time and 

synchronization of the carrier, the signals at the destination 

   are combined under the conditions of ideal scheduling 

and carrier synchronization [35]. 
 

 

Fig. 1. Distributed beamforming model  

Ideal received signal in    by source    and | | auxiliary 

relay    is sent as shown below: 

   
         

    ∑      
   

| |  

   

 

   (   
        

      
                  )   

 ( ∑    
   

| |  

   

     
      

                  )            

In this equation, h indicates the channel shock response,   

indicates the sharing efficiency    is the carrier frequency, 

𝜃    illustrates the phase modulation expression, 𝜑    is 

total phase variation term and      represents the thermal 

noise contained in the    receiver.    
    consists of two 

expressions: Information received from source    (i.e., 

      
   ) and total information received from the relay | | 

used      is equal to ∑       
   

| |  
   . 

The meaning of Equation 3 in terms of achieving base 

station anonymity in the physical layer is that the 

distribution of the distributed beamforming makes it 

possible for the component of the signal received       
    

from the transmitted information    decreases by 

∑       
   

| |  
    at the same time, the power level of the 

signal received by    remains constant during the phase 

offset 𝜑   . Therefore, if    and      transmit only data at 

a specified SINR with the power required to reach   , each 

transmitter can reduce the resource via       | |     dB 

and properly prevents the enemy from distinguishing 

        . Accordingly, the elimination of          from 

the enemy evidence set increases the confidentiality of the 

base station, as it reduces its role in detecting        . 

Figure 2 shows the functionality of the distributed 

beamforming used in any relay via the node   , which 

intends to apply dynamic beamforming to increase the base 

station anonymity while sending a packet to the next relay 

node   .    should first choose the appropriate subset of 

auxiliary nodes by handshaking (according to steps (a) & 

(b)). When a vector of auxiliary relays is used,    transfers 

the packet body in step d to     . In step e, the distributed 

beamforming is submitted and then the authentication 

message is transmitted from node    to    in stage (f) to 

confirm the correct reception of the cooperative message. 

B. Distributed Beamforming Protocol 

Figure 3 is an example of an enemy theory (ET) analysis 

with and without using distributed beamforming for seven 

network sensors. In this example, the enemy divides the 

target area into      cells. In Figure 3, the transmission 

of information in the main method along with the 

cooperative transmission by the distributed beamforming. In 

continuation, the paper shows the evidence collected and the 

belief calculation in unit hops in the main method and the 

distributed beamforming protocol, in which the relay in 

cluster 28 sends the packet to the relay in cluster 35. 

 

Fig. 3. Applying enemy-theory for a mobile sensor network 

C- Distributed Beamforming Energy Analysis 

In addition to the higher anonymity of the base station, the 

energy cost of communications resulting from the use of 

the distributed beamforming protocol should also be 
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considered. While it may save up to       |   | on the 

transmission power, additional signaling in the distributed 

beamforming protocol causes increase of the data 

overhead. Dedicated power for each sent bit    can be 

computed by ratio of the mean transmit energy   

     ̅̅ ̅̅ ̅̅ ̅
 

needed to reach the    to    information by the signal to 

noise ratio (SNR) and the set speed r, where  
 

     ̅̅ ̅̅ ̅̅ ̅
 

  
     ̅̅ ̅̅ ̅̅ ̅̅ ̅

 
. 

Therefore, the mean communication energy consumed by 

the non-cooperative system is equal to      ̅̅ ̅̅ ̅̅    

      ̅
̅̅ ̅̅ ̅̅ ̅̅

, 

where  ̅ is equal to the average body size. Accordingly, 

the mean distributed beamforming power is calculated 

based on a cooperative hop and is obtained based on the 

following formula: 

      ̅̅ ̅̅ ̅̅ ̅̅ ̅  (  

    ̅̅ ̅̅ ̅̅
(           ̅   )  

  
    ̅̅ ̅̅ ̅̅

 | |    
 ̅   

| |  

    ̅̅ ̅̅ ̅̅
     | |

  

    ̅̅ ̅̅ ̅̅ ̅

 | |    
 ̅    

    ̅̅ ̅̅ ̅̅
    )                                  

Where     represents the Relay Request,       denotes 

the Data Multihop and      is equal to the header size of 

acknowledgement/negative acknowledgement.  

In this scenario, the channel was considered to be equal to 

K bits at time t microseconds (i.e.,      ) [7]. 

In equation (4), we have two key observations of the 

average the distributed beamforming energy consumption 

per hop (      ̅̅ ̅̅ ̅̅ ̅̅ ). First,    does not make saving on the 

distributed beamforming for power transmission (  

     ̅̅ ̅̅ ̅̅ ̅
) 

which involves the use of relays. As a result,    uses relays 

that are as close as possible to   , thus minimizing (  

     ̅̅ ̅̅ ̅̅ ̅
). 

Second,    seeks to maximize | | by applying the maximum 

number of auxiliary relays possible and at the same time 

minimizing the use of transmission power (  

     ̅̅ ̅̅ ̅̅ ̅
). 

D- Selection of Relay in the Distributed Beamforming Protocol 

The distributed beamforming protocol requires an 

approach to select a relay in order to use a set of      in 

each hop and has three objectives: higher anonymity of the 

base station, conservation or reduction of communication 

energy       ̅̅ ̅̅ ̅̅ ̅̅  compared to the main system      ̅̅ ̅̅ ̅̅  without 

distributed beamforming and achieving the best CSI 

measurement. Increased | L | causes the reduction of the 

ability to communicate directly with    and    and thus 

improves the base station anonymity. But as we said 

before in the previous section, the increase of | | requires 

higher transmission power (  

     ̅̅ ̅̅ ̅̅ ̅
) to be used during relay 

operation. By iteration, we obtain the expected number of 

potential relays that    made available by increasing the 

power level (  

     ̅̅ ̅̅ ̅̅ ̅
). Given the constraint   

     
   

     ̅̅ ̅̅ ̅̅ ̅
, 

we maintain the anonymity of the base station to prevent 

the enemy from collecting the evidence of          

linking the transmitter and receiver. 

First, the quantity of the potential intermediate nodes was 

considered equal to |  |    
   

     

 
  where λ is the 

density of the node in the region, which is   
  

   
 in a 

semicircle with radius       
 

      

 
 is calculated based on 

the number of expected nodes in the receiving interval 

when    is transmitted with power   
     . This algorithm 

adjusts   

     
 using δ through iteration where δ> 1, 

because δ = 1 means that   

     
   

      and there is an 

undesirable link between    and   . 

Our relay selection algorithm is briefly performed based 

on the below stages: 

1-    chooses the primary amount of δ and mathematically 

calculate |  |. In the beginning, the set of the distributed 

beamforming relays is    . 

2-    sends the relay request message and   

     
 is 

calculated based on the δ to reach |  |. 
3- Nodes that respond to    with a confirmation message 

involves the number of available relays |  | | in a way that 

     . 

4. One of the following three results occurs for      : 

A- If |  |  |  |, then 𝛿  𝛿  𝛿     is used to increase 

  

     
 and reach more candidate relays in each iteration. 

Return to step 2. If 𝛿      𝛿 , the algorithm ends with 

    and the distributed beamforming is not used in this 

hop. 

B- If |  |  |  | , then      and the algorithm 

terminates. 

C- If |  |  |  | , L becomes |  |  of the relay of the 

highest quality       which are prioritized based on the 

best condition of channel state information. 

The proposed node selection approach is used at all relays 

next to the transmitter path to the base station. Decreasing 

δ is the only node solution to use more intermediate nodes 

to enhance   

     ̅̅ ̅̅ ̅̅ ̅
. Nevertheless, the multi-layer routing 

approach offers another option to increase | L | for the 

mobile sensor network: In this case, the paths are selected 

as a functionality of the accessible auxiliary intermediate 

nodes |  | in all hops. 

The cost of a    link consists of two parameters, each with 

a unique objective for the distributed beamforming. First, 

energy saving is the most important factor in the initial 

design of mobile sensor networks and is one of the 

fundamental technical design constraints for further 

anonymity of the base station. Instantaneous energy 

required to use a set of the auxiliary relay |  | is equal to: 
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    ∑((  

        )      ∑   

    

|  |  

   

,  

 

                            

The reader is reminded that while selecting a relay, the 

energy to bit   

     
 required to use |  |  the relay is 

dependent on δ. quantity of re-transfers needed for 

successful use of a suitable set of |  | of the relay, a relay 

in which the relay selection condition is met is represented 

by n. Secondly, the average energy consumption of the 

distributed beamforming decreases with increasing the 

number of |  |  of the auxiliary relays available in each 

hop. As a result, the cost of the beam links is calculated 

based on the following formula: 

   {
(
   

|  |
*     |  |   

             |  |   
}                                                             

When the auxiliary relays are available, the cost of link    

is decimal and when the relays are not available it 

becomes ∞. The cross-layer scheme integrates with the 

distributed beamforming relay selection algorithm so that 

each node can calculate |  | and make better use of the 

distributed beamforming by selecting routes with higher 

relay densities. 

4- Power Optimization in Mobile Sensor Network 

According to the main sources in this field, there is no 

standard model for energy consumption in beamforming-

based mobile sensor backhaul networks. However, the 

application of nonlinear prediction energy consumption in 

such systems has attracted more satisfaction. Here, this 

paper uses adaptive resource allocation in which the 

backhaul connection has been modeled, in which C5 and 

C6 are the maximum transmission power constraints for 

sensors and macro base stations, respectively.  

A. Content-Caching Model 

In this network, we suppose that content can be modelled 

as a distinct set of packet data as 

  {               }  which    represents the  -th 

data frame. The request probability for data frame   is 

expressed as                                                      

  (      )       ∑                

 

   

                      

It should be noted that the caching model presented for this 

paper is stochastic caching so that we can calculate the 

probability of caching data packet f via base station i   
   

   where    illustrates the cache size. In addition, 

{   
} of base station   should satisfy below condition: 

∑    
                

 

   

                                                              

      means the cell is macro cell, otherwise,      . 

B. Resource Control Model 

Based on the approach’s principles, the resources of the 

base stations can be supplied by conventional smart grid 

and renewable energy harvesting. During this scenario, the 

transmission power relevant to base station   can be 

demonstrated by        , and the applied energy from 

the grid network is illustrated by   . The harvested 

renewable resource is shown as   . Based on the enabled 

power sharing capability, the shared power among cell   
and cell    is equal to     , where         denotes the 

power-sharing index among base stations. So, we can 

conclude that       is equal to the loss percentage in the 

power sharing stage. The following condition should be 

satisfied during the power sharing process. 

          ∑     

         

 ∑      

         

                                    

According to the defined conditions, the overall power 

efficiency can be affected by the transmission strategies, 

power sharing and the level of harvested energy from 

renewable resources. 

C. Transmission Model 

Taking fairness into account, we tried to provide data rate 

balancing throughout the network. In which,           

   denotes the association indicator, for example,       

represents that node   is associated with BS   and 

otherwise the node has not been associated with the base 

station. Subsequently,    ∑        represents the number 

of sensors associated to cell  . (∑      

 
   )

  
 express the 

probability of serving    associated nodes by base station 

i. if      , we can calculate the efficiency of the  -th 

sensors as        (   ) which     is the throughput so 

that the     is obtainable as. 

    (∑      

 

   

)

  

  

∑       
   (     )                                      

In this framework, the ratio of signal to interference-noise 

can be computed via (11) 

    
     

∑           
         

                                                               

In this formulation,     and      indicate the main channel 

gain and the interfering channel gain respectively, B 

denotes the frequency bandwidth.    is also a noise figure. 

We can consider the goal function equivalent to 
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minimization of the applied grid power. Consequently, we 

have the goal function as the following. 

P1:    
         

∑∑        ∑  

         

                                          

s. t.    ∑                 

   

 

   ∑           

   

 

          ∑     

         

  ∑              

         

 

    ∑           

 

   

        

         
              

        {   }          

                      

             
        

In which,  =    
 ,  =     ,  =    ,  =      ,  =    ,      

illustrates the         to guarantee the reliability of the 

connection between nodes and the base station. Also,   

represents a weighting factor for evaluation of the power 

efficiency index. The multi hop strategy of backhauling in 

the presented mobile sensor network and the configuration 

of the network has been exhibited in Figure 4. 

Figure 4 shows a simple network structure to illustrate the 

operation process of the proposed connectivity approach. 

 

Fig. 4. Operation process of the proposed connectivity approach 

In order to improve the reliability of the proposed model, 

we applied a path repair process with the branch node-

based routing algorithm which is shown in Figure 8. 

 

Fig. 5. Reliable distributed transmission model. 

In this paper, we present the cost of the L link, which has 

been optimized for multi-hop paths that minimize the average 

power consumption of the mobile sensor network. Our 

distributed cross layer routing protocol uses a connection cost 

that can be added to the final goal function. Using 

simulations, the paper shows that the cost of our link is such 

that it maintains the anonymity of the base station while 

reducing the communication energy consumption.  

The problem of association and power allocation in this 

approach may be modelled as problem P2 which itself can 

be considered as the optimal solution for the primary 

problem P1. Taking    ∑       , into account, this 

problem is expressed as the following. 

P2: 

   
         

∑∑      (   )  ∑  
    (∑      

 

   

)

         

 

 ∑         

   

  ∑  

   

                                      

s.t C1 , C2 , C3 , C4 , C5, C6, C7, C8, 

   ∑          

   

 

where,          (     )  

D. Data Caching-based User Association Algorithm 

In this framework, P2 as a NL mixed integer programming 

problem is not a convex problem and as Lemma 1 indicated, 

the sub gradient method will be the best approach to solve it. 

Taking {     } into account, the sensor association problem 

will be mathematically modeled as follows.  

P2.1: 

 

   
   

∑∑      (   )  ∑  
    (∑      

 

   

)

         

 ∑                                                                       

   

 

s. t.    C1, C2, C4, C5, C6, C9 

 

Fig. 4. Beamforming model in the mobile sensor architecture 
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Lemma 1: considering                    as the 

probability of demanded payload (  , the optimal solution 

for P2.1 is achievable as the following. 

   

  {
                

           
                 (15) 

Proof 1: as mentioned before, P2.1 shows that obtaining 

the optimal value for ∑     
 
    is the target in which, 

the demanded payload is itself consists of    sections 

            , and the probability    is more than 

    . Therefore, we have:  

∑      
 

      

   ∑     
              ⋃   

    

  

   

   

Also, 

∑      

 

   

 ∑ ∑          
   

      

  

   

∑    ( ∑      
  

      

)

  

   

 ∑      
 ∑    

  

   

 

 

   

 

Consequently, according to (15), this theory is confirmed. 

So, we can conclude that  

 ̃2.1: 

   
 

∑∑      (   )  ∑  
    (∑     

  

   

)

         

 

 ∑         

   

                                                                        

s. t. C1, C2, C6, C9. 

For simplicity of process to obtain the best solution for 

 ̃2.1 as a combination of several sub-problems, we work 

on its dual problem. Therefore, the target function should 

be reformulated as follows: 

           ∑∑      (   )  ∑  
    (∑     

  

   

)

         

 

  ∑          

   

  ∑  

   

(     ∑      

   

+   

                             ∑  

   

(∑      

   

+                                                      

Where in this formulation,                      [  ]. 

It should be noted that    and    represent Lagrangian 

multipliers. In continue, we can define the problem’s dual 

function      as the following 

       {
                

                      
       (18) 

Subsequently, the dual problem of  ̃ 2.1 (16) will be 

formulated as 

                             (19)  

   and    are coefficients of the dual problem and solution 

of the goal function can be obtained as the following steps 

   
  {

              

           
                                                        

In (20),               (   )           . 

Considering     the second derivation of the goal function 

results in 

   

   
      (∑     

  

   

)  
 

  
                                                            

  
   

 (     (∑     
  
   )     )

    (∑     
  
   )

                                  

 

As it is obvious, ∑     
  
     , so, 

   

   
  cannot be a 

positive amount. With setting 
   

   
  equal to zero,   

 
 is 

achieved as the optimum degree of   . 

In (22),      shows the Lambert-W factor as a response 

for      . According to (20), the optimal solution 

        cannot be achieved by differentializing of 

    ,    . Therefore, applying the iterative gradient 

approach will be useful. 

        [      𝛿   (∑   

   

           +]

 

                

        [      𝛿   (      ∑   

   

   ,]

 

                           

In this formulation,        and       can be renewed in an 

iteration via (20) and (22). The step size was shown 

by  𝛿    and we have         {   } ,    also indicates 

the iterations quantity. 

5- Numerical Results 

In this section, we present the simulation results that 

demonstrate the effectiveness of the proposed Multi hop 

Cooperative Beamforming Mobile Sensor Network (MCB-

MSN) approach. For simplicity, we assume that the 

harvested energy by base station during each time interval is 

constant. Following the former schemes, we modeled the 

energy harvest at each base station as the stationary 

stochastic process. In addition, we assume that the 

popularity of the content follows the introduced distribution 

model of [36] and that the contents of the F library have 

been sorted by popularity. Thus, the probability of the     

demand for popular content is calculated based on [37], 

where   indicates the skewness of popularity. We compare 

the performance of the association design and our proposed 

power optimization based on the signal strength received 

from the Reference Signal Received Power (RSRP). In the 

simulation, the sensors randomly move in the macrocellular 
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geographical area and the main simulation parameters have 

been shown in Table 1. 
We studied the power optimization in beamforming-based 

multi-layer heterogeneous networks. An association algorithm 

and cooperative power control were proposed to find the 

optimal data speed in addition to decreasing the network total 

power utilization. These schemes consider the system security, 

data speed and energy consumption to be relatively 

important. Also, in this paper, the effect of the number of 

sensors and the size of the cache was also investigated. 

A- Simulation Environment 

We evaluate the effectiveness of our approach using 

proprietary computer simulation with the Monte Carlo 

method. We analyze the results of implementing the 

proposed approach in MATLAB 2019 and CVX tool of 

Python programming language. The experiment 

environment was considered as a multi-layer heterogeneous 

system with a number of small cells within a micro layer. 

The confidence interval of the results is 90%. The    

sensor nodes are evenly distributed on the grid at     
      . The base station is fixed without any mobility. 

But activated cells are able to submit packets to the base 

station in cell 35 via multihop paths. This procedure 

divides the target network into a grid of 36 cells measuring 

         . We considered the sensitivity of each 

network node to receive a signal equal to -100 dBm, which 

is the common value in mobile sensor networks and the 

signal-to-noise (SNR) required a function which are able 

to estimate the base CSI and   
      required to reach the 

next hop destination by observing the signal to noise 

(SNR). The maximum transmission power of each node is 

limited to 30 dBm. Distributed beamforming is used for 

each hop and occurs each time when |  |   .  

We measure the performance of the protocol considering 

the context of base station anonymity (i.e., reducing the 

belief that the cell contains base station        ). To 

assess MCB-MSN from the energy efficiency point of 

view, we compared it with three other schemes of mobile 

sensor networks: Fixed Power Allocation (FPA), Random 

Power Allocation (RPA) and Cooperative NOMA 

Simultaneous Wireless Information and Power Transfer 

(CN-SWIPT) [38]. 

B- Numerical Results 

Figure 5 compares the average throughput of the proposed 

approach, MCB-MSN and CN-SWIPT scheme with equal 

maximum transmission power. Based on this figure, it is 

obvious that the average sum data rate increases with 

increasing the signal to noise ratio. It can also be seen that 

the MCB-MSN algorithm performs much better than other 

algorithms in terms of higher data rate. Because the MCB-

MSN algorithm has the required flexibility to dedicate 

resources to the network entities. 

Table 1. Main implementation factors 

Parameter Value 

Configuration of the Network Mobile Network, X-sectored BSs 

sensor distribution model uniform (U) and hotspot (Hs), 

transmit backoff 1.5 dB 

Base Station MTP 43 dBm 

Codec strategy Adaptive multi-rate 

        &         3 dB 

Propagation model Okumura-Hata 

Fairness Index Security/ Throughput 

Upper bound of iteration 2000 

        5 dBm 

Learning factor       1.1 

Weighting factor      MAX 0.77 

Weighting factor      MIN 0.28 

MAX Sensor Power   
  90 w 

MIN Sensor Power   
  5 w 

Sensor transmit range 30 m 
 

This trend decreases slightly with an increase in N, 

because the algorithm reduces the throughput available to 

each of the nodes. In contrast, the demand for the 

throughput of each node is the same in all random power 

allocation, equal power allocation, CN-SWIPT algorithms, 

because they all provide the minimum throughput for each 

N. The throughput decreases exponentially with increasing 

number of N. Because with increasing N, the demand for 

data rate decreases. Because, the same MTP is shared 

equally between the nodes. 
 

 

Fig. 5. Average throughput vs. signal to noise ratio 

Based on the achieved results in Figure 6, the average 

sum-rate increases almost linearly with increasing N in the 

MCB-MSN algorithm. While all three other two 

algorithms, CN-SWIPT and RPA/PC show slight 

improvement 

 

0

0.5

1

1.5

2

2.5

0 5 10 15 20 25 30

A
ve

ra
ge

 T
h

ro
u

gh
p

u
t 

(b
p

s/
H

z)
 

SNR[dB] 

RPA+PC

CN-SWIPT

MCB-MSN



    

Journal of Information Systems and Telecommunication, Vol.10, No.4, October-December 2022 

  

 

 

307 

 

Fig. 6. Average sum rate vs. number of sensors 

Figure 7 shows the capacity of backhaul links and their 

average traffic (link usage in percentage) for random 

power allocation, MSB-MSN and CN-SWIPT. Based on 

this figure, it can be seen that the MCB-MSN algorithm 

has the best performance in terms of load balancing and 

link usage and capacity. So, it has the highest possible 

efficiency in using backhaul links. Also, the high capacity 

of backhaul links reduces the potential for the backhaul 

link to be trapped in the bottleneck while sending the 

traffic flow to the central network. 

 

Fig. 7. Backhaul links capacity vs. signal to noise ratio 

Figure 8 shows the performance of MCB-MSN and CN-

SWIPT algorithms according to different numbers of nodes. 

As can be seen from the graph, energy efficiency is obtained 

when broader constraints on the total number of nodes are 

considered. Because, the feasible range of the problem 

increases and the algorithm has more freedom to maximize 

the throughput and minimize the energy consumption. 

But as the upper bound of demand decreases, the feasible 

range becomes narrower and energy efficiency decreases. 

Further lowering the upper bound to           
    (where     is the user equipment demand that must 

be met) results in identical efficiency of both the MCB-

MSN and CN-SWIPT algorithms. Therefore, the MCB-

MSN algorithm, which uses dynamic power optimization, 

performs better than the CN-SWIPT, which has strict 

constraints procedure. 

Figure 9 shows that the MCB-MSN algorithm uses power 

sources better than other algorithms. Increasing the MTP 

to saturation increases the energy efficiency. After 

reaching saturation, increasing MTP does not affect the 

energy efficiency. Increasing MTP in Equivalent Power 

Allocation (EPA), Random Allocation (RA) and CN-

SWIPT algorithms does not improve energy efficiency. In 

this case, the performance of these algorithms is slightly 

worse. In the form of 1000 independent simulations, we 

investigated how many times each algorithm successfully 

calculates the solution. Our criterion is actually the 

possible values used to summarize the result of each 

simulation result in CVX. CVX as a linear programming 

method is a powerful optimizer for solving iterative 

problems like the introduced main problem. Such convex-

based tools can also be applied to analyze for rapid 

prototyping of models and algorithms incorporating 

convex optimization. 

 

Fig. 8. Network energy efficiency vs. total number of nodes 
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Fig. 9. Network energy efficiency vs. maximum transmission power 

6- Conclusion 

This paper presents a novel approach to Multi hop 

Cooperative Beamforming Mobile Sensor Network 

(MCB-MSN), which not only increases the anonymity of 

the base station but also maximizes the network energy 

efficiency in the distributed beamforming by choosing the 

routes with higher relay densities. In this paper, when the 

   link cost of the MCB-MSN algorithm is used, the 

mobile sensor network maintains its level of anonymity 

significantly more than in a state where anonymity 

enhancement techniques are not used. In future studies, 

more MCB-MSN energy consumption should be evaluated 

in mobile sensor networks considering non-ideal 

cooperative beamforming conditions so that information 

needs to be transmitted frequently. In future, we plan to 

explore the potential of multi-agent smart queuing in 

various HetNet scenarios such as privacy-aware 

recommendation and store cell recommendation. We will 

also plan to examine how to exploit multi-modal data in 

the mobile sensor networks to further improve the 

proposed model. 
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Abstract  
With the rapid deployment of users and increasing demands for mobile data, communication networks with high capacity 

are needed more than ever. Furthermore, there are several challenges, such as providing efficient coverage and reducing 

power consumption. To tackle these challenges, using unmanned aerial vehicles (UAVs) would be a good choice. This 

paper proposes a scheme for uplink non-orthogonal multiple access (NOMA) in UAV communication systems in the 

presence of granted and grant-free users. At first, the service area users, including granted and grant-free users, are 

partitioned into some clusters. We propose that the hover location for each cluster is determined considering the weighted 

mean of users’ locations. We aim to allocate transmission power and form NOMA pairs to maximize the energy efficiency 

in each cluster subject to the constraints on spectral efficiency and total transmission power. To this end, the transmission 

powers of each possible pair are obtained, and then Hungarian matching is used to select the best pairs. Finally, finding the 

flight path of the UAV is modeled by the traveling salesman problem (TSP), and the genetic algorithm method obtains its 

solution. The results show that the increasing height of the UAV and density of users increases the spectral and energy 

efficiencies and reduces the outage probability. Also, considering the quality of service (QoS) of granted users for 

determining the UAV's hover location enhances the transmission's performance. 

 

 

 

Keywords: Energy Efficiency; NOMA; Power Allocation, Unmanned Aerial Vehicle (UAV), Uplink, Users Pairing. 
 

1- Introduction 

1-1- Motivation 

Nowadays, power consumption is an important challenge 

in wireless networks, and saving users' energy to achieve 

high performance is essential. Since users' quality of 

service (QoS) should be satisfied, energy-saving is more 

challenging in wireless networks. In future wireless 

communication networks, particularly in the 5th 

generation (5G) of wireless communications and beyond, 

the application of unmanned aerial vehicles (UAVs) is 

proposed for operating as moving aerial relay nodes or 

moving aerial base stations (ABSs). UAVs, known as 

drones in a common tongue, has been the subject of a 

bunch of research over the past few years [1-5]. If they are 

fine established and well-operated, UAVs can provide 

reliable and cost-effective wireless communication 

solutions for many kinds of real-world scenarios [6]. 

UAVs can operate better and flexibly than the traditional 

relay nodes in dense areas. Considering them as ABS has 

several challenges: power consumption, handover 

management, channel modeling, low-latency control, 3D 

localization, and interference management [6-9]. Batteries 

provide UAVs' power in most cases; therefore, power 

saving is a severe problem in UAV-assisted 

communications. 

1-2- Contributions 

This paper investigates the uplink NOMA communication 

between the ground users, including granted and grant-free 

and ABS. Our goal is to partition the users into clusters, 

form NOMA pairs in each cluster, and allocate power to 

maximize energy efficiency. Each NOMA pair includes 

one granted and one grant-free user. To this end, at first, 

UAV flies right into the communication area and 

simultaneously starts to send a signal periodically to the 

ground users to get information about their communication 

conditions that it needs in the next step to clustering the 
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users. After that, power allocation for each possible pair in 

each cluster is performed to maximize energy efficiency, 

while the minimum QoS requirements of users should be 

satisfied. Finally, efficient pairs are the selection by the 

Hungarian algorithm. The hover locations for clusters are 

obtained considering the weighted mean of locations of 

granted users. Also, the flight path of UAV among 

different clusters is considered a traversal salesman 

problem (TSP), and its solution is obtained considering the 

genetic algorithm. In summary, the contributions of this 

work are as follows: 

1) Introducing new ground-ABS uplink transmission 

scheme over the granted/grant-free ground users and 

UAV 

2) Each NOMA group consists of one granted and one 

grant-free user to ensure the QoS of granted users 

3) Problem formulation to maximize the energy-

efficiency of the proposed transmission subject to the 

limitation on total transmit power and ensuring the 

QoS of the users in each NOMA group 

4) Proposing weighted-mean based on the QoS of the 

users to determine the hover location of ABS 

5) Proposing joint user groping and power allocation that 

first obtains the transmit power for each possible 

NOMA pair and then finds the optimal pairs by 

Hungarian matching algorithm  

6) Considering the flight path of UAV as TSP and 

utilizing the genetic algorithm to solve it. 

 

The rest of this paper is organized as follows. The 

previous works are reviewed in Section 2. The system 

model is described in Section 3. The proposed user 

clustering, NOMA pair forming, and power allocation is 

presented in Section 4. Simulation results are given in 

Section 5. Finally, conclusions remarks are provided in 

Section 6. 

2- Previous Works 

Here, we review the related researches which consider 

UAV-assisted wireless communication topics. In [10], a 

rotary-wing UAV performs the send and collect data task 

to/from multiple ground users. This research aimed to 

optimize the total UAV power consumption by 

minimizing propulsion and data transmission powers while 

satisfying each ground node's minimum quality-of-service 

(QoS) requirement in the uplink direction. Energy-

efficient UAV communication with a ground terminal in 

the downlink direction via optimizing the UAV’s 

trajectory was studied in [11]. The authors aimed to design 

a new specimen that considers both the throughput and 

energy consumption of UAV together. Serving cell edge 

users by UAV and offloading the data from the base 

station in downlink direction by circle path for UAV was 

studied in [12]. The goal was to optimize UAVs' resource 

allocation, user partitioning, and trajectory by maximizing 

energy efficiency. A new modularity-based dynamic 

clustering relying on UAVs' modified Louvain method 

was studied in [13]. The authors aimed to save the 

transmitted power of mobile devices in the uplink 

direction by locating the UAVs on the user clusters' 

centroids. Resource allocation and trajectory design in 

downlink direction were formulated as an energy-efficient 

problem in [14], which jointly optimizes the transmit 

power, user scheduling, and trajectory and velocity of 

UAV. A real-time resource allocation algorithm for 

maximizing the energy efficiency in downlink direction by 

jointly optimizing the energy-harvesting time and power 

control for the considered device-to-device (D2D) 

communication embedded with UAV was proposed in 

[15]. 

 

The optimum establishing of UAV as a relay for 

maximizing the reliability was studied in [16]. The total 

power loss, outage, and error rate were considered as the 

reliability parameters, and optimum height was 

investigated for static and mobile UAVs. However, it 

would be better when they consider more than one user on 

the cell edge. In [17], the effective use of flight-time 

constrained UAVs as aerial ABSs was investigated to 

provide coverage for ground users. Notably, a novel 

framework was proposed for optimizing the average 

number of bits transmitted to users and UAVs’ hover 

duration. The authors in [18] proposed an optimum 

placement algorithm for UAVs that maximizes the number 

of covered users with minimum transmit power. They 

have detached the UAV located in the vertical dimension 

from the horizontal dimension, which simplifies the 

placement problem. The authors [19] characterized UAV-

based communication's latency, reliability, and network 

availability of ultra-reliable and low-latency 

communications (URLLC). The height of UAVs and the 

bandwidth allocation were optimized to minimize the 

required total bandwidth of URLLC for a given density of 

UAVs. It was shown that the probability of the line-of-

sight (LoS) path and the network availability is strictly 

concave for the distance between the ground user and 

UAV. The impact of the height of UAVs connected to the 

cellular network in uplink was studied in [19]. In [20, 21], 

a UAV was considered to collect data from a set of sensors 

with a fixed location. The goal was to minimize the 

UAV’s total flight time while each sensor could 

successfully upload its data using a given amount of 

energy. The problem of trajectory design for UAVs to 

maximize satisfied users was studied in [22].  

 

Using non-orthogonal multiple access (NOMA) has its 

benefits and challenges in comparison with other multiple 

access techniques such as orthogonal-frequency-division-
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multiple-access (OFDMA) or orthogonal multiple access 

(OMA). Saving bandwidth by pairing strong and weak 

users in the same time slots is the most beneficial of 

NOMA. However, this pairing causes intra-time slot and 

intra-cell interference challenges. To tackle these 

challenges, the following works try to solve the problems. 

To facilitate the serving ground users in a cell, user 

clustering is a crucial element. Hence, dynamic user 

scheduling and power allocation problem was proposed in 

[23] to coordinate the intra-cell interference by minimizing 

the total power consumption. In [24], sum-rate 

maximization for uplink and downlink NOMA under the 

constraints of transmission power limitation, minimum 

rate requirements of users, and operation constraints were 

formulated. Machine learning-based user clustering and 

power allocation algorithms for mmWave-NOMA 

transmission were considered in [25]. Energy-efficient 

resource allocation for the uplink of hybrid NOMA and 

OMA transmission was considered in [26], obtained by 

jointly optimizing the user clustering, channel assignment, 

and power allocation. High-rate NOMA, where multiple 

users share a single zero-forcing beamforming vector, was 

proposed in [27]. The QoS of all clustered users was 

satisfied to maintain fairness among the users. In [28], 

ground-aerial uplink-NOMA of cellular networks was 

investigated, where ground base stations serve a UAV user 

and multiple ground users. They aimed to minimize the 

UAV mission completion time by jointly optimizing the 

UAV trajectory and association order while considering 

the UAV’s interference to non-associated ground base 

stations. In [29], applying of NOMA technique to UAV to 

cellular BSs uplink communication, under the spectrum 

sharing with the existing ground users was investigated, 

and a new cooperative NOMA scheme was proposed to 

reduce the intense uplink interference due to the UAV’s 

LoS channels with ground BSs in cellular-connected UAV 

communication. A combination of multi-UAV 

communication and NOMA was proposed in [30] to 

construct the high capacity uplink for the internet of things 

(IoT) which was achieved by jointly optimizing the sub-

channel assignment, transmit power, and flying heights of 

UAVs. A novel framework for UAV networks with 

massive access capability supported by NOMA was 

proposed in [31]. 

 

User grouping into two sets to achieve low-latency access 

and reduce signaling overhead was investigated in [32], 

where the scheduled-access and random-access users are 

considered granted and grant-free users, respectively. In 

[33], NOMA-assisted semi-grant-free transmission was 

studied, which is investigated compromise between grant-

free and grant-based users. 

 

3- System Model 

3-1- User Distribution and Transmission Model 

As shown in Fig.1, it is assumed that   granted and 

    grant-free terrestrial users are represented by 

  {            }  and   {            } respectively. 

According to the spatial Poisson point process (SPPP) 

distribution with density   , these users are distributed in 

the service area. The locations of the granted user    and 

grant-free user   in two-dimensional space are 

respectively denoted by         and   ̄   ̄  . These users 

are partitioned into    clusters {          
}. The sets of 

granted and grant-free users belonging to the cluster    are 

given by    and     respectively. The number of granted 

and grant-free users in the cluster    is given by   
   

 and 

  
   

 respectively, therefore we have ∑   
     

      and 

∑   
     

       Suppose that   is the binary matrices with 

the size of           If the granted user    belongs to 

the cluster   , we have           otherwise        
  On the other side,            denotes that grant-

free user    is considered in the cluster   , else     

      .  

 

Considering Fig. 1, granted user    and grant-free user    

belonging to cluster    form the two-user NOMA group 

        to transmit their data in uplink direction to ABS. 

The matrix   , which presents the pairing of users in the 

cluster   , has the size of   
   

   
   

. If the granted user 

   and grant-free user    form the two-user NOMA group 

in the cluster   , then          , otherwise            
 

 

Fig.  1.  The system and transmission model that considered in this paper. 
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The UAV has a hover for a specific time to collect data of 

the users of each cluster. Since the granted users have 

priority over the grant-free users, we propose that the 

hover location is determined based on the weighted mean 

of granted users in the cluster. Suppose that the hover 

location of UAV in three-dimensional space for the cluster 

   is denoted by   ̂   ̂   ̂  ,           , where  ̂  is 

the height of UAV, then we have 

 ̂  ∑       
 
               (1) 

 ̂  ∑       
 
               (2) 

where      denotes the weight of the granted user    for the 

cluster   , which is obtained based on the normalized QoS 

of the user. Since each user only belongs to one cluster, 

       only for one cluster, and it is zero for other 

clusters. The minimum rate requirement of the users is 

considered as QoS in this paper. Let   {            } 
and  ̄  { ̄   ̄       ̄ }  respectively denote the QoS of 

granted and grant-free users in terms of spectral efficiency 

in bit/sec/Hz. Then, the weight      is computed as: 

     
  

∑         
 
   

 (3) 

3-2- Channel Model 

Given the granted user    located at         and the ABS 

located at   ̂   ̂   ̂  , the path loss between the ABS and 

user    will be [34]: 

            (
        

 
)       (4) 

where    is the carrier frequency in Hz and   is the speed 

of light in m/s, and also      is the Euclidean distance 

between UAV and user    in meter calculated as: 

     √     ̂  
       ̂  

   ̂ 
 
 (5) 

Also,      is the normally distributed additional loss 

depending on environment conditions and distributed as 

       
   and          

   for the LoS and NLoS links, 

respectively. The probability of having an LoS link 

between the user    and ABS at hover location         is 

obtained as: 

    
  

 

       (  
   

 
   (      ))

   (6) 

where   and   are constants, and they change depending 

on the environment and           ( ̂     ⁄ ) is the 

elevation angle of ABS for the desired user   . Then, the 

probability of having an NLoS link is     
         

  [35]. 

Eventually, the total path loss from granted user    ABS to 

    , is obtained as 

         
     

      
      

   (7) 

A similar procedure presented in equations (4)-(7) can be 

used to obtain the path loss of grant-free user   , i.e.,  ̄   .  

3-3- Spectral and Energy Efficiency 

In two-user NOMA transmission, the user with the higher 

channel gain is called the strong user, and another one is 

the weak user. The transmitted signal of these users 

experiences distinct channel gains. In uplink two-user 

NOMA, the received signal at location k of ABS due to the 

transmission of pair        , i.e.,       
 , can be obtained as 

[36]: 

      
  √        

  √ ̄  ̄    ̄ 
    (8) 

where   
  and  ̄ 

  denote the transmitted signal from    

and   , respectively.    and  ̄  respectively signify the 

transmit power of granted user    and grant-free user   . 

     and  ̄    represent the channel gain from    and    to 

ABS located at kth location, and   is the white noise with 

power spectral density       . The results reported in [36] 

show that if there is enough separation between weak and 

strong users, the spectral efficiency of the strong user 

outperforms that of the weak user. Since satisfying the 

QoS of granted users has priority over grant-free users, 

granted users are considered strong users, and grant-free 

users transmit their data as weak users in each NOMA 

group. 

 

Transmission of grant-free users interferes with the 

transmission of granted users and reduces the SNR of the 

granted user. On the other side, the transmission of the 

grant-free user receives zero interference from the 

transmission of the granted user during successive 

interference cancellation (SIC). Hence, the SINR of the 

transmission of pair         in ABS located in kth location 

is obtained as follows [36]:  

     
      

  

   ̄   
         

 (9) 

 ̄    
 ̄  ̄   

  

      
 (10) 

Consequently, the SE of NOMA transmission of pair 

        at the kth location of ABS is obtained as: 

   
     

     (      )      (   ̂   )  bits/sec/Hz (11) 

With given the spectral efficiency of the pair        , the 

energy efficiency is calculated as follows: 

    
   

    
            bits/sec/Hz/J (12) 

where     is the total spectral efficiency,      
is the total 

power consumption, which is the sum of transmit power 

     , circuit powers of terrestrial users (    ), and power 

consumed by UAV              denotes the outage 

probability. Eventually,      described as follow: 

                   (13) 
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The circuit power of ABS consists of two parts, including 

the circuit power of ABS in hovering          and flying 

times            The torque coefficient of UAV,   , is 

given as [10]: 

   
 

 
      

    

√  
 
   

 
     

 (14) 

Therefore, the corresponding power consumption in 

hovering time of UAV can be described as [10]: 

                 (15) 

and by substitution of    in       , we have [10]:  

       
 

 
             

    

√   
 (16) 

The required power for the flight time of rotary-wing 

UAVs is more intricate than the fixed-wing peer. 

However, by some mild assumption, the pull coefficient of 

the blade area is constant, so the torque coefficient for the 

UAV in flight time with zero climbing angle and speed    

is given as: 

   
 

 
                   

 

 
 ̂ 

    (17) 

By substituting    ̂  
  

  
 and     

 

       ,    can be 

written as a function of forwarding speed    and rotor 

thrust   as follow: 

         
 

 
(  

   
 

    )  
        

        
 

 
  

  
 

     (18) 

Eventually, by definition of torque coefficient, the 

required power for flight time can be written as follow: 

                  (19) 

3-4-  Outage Probability 

Outage probability is defined as the probability that the 

SNR or spectral efficiency at the receiver becomes lower 

than the predefined (or threshold) value. Considering the 

SIC process, for the strong (or granted) user   , the outage 

probability is obtained as [37]: 

    
       

   (20) 

where   
   is the probability that the transmit message of 

the strong user    is correctly detected at the receiver, 

which is calculated as: 

  
     {       }    {

      
  

   ̅   
         

   }  (21) 

Similarly, for weak (or grant-free) user   , we have: 

    

  
     

  
 (22) 

where the probability of correct detection of the message 

of the grant-free user is calculated as [37]: 

  
  

   {         ̅     ̅ } 
 

   {
       

  

   ̅   
           

    
    ̅   

  

      
  ̅ }  (23) 

 

4- Proposed User Clustering, Power Allocation, 

and NOMA pair Forming 

4-1- Problem Formulation 

Over the past decades, energy efficiency has been studied 

from the information theory perspective. Due to the power 

limitation of ABS, it is worth considering the energy-

efficient transmission scheme and maximizing energy 

efficiency. Therefore, the proposed scheme for users 

clustering and joint user pairing and power allocation can 

be formulated as follows: 

                         (24) 

subject to: 

(S1)        
   

(25) 

(S2)  ̄     ̄ 
   

(S3)     ̅       

(S4) ∑       
  

   
              

(S5) ∑       
  

   
              

(S6) ∑       
  

   
              

 

The constraints S1 and S2 respectively demonstrate that 

the QoS of granted and grant-free users should be 

satisfied, where        (    
  ) and  ̅  

    (   ̅ 
  ). Furthermore, S3 determines the upper limit 

of transmit power of terrestrial users. Constraint S4 

specifies that each terrestrial user must be included only in 

one cluster. According to S5, each granted user can pair 

with a grant-free user and transmit its data. While, 

according to S6, there is no guarantee for grant-free users 

to transmit data. 

 

Considering the energy efficiency optimization problem 

and constraints given in equations (24)-(25), this problem 

is non-convex, and obtaining a solution requires vast 

computational complexity. Hence, we propose to partition 

it into two sub-problems to obtain its solution. First sub-

problem partitions the terrestrial users into several clusters. 

After clustering, the joint user pairing and power 

allocation problem was formulated for each cluster to 

maximize the energy efficiency of each cluster.  

4-2- Proposed Solution 

The proposed solution for the problem given in equations 

(24)-(25) is explained in Algorithm 1. The proposed 

solution generally consists of three steps, including cluster 
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forming, power allocation, and NOMA pair forming. In 

the following, each step is explained in detail. 

 

Algorithm 1. The proposed solution for user clustering, power allocation, 
and NOMA pair forming  

\\ Cluster forming and obtaining flight path 

1. UAV flights over the service area to partition the users to some clusters 

2. Compute the hover location for each cluster considering equations (1)-
(3) 

3. Obtain the flight path by solving TSP via the genetic algorithm 

\\ Power allocation and NOMA pair forming 

4. for each cluster, do 

5.      Perform power allocation for all possible pairs of granted and 

         grant-free users using equations (32)-(33) 

6.      Compute energy efficiency of each pair using equation (34) 

7.      Select the best pairs using the Hungarian algorithm (Algorithm 2) 

8. end for 

 

4-2-1- User Clustering 

In order to cluster the terrestrial users, the UAV starts to 

fly over the service area from a random location. UAV 

broadcasts the initialization signal and waits to receive the 

first acknowledgment signal from terrestrial users. This 

acknowledgment signal contains users' position, desired 

QoS, and type (granted or grant-free). When the UAV 

receives the first acknowledgment signal, it starts to create 

the first cluster. This process continues until the 

acknowledgment of the first signal is not received in the 

UAV. At this time, the first cluster is created, and all users 

whose acknowledgment signal was received are 

considered in the first cluster. Then, UAV continues to fly 

over the area to create the second cluster. This process will 

repeat until all users to be placed in one cluster.  

 

After finishing the clustering process, the UAV computes 

the hover locations considering equations (1)-(2). In order 

to minimize the power consumption during fly and hover, 

the flight path should be minimized. We use TSP integer 

linear programming with the Dantzig-Fulkerson-Johnson 

formulation (DFJ) algorithm to obtain the shortest flight 

path. Suppose that the set 

{  ̂   ̂   ̂         ̂  
  ̂  

  ̂  
 } contains the coordinates 

of hover locations. TSP solves the following problem: 

   ∑ ∑        
  
       

  
        (26) 

subject to: 

    {   },              

(27) 

∑      
  
        ,                

∑      
  
        ,                

∑ ∑    
  
   

  
    | |   , 

                             {        } | |    

 

where     is the Euclidean distance between hover 

locations i and j and     is a binary variable defined as: 

     {
                                 
          

               (28) 

The solution given in [38] is utilized to obtain the 

optimum flight path of the UAV. 

4-2-2- Joint Power Allocation and User Pairing 

After clustering the users, the user pairing and power 

allocation should be performed for each cluster. Hence, the 

problem demonstrated in equations (24)-(25) is simplified 

for cluster Ck as: 

   
    

         (   
   

)    (29) 

subject to: 

(S1)        
   

(30) 

(S2)  ̄     ̄ 
   

(S3)     ̅       

(S4) ∑        
  

   

   
              

   
 

(S5) ∑        
  

   

   
              

   
 

where    
   

 is the energy efficiency of cluster Ck, which is 

computed as: 

   
   

 
∑ (    (      )     (   ̅   ))
  

   

   

∑      ̅  
  

   

   
    

   
        

    (31) 

where         is the circuit power of each user. To solve 
this problem, at first, we perform power allocation for all 
possible pairs of granted and grant-free users, and then, the 
Hungarian algorithm is utilized to select the pairs that 
maximize the energy efficiency of the cluster. 
 

Suppose that granted user    and grant-free user    form 

the two-user NOMA pair. We propose to minimize the 
power consumption to maximize energy efficiency. The 
transmit powers of them are calculated to satisfy the 
minimum QoS requirement of them as follows: 

 ̄   ̄    ̄          (32) 

       ( ̄  ̄   
         )     (33) 

After that, the energy efficiency of the pair         is 

computed as follows: 

   
         

    (      )     (   ̅   )

    ̅          
 (34) 

Obtaining    
   

      results in   
   

   
   

 the matrix for 

cluster Ck. The next step is to select the pairs from this 

matrix to maximize the energy efficiency of cluster Ck. 
After forming the Hungarian matrix, which contains the 
select energy efficiency of different pairs of users, the best 
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pairs should be selected from them. There are two ways to 
solve this problem; adjacency matrix and bipartite graph. 
The bipartite graph can easily represent by an adjacency 
matrix. As an example, suppose seven users where the 
users in rows of the matrix belong to granted users and the 
columns belong to grant-free users, which is shown as 
follow: 

1 2 3 4

1
( )

2

3

2 1 3 4

8 4 2 6

3 12 6 9

k
EE

v v v v

u

u

u

 

Note that the Hungarian method assigns a set of minimum 
optimal values of the matrix, and the energy efficiency 
problem must be maximized. Hence, we first convert all 
the arrays into the familiar form to get the maximized 
values from these minimum arrays as follow: 

1 2 3 4

2 1 3 4
1

8 4 2 6
2

3 12 6 93

v v v v

u
u
u

 

Inverse

each

elements

 

1 2 3 4
0.50 1.0 0.33 0.25

1
0.12 0.25 0.5.0 0.162
0.33 0.08 0.16 0.113

v v v v

u
u
u

 

It is essential to say that the Hungarian method is proper 
when the matrix is square. Therefore, if the assignment 
matrix is not square, we must turn it into square form by 
adding dummy rows or columns. The dummy arrays can 
be in two forms; they can be equal to the maximum matrix 
array or be a line with zero numbers; however, zero 
numbers are recommended. The solution for the 
Hungarian method is shown in Algorithm 2. The solution 
of the defined example with the Hungarian matrix method 
is shown step by step as follow: 
(Step 1) Subtract the smallest value in each row from the 

other values in the row 

(Step 2) Each column has zero, so no need to subtract the 

minimum value from each column. 

 

(Step 1)  (Step 2) 

8

0 0 0 0

1 2 3 4
0.250.5 1 0.33 0.25

1
0.120.12 0.25 0.5 0.16

2
0.00.33 0.08 0.16 0.113

v v v v

u
u
u
Du

 

 1 2 3 4
0.25 0.75 0.081

0.13 0.38 0.042
0.25 0.08 0.

0

0

0

0 0

03
3

0 0

v v v v

u

u

u

Du

 

(Step 3) Draw lines through the row and columns that 

have the 0 entries such that the fewest possible lines are 

drawn. There are four lines drawn, which is equal to the 

matrix dimension, so there is the optimal number of 

zeroes.  

 

 

 

 

Algorithm. 2. The Hungarian algorithm using an adjacency 

matrix 

1.  Convert all the arrays into the reciprocal form 

2.  if the number of rows and columns are not equal, then 

3.  Add dummy rows or columns to square the matrix 

4.  Subtract the smallest entry in each row from all the other 
entries in the row 

5.  if there is any column without zero, then 

6.    Subtract the smallest entry in each column from all the other 

entries in the column 

7.   Cover the rows and columns that have the 0 entries with the 

fewest lines possible are drawn 

8. if there the number of lines drawn is equal to the number of 

rows, then 

9.    An optimal assignment of zeros is possible, and the 

algorithm is finished. 

10.  else if the number of lines is less than number of rows, then 

11.    The optimal number of zeroes is not yet reached. 

12.  Go to the next steps. 

13.   Find the smallest entry not covered by any line. 

14. Subtract this entry from each row that is not crossed out, 

15.  Then add it to each column that is crossed out. 

16.  end 

 

(Step 4) Highlight the selected zeros 

(Step 3)  (Step 4) 

1 2 3 4

1

2

3

0.25 0.75 0.08

0.13 0.38 0.04

0.25 0.08 0.0

0

0

0

0 0 0 0

3

v v v v

u

u

u

 

 4
0

0
0

0 0

1 2 3
0.25 0.75 0.081

0.13 0.38 0.042
0.25 0.08 0.03

0 0
3

v v v v

u
u
u

 

(Step 5) Replace the original values. (Step 6) Replace the 

primary values of energy efficiency to get which users can 

be optimally pairs. As shown, there are four lines drawn, 

and it is equal to the dimension of the matrix, so the 

algorithm is finished optimally. However, if there are 

drawn lines less than the matrix dimension, it should 

follow the algorithm's rules. The Hungarian method, 

which is shown in Algorithm 2, forms pairs of users 

optimally. To the extent, one granted user should pair with 

a grant-free user, which are given as strong and weak 

users.  

(Step 5)  (Step 6) 

1 2 3 4
0.5 1 0.33

1
0.25 0.5 0.16

2
0.33 0.16 0.1

0.25

0.12

0.08

0 0 0

1

0
3

v v v v

u
u
u  

 1 2 3 4
2 1 31
4 2 62

3

4
8
12

0 0
6 9
0 0

3

v v v v

u
u
u
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5- Simulation Results 

5-1- Simulation Setup 

This section provides numerical results to evaluate the 

performance of the proposed user clustering, power 

allocation, and NOMA pair forming to maximize energy 

efficiency. The UAV acts as a flying ABS in the 

simulation area and serves the users randomly distributed 

according to SPPP with density   . The parameters used 

in simulations are given in Table 1. 

 
Table 1. Parameters used in simulations 

Parameter Value 

Simulation area 5×5 km 

Density of users (1~3)×10-4 

Height of ABS 100 ~ 800 m 
Maximum total transmission power 23 dBm 

The minimum acceptable received power -90 dBm 
Noise power -130 dBm 

Carrier frequency 1.2 GHz 

Minimum acceptable SNR of granted users [2 8] dB 
Minimum acceptable SNR of grant-free users [1 3] dB 

 

Results in terms of spectral efficiency, energy efficiency, 

and outage probability are obtained for each pair of UAV 

height and density of users. For each pair, we run Monte 

Carlo simulations for 10
5
 trials, and in each trial, the users' 

locations are generated using SPPP with specific density. 

Finally, results were averaged. 

5-2- Spectral Efficiency 

The spectral efficiency for different heights of UAV and 

density of users is given in Fig. 2 for the total transmission 

power of 23 dBm. It is observed that increasing the height 

of UAV and density of users increases the spectral 

efficiency. In traditional 2D wireless networks such as 

cellular networks, path loss increases as the distance of 

users from the base station increases. However, in UAV 

networks, increasing distance will not necessarily increase 

the path loss because the probability of the LoS link 

increases. Increasing the probability of LoS link reduces   

in path loss; hence, overall path loss reduces, SNR 

increases, and spectral efficiency increases. On the other 

side, increasing the density of users increases the number 

of users; therefore, there are more candidate users to form 

NOMA pairs with better channel conditions. As each pair 

transmits its data in a specific time slot, increasing the 

number of users does not increase the interference, and 

spectral efficiency increases. In summary, for the constant 

density of users, increasing the height of ABS enhances 

the spectral efficiency by reducing the path, resulting in 

higher SNR. For the constant height of ABS, increasing 

the density of users enhances the spectral efficiency by 

constructing the pairs with higher SNRs. 

 

 

Fig. 2. Spectral efficiency for different densities of users and height of 

UAV. 

 

Fig. 3 shows the impact of hover location on spectral 

efficiency. Three schemes are utilized to determine the 

hover location; 1) proposed weighted-mean (WM) of 

granted users, 2) equal-weight mean (EWM), where we 

simply consider the mean of the location of the granted 

user, and 3) random in which UAV randomly hover in the 

area of the cluster. It is observed that the proposed WM 

method achieves higher spectral efficiency than the other 

schemes. Proposed WM determines the hover location 

near granted users with higher QoS requirements, 

achieving higher spectral efficiency. 

 

 
Fig. 3. The effect of hover location on the spectral efficiency 

5-3- Energy Efficiency 

In Fig. 4, the energy efficiency is given for several heights 
of UAV and the density of users. It is observed that similar 
to spectral efficiency, increasing the height of UAV and 
density of users increases the energy efficiency. Reducing 
path loss by increasing height reduces the transmit power 
to satisfy the spectral efficiency; hence energy efficiency 
increases. On the other side, increasing the density of users 
provides more candidates for NOMA pairs, which reduces 
the transmission power and increases energy efficiency. 
Also, Fig. 5 compares the energy efficiencies obtained for 
different hover locations. It is observed that the proposed 
WM scheme outperforms the other schemes considerably. 
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Fig. 4. Energy efficiency for different densities of users and heights of 

UAV. 

 

5-4- Outage Probability 

It was mentioned that increasing the height of the UAV 
enhances the uplink transmission by reducing the path 
loss; therefore, it is expected that outage probability 
reduces by increasing the height of the UAV, which is 
depicted in Fig. 6. As spectral and energy efficiencies, 
outage probability enhances by increasing the height of 
ABS location. Also, increasing the density of users 
reduces the outage probability. Fig. 7 compares the outage 
probability for different hover locations. As expected, the 
proposed WM scheme has the lowest outage probability 
since it determines the hover location of the UAV, 
considering the weighted mean of users’ locations based 
on their QoS. This approach reduces UAV distance from 
the users with high QoS requirement and increases their 
SNR, which reduces the outage probability. Also, 
increasing the height of the UAV reduces the path loss by 
increasing the probability of LoS link resulting in lower 
outage probability. 
 
 

 
Fig. 5. The effect of hover location on the energy efficiency 

 

 

 

Fig. 6. Outage probability of network for UAV's height. 

 

 
Fig. 7. The effect of hover location on the outage probability 

5-5- Effect of Total Transmission Power 

Fig. 8 demonstrates the effect of total transmission power 

on the energy and spectral efficiencies. As the maximum 

total power increases, the SNR of the links between ABS 

and ground users increases resulting in spectral efficiency 

enhancement. It is observed that increasing the total 

transmission power enhances spectral and energy 

efficiencies. As transmission power of granted and grant-

free users increases, the SNR of links between them and 

ABS increases resulting in higher spectral efficiency 

values and lower outage probability values. Increasing the 

total transmission power increases the total power 

consumption. On the other side, the increase in spectral 

efficiency and          is higher than the increase in 

total power consumption since most of the power 

consumption is related to flight and hover powers of ABS. 

Hence, increasing the total transmission power enhances 

energy efficiency. 

5-6- Comparing Genetic Algorithm with PSO 

Here we compare the performance of the genetic algorithm 

in finding the flight path of UAV with particle swarm 

optimization (PSO) and random approach, which selects 

the following hover location randomly among the possible 

locations. The flight path only affects the energy 

efficiency and does not affect spectral efficiency and 

outage probability since these metrics depend on the hover 



    

Journal of Information Systems and Telecommunication, Vol.10, No.4, October-December 2022 

  

 

 

319 

location, user pairing, and transmission power and are 

independent of the flight path. The genetic algorithm, 

PSO, and random approach performances on the energy 

efficiency are demonstrated in Fig. 9. As observed genetic 

algorithm outperforms the PSO and random approaches 

and has higher energy efficiency. 

 

 
Fig. 8. Effect of total transmission power on energy and spectral 
efficiencies. 
 

 

 
Fig. 9. The effect of the flight path on the energy efficiency 

 

6- Conclusion 

In this paper, the challenges of power allocation and 

NOMA form pairing in the uplink direction of UAV 

communication systems were investigated. Users in the 

UAV coverage area were divided into two classes: granted 

and grant-free, based on prioritizing the type of demands. 

Granted and grant-free users are respectively considered as 

strong and weak users in the NOMA pair. The main 

criterion for the stated challenges has been to maximize 

energy efficiency. The optimization problem was 

formulated to maximize the energy efficiency of 

transmission subject to the constraints on the minimum 

acceptable spectral efficiency and total transmission 

power. In order to solve the problem, at first, transmission 

powers were computed for each possible NOMA pair, and 

then, the Hungarian algorithm was employed to select the 

optimum pairs. The flight path of the UAV was modeled 

as TSP. The results demonstrated that increasing the 

height of ABS enhances spectral efficiency, energy 

efficiency, and outage probability by reducing path loss. 

Also, increasing the density of users enhances the 

performance metrics. We also demonstrate that the hover 

location greatly impacts the performance metrics, and the 

proposed weighted-mean location outperforms the random 

and equal-weight men locations.  

 

As future work, we can consider the methods based on 

machine learning, such as deep belief networks (DBN) for 

power allocation and pair forming. We can also consider 

the NOMA clusters with more than two users to support 

grant-free users in each time slot. Considering different 

heights for each cluster can be considered as another future 

work.  
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