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Abstract  
Cancer of the breast is a difficult disease to treat since it weakens the patient's immune system. Particular interest has lately 

been shown in the identification of particular immune signals for a variety of malignancies in this regard. In recent years, 

several methods for predicting cancer based on proteomic datasets and peptides have been published. The cells turns into 

cancerous cells because of various reasons and get spread very quickly while detrimental to normal cells. In this regard, 

identifying specific immunity signs for a range of cancers has recently gained a lot of interest. Accurately categorizing and 

compartmentalizing the breast cancer subtype is a vital job. Computerized systems built on artificial intelligence can 

substantially save time and reduce inaccuracy. Several strategies for predicting cancer utilizing proteomic datasets and 

peptides have been reported in the literature in recent years.It is critical to classify and categorize breast cancer treatments 

correctly. It's possible to save time while simultaneously minimizing the likelihood of mistakes using machine learning and 

artificial intelligence approaches. Using the Wisconsin Breast Cancer Diagnostic dataset, this study evaluates the 

performance of various classification methods, including SVC, ETC, KNN, LR, and RF (random forest). Breast cancer can 

be detected and diagnosed using a variety of measurements of data (which are discussed in detail in the article) (WBCD). 

The goal is to determine how well each algorithm performs in terms of precision, recall, and accuracy. The variation of each 

classification threshold has been tested on various algorithms and SVM turned out to be very promising. 

 

 

Keywords: Artificial Intelligence; Machine Learning; Wisconsin Breast Cancer Diagnostic (WBCD) Dataset; k-Nearest 

Neighbors (k-NN): Support Vector Classifier: Logistic Regression; ExtraTree-Decision; Random-Forest 
 

1- Introduction 

One in eight women will be diagnosed with breast cancer 

throughout their lifetime, making it the leading cause of 

mortality in women[1]. Machine learning algorithms for 

early breast cancer diagnosis and prognosis have evolved 

as a result of improved technology and more access to data. 

Breast cancer is the largest cause of death for women, 

according to a WHO report, and the number of deaths is 

increasing every year [2]. Males are more prone than 

females to succumb to cardiac disease [3]. Breast cancer 

generally affects women over 40, but some risk factors 

make it possible for it to attack younger people as well [4]. 

It is impossible to make rational conclusions with 

traditional medical techniques and cannot handle enormous 

amounts of data without computational tools. 

There are numerous systems that gather, analyse, and learn 

from cancer data, which explains why cancer data sources 

are so diverse. Even for data analysis, there are open-source 

tools that can be employed. The sheer volume of data 

involved makes data mining techniques very useful for 

early cancer detection. The earlier cancer is detected, the 

more accurate the diagnosis will be. For patients, improved 

therapy offers a higher probability of survival. Using 

previous data, classification models are built and trained for 

a given set of applications. This learning model reduces the 

amount of time and effort needed to manually predict and 

classify fresh data. 

It also helps to detect difficult-to-perceive patterns from 

large and noisy datasets using machine learning algorithms 

by extracting knowledge and expertise from previous 

experiences. Experts believe that abnormal cell growth in 

the breast tissue is the cause of breast cancer in patients. 
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[5]. Figure 1 depicts a machine learning-based 

classification model for breast cancer. Before the 

characteristics can be extracted and the classification model 

constructed, the breast image database must be loaded. 

Benign non-cancerous conditions are those that are not life-

threatening. Malignant cancer begins with abnormal cell 

proliferation and can spread quickly or even permeate 

neighboring tissues, making it somewhat lethal.[6]. 

 

Fig. 1  Breast cancer image classification model [6] 

It is hoped that the results of this study would help in the 

diagnosis of breast cancer by providing a classification 

model for malignant and benign breast cancers. 

Classification accuracy, Sensitivity, Specificity, and 

Precision are all assessed on the Wisconsin Breast Cancer 

Dataset (WBCD) [7] using k-nearest neighbors (k-NN), 

Logistic Regression, Support Vector Classifier (SVC), 

ExtraTree Decision (EDT), and Random Forest (RF). The 

most accurate models are LR, SVC, and DT, according to 

the results.. Seventy percent of the data is used for training, 

while the other thirty percent is used for testing. Data is 

divided in a 7:3 (70:30) ratio into training and testing 

portions because cross-validation is not a possibility 

here[8-9], the algorithms for classifying data performed 

admirably on the classification task.  

The assessment of independent data set is analyses 

statistically using Cross validation technique for assessing. 

The evaluation of machine learning models is performed by 

model training on subsets of data input and available input 

data. Cross validation has a utility in scenario where there 

is a need of over-fitting. Optimal parameters are defined by 

cross validation. In current work cross validation not 

proved perfect for predicting over fitting in model. It was 

forcing model to get train again and again from scratch so 

current research work avoided the use of cross validation. 

2- Literature Review 

On this page, you'll learn about medically-approved 

machine learning algorithms used in breast cancer 

detection. Mangasarian and others [10] have used clinical 

data points to foresee the presence of cancer cells by 

forecasting the time interval at which recurrence will occur. 

Few of the studies conducted so far [11–13] also put forth 

work related to prediction of cancer and it’s diagnosis by 

use of ML techniques such as decision tree to predict and 

diagnose cancer. According to Jin [14], KNN (K-Nearest 

Neighbor) is a classification algorithm used often among 

all machine learning approaches due to its simplicity and 

flexibility during implementation. The Wisconsin 

Prognostic Breast Cancer (WPBC) dataset was used by 

Belciug and colleagues [15] to compare K-means, cluster 

networks, and Self-Organizing Maps for the identification 

of breast cancer using the Wisconsin Prognostic Breast 

Cancer (WPBC) dataset [16], and the results showed that k-

means were superior. 

The Cancer Dataset was utilized by Chaurasia and Pal [17]  

prediction of breast cancer recurrence using ANNs, or 

artificial neural networks, Dyadic decision trees (DDTs), 

and Logistic Regression (LR) is implemented to retrieve 

accurate prediction about breast cancer.  Research work 

outcome is the most accurate classifier for predicting the 

primary site of cancer development, Angeline [18] used the 

same dataset as Wisconsin Breast Cancer (WBC) and 

tested the performance of various algorithms such Nave 

Bayes, Decision tree (C4.5), KNN, and Support Vector 

Machine. When compared to the other approaches, Support 

Vector Machine performed the best. Author proposed and 

considered SVM as best classifier because it performs with 

high performance based on generalization as it doesn’t add 

any prior knowledge. The function performed very well in 

high dimensional space of input dataset. This is the reason 

why SVM is being most promising as best classification 

function and has easily differentiate between instances of 

the two classes of breast cancer from training data. 

 Fuzzy clustering techniques were utilized by Abonyi and 

Szeifert [19] to predict cancer from the same dataset. the 

Wisconsin Diagnostic Breast Cancer Dataset (WDBC). 

Lavanya and coworkers [20] employed a dynamic, hybrid 

technique to improve classification accuracy, and the 

dataset was cross-validated 10 times. The hybrid technique 

included various function in combination and results turned 

out very accurate and model performed well. Results from 

[21] research show that using a validation set to predict a 

model's performance in Machine Learning, cross-validation 

is the best technique. The cross-validation when applied to 

dataset proved very powerful tool. The data set is best 

utilized and shown comparably very good performance. 

There are  some very complex machine learning models, 

cross validation help in using same data in each step of the 

pipeline. 

 

  For his studies, Cruz [22] investigated cancer detection 

and prognosis machine learning strategies. Using a 

microarray of cancer data, Tan A.C. [23] examined the 

bagged decision tree, also known as the C4.5 decision tree 

[24], he used bagging methods, decision trees, neural 

networks, and the Support Vector Machine to analyze a 

cancer database. According to the report's findings, bagging 

approaches have higher levels of accuracy. As evidenced 
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by the publications listed above, breast cancer can be 

diagnosed using a number of machine learning (ML) 

approaches. Comparing these approaches to discover the 

most efficient algorithm is difficult due to the use of 

various datasets and data sizes. The algorithms can only be 

employed on a single platform and foundation if they are 

implemented on a single dataset and with a single data size. 

This data will be used to develop the most accurate 

algorithm for classifying the presence of breast cancer. Our 

objective is to determine the most effective machine 

learning algorithm for the provided dataset. 

3- Literature Review 

Mammary cancer is classed as benign or malignant based 

on the results of tests such as the Komen Breast Cancer 

Early Detection and Management System (MBC-ELDS). 

Breast cancer is more accurately and efficiently classified 

as benign or malignant by employing the methods outlined 

above. 

3-1- Proposed System Model  

WBC: In this study, the dataset used was Wisconsin Breast 

Cancer, which can be obtained at the UCI Machine 

Learning Repository ( (WBC). The pre-processed data will 

be fed into a variety of machine learning algorithms, 

including SVM, ExtraTree Decision, KNN, Random 

Forest, and Logistic Regression, to predict the likelihood of 

a cancer diagnosis. Measurement of performance and 

accuracy is the goal.  

 

 

Fig. 2  Steps in proposed Methodology [25]. 

 

to do this, Machine Learning approaches make use of 

performance indicators such as accuracy, precision, 

sensitivity, and specificity. There will be a suitable 

categorization model proposed and validated. The proposed 

system model necessitates the completion of various steps. 

Fig.2 describes the method which has been conducted in 

the analysis. 

3-2- Dataset 

Diagnostic (WBCD) dataset, which was found in the UCI 

machine learning repository [7],[ 26]. For three years, 

researchers from the University of Wisconsin Hospitals 

(Wolberg, Street, and Mangasarian) collected this data. 

We're utilizing the binary classification dataset for this 

exercise (WBCD). Within this collection, there are 569 

records with 32 unique attributes. Breast lumps are 

aspirated using a fine needle aspirate (FNA) and then 

images of those aspirates are scanned for use in this dataset. 

The characteristics are as follows: Ten separate digitized 

cell nuclei features, mean and standard error, and the worst 

outcome for those ten diagnoses are included in these 30 

real-value input feature attributes (Real, Positive). Type (B 

= benign, M = malignant) of cancer. Radius, Smoothness, 

Texture, Compactness, Fractal Dimension, Concavity, 

Perimeter, Convex Points, Symmetry, and Area can all be 

listed as qualities. [27]. The diagnoses were included in the 

dataset, which covered a wide spectrum of lumps and 

masses. A diagnosis is given when a tumor or lump is 

determined to be malignant or benign (B). There are four 

significant digits in these property values. Figure 3 reveals 

that 357 of the sample values are regarded as benign, 

whereas 212 are regarded as malignant. 

Table 1: Wisconsin Dataset 

Attributes Number of Attributes 

Sample Total 569 

Dimensionality 30 

Classes 2 

Sample per class Benign: 357 (62.74%) 
Malignant: 212 (37.26%) 

Feature Real Positive 

 

Collect Data 
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Pre- process Data 

Anomaly the classification Algorithms 
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Fig. 3 Class distribution of WBCD data. 

 

Heat maps in Figure 4 show the relationships between the 

variables. The correlation between two datasets shows the 

relationship between their attributes changing. A positive 

correlation occurs when two features move or change at the 

same time. If they go in the opposite direction, they are said 

to be negatively related. It reveals which traits are closely 

related to one another. It's critical to understand this since 

some machine learning algorithms do not work as 

expected.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4 Correlations between the features. 
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Many input features are highly linked in their data. The 

confusion matrix in Fig 4 showing collinear variables. 

Multi collinear variables are removed by few identified 

highly correlated  variables which are independent. The 

combination of linear independent variables are summed up 

for performing analysis on variables which are highly 

correlated variables by applying principal components 

analysis or partial least squares regression. 

These two ideas can be combined in a zillion different 

ways. Frequently, high-connectivity features are paired 

with ones that provide inaccurate information. By 

removing the most relevant features, we can get rid of the 

discriminating information they hold. We also see from this  

 

 

 

that while pushing birth control or other therapies we must 

remember that just because they can predict the outcome 

does not mean that they are at their core is an issue. 

3-3- Preprocessing 

Transformations are employed in pre-processing before the 

data is fed into the algorithm. the procedure used to collect 

the data Pre-processing is employed in order to turn 

unstructured data into something that can be read by 

machines. Standard methods for machine learning make the 

assumption that more data equates to better outcomes. In 

order to be used in this study, the WBCD data had to be 

normalized. 

 

Fig. 5 Boxplot of features by diagnosis. 
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To produce the standard Gaussian distribution, several 

means with varying standard deviations are employed to 

turn the characteristics into a standard Gaussian distribution 

with a mean of 0 and a standard deviation of 1. A distinct 

ID is assigned to each patient in the database to represent 

them in the dataset. The first attribute id, does not include 

any references to this variable. The next consideration is 

the diagnostic value. The recommended algorithms should 

be able to predict the value of this variable. A Z score 

denotes a feature's standardized value. How to compute Z-

score: follow these steps. 

                                                (1) 

 

x denotes the standardized value, whereas,, and the stddev 

are used to express the mean and standard deviation, 

respectively. After standardizing all numerical values, we 

create a box plot (Fig. 5) to organize the data. Because 

there were so many outliers in the data, numerous features 

had to be discarded. As a result, when analyzing and 

categorizing the boxplot, we failed to take advantage of 

these features. There are some data points in analysis which 

are very far from other data points.  

The outlier retrieved is very much different from other 

observations on axis. There are measurements which are 

very much different. There are experimental errors in the 

form of outliers.  The analysis become very difficult when 

we try to apply statistic only because of outliers. So 

sometimes it is much needed to avoid them.  

This chart shows how similar the graphics are amongst 

several of the features. There appears to be some similarity 

when comparing the perimeter with the area or the 

perimeter with the area se. However, certain traits differ 

based on whether a tumor is diagnosed as malignant or 

benign. Examples of the same include the concavity mean, 

radius means, and area means. However, if we look at 

metrics like texture se or fractal dimension mean, we can 

detect similarities in the distribution of malignant and 

benign tumors. 

4- Nonlinear Machine Learning Algorithms 

There are two types of machine learning algorithms: 

supervised and unsupervised. When using supervised 

learning, we provide a dataset to the machine to train it, and 

then the program outputs the accurate answers. 

Unsupervised learning, on the other hand, does not have 

any predetermined data sets or goals [28]. Machine 

learning has gained remarkable practical success in a 

variety of different fields. Medical expert systems [29], 

[30], social networks [31], and speech recognition [32], 

[33] are a few of the most common applications. As a result 

of past observations, machine learning learns how to make 

exact predictions. Classification is a supervised learning-

related topic of study. The goal, as the name suggests, is to 

classify the samples in order to come up with a collection 

of plausible classes that are discrete. These include k-

nearest neighbors (k-NN), support vector classifier (SVC), 

logistic regression, and extra-tree decision) and random-

forest (RF) [34]. 

Classification involves educating the classifier to be aware 

of the different classes. As an added bonus, categorization 

is basically a mission to anticipate the value of a specific 

discrete characteristic. When it comes to classification, 

supervised learning algorithms are the go-to solution. This 

data is collected for the computer to learn a classification 

model from. After that, future projections will be possible. 

The classification problem is best solved with an algorithm 

based on supervised learning. Five different classification 

algorithms were used to sort the Wisconsin dataset [35]. To 

sum up, here are the five methods 

4-1- K-Nearest Neighbors (K-NN) 

It's possible to make predictions with supervised learning, 

but not with unsupervised learning. Depending on your 

requirements, it can be used for regression or clustering. 

The number of nearest neighbors is denoted numerically by 

a letter like K. There doesn't appear to be any formal 

training programme in place, as far as I'm aware. As part of 

the forecasting process, the Euclidean distance between the 

k-nearest neighbors is first taken into account [36].. When 

it comes to breast cancer, we've already labelled the cases 

as either malignant or benign. Labels are classified 

according to how far apart they are from one another. 

Figure 6 explains the KNN algorithm's technique better 

than any other figure. 

 
 

Fig. 6 Representation of KNN algorithm [26]. 

 

4-2- Logistic Regression (LR) 

Logistic regression was first used in biology study in the 

early twentieth century. Using it in social studies classes is 
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becoming more and more common. This is also covered by 

predictive analysis. When there is only one dependent 

variable, it is most often used. To distinguish between a 

linear and a logistic regression, we employ the dependent 

variable. For continuous variables, the most common 

approach is linear regression, as shown in Figure 7. The 

following section outlines the many steps involved: 

 

 

 
Fig. 7 Visualization of logistic regression steps. 

Logistic regression makes use of both forward and 

backward propagation. Weight and characteristics are 

multiplied to begin the forward propagation phase. There's 

no way to tell how much something weighs when it's in its 

infancy. Because of this, weights can be assigned to certain 

random values. For sigmoid functions, the probability 

range is 0 to 1. According to the set threshold value, the 

forecasting method is carried out. A comparison of the 

projected and actual values is performed following the 

completion of the forecasting process. It's possible to 

calculate the difference between the projected and actual 

values using a loss function. The backward propagation 

approach is utilized if the loss function value is extremely 

high. By using backward propagation [38], one can obtain a 

derivative and update the weight values in accordance with 

the cost function. The sigmoid function is depicted in the 

following diagram: 

           
  

    
 (2) 

4-3- Extra Tree-Decision (ETD) 

Classifiers like the Extra Tree classifier are useful for 

combining the results of different decision trees that aren't 

related in any way. Foresters collect and sort these twigs to 

create different kinds of trees in the area. All of the 

decision trees have benefited from the use of genuine 

training data. If the loss function value is too large, the 

backward propagation strategy is used. A derivative is 

obtained and weight values depending on the cost function 

are updated using backward propagation [38]. Because of 

this, every call tree must start with the most basic features, 

which are then segregated from the data using statistical 

criteria known as the Gini Index. This random selection of 

options leads to a number of decision trees with no 

correlation. [39].  

4-4- Support Vector Classifier (SVC) 

SVMs, or Support Vector Machines, are frequently 

employed in machine learning. An N-dimensional hyper 

plane was sought for by these algorithms in order to 

classify the incoming data. Many hours are devoted to 

devising a plan that will maximise profits. When 

employing feature numbers, it is possible to distribute the 

N dimensionally uniformly. You can easily compare the 

two features. Despite the abundance of tools available, 

categorising things isn't always straightforward. To get the 

most accurate forecast, we should try to widen the margin 

of error. [40] This may be seen in Figure 8 where it appears 

that the SVM is: 

 
Fig.8 Support vector visualization [41]. 

Being over-classified often means being under-classified, 

and this must always be remembered. The error margin 

could be exceedingly tiny if we choose a categorization 

algorithm that does not sacrifice any of the individual 

samples. Final results may be less precise as a result of this 

situation. Support vectors that are most closely related to 

the hyper plane can also be considered as long as the gap 

between classes is as big as possible. 

4-5- Random Forest (RF) 

After the random forest, we come to an ensemble-learning 

model called the Random forest. This data analysis 

technique can be used for both regression and 

classification. It's termed a random forest since it's made up 

of many different decision trees. That is why utilizing a 

random forest instead of the more traditional decision tree 

seems sensible in some circumstances. It is necessary to 

create a classifier that uses the process of extracting these 

features[42], given that the rotating forest technique is 

being applied. After that, this attribute collection is divided 

up into K different groups using a randomization algorithm. 

Classifiers gain significance and precision in this way. [43]. 

Sum 

f1  

Sigmoid function 

 

Prediction 
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The decision tree's most difficult element is selecting 

characteristics, and there are several ways to go about it. 

Instead than seeking the most essential feature when 

dividing nodes, random forest seeks for the best features 

within a completely random collection of attributes. Even if 

it's curated even more haphazardly in the future, it's still 

doable. So it's plausible since, while using Random Forest, 

random attributes might be sought out rather than the most 

important traits for node splitting among the better ones. 

[44]. An internal function parameter can increase model 

accuracy or speed. The accuracy of the prediction model 

can be improved by utilizing characteristics such as Max 

features, minimum sample leaves, and n estimators, among 

others. When running the models, we frequently use N jobs 

and a randomized state machine in order to speed them up 

(RSM). Researchers employed characteristics including n 

estimators and random state parameters to calculate how 

many trees should be planted to improve the model's 

accuracy and speed. 

5- Proposed System Model 

Evaluation of the Model: Several performance measures 

can be used to assess the accuracy, sensitivity, specificity, 

and precision[45] of each Machine Learning approach. 

There are four ways to look at these choices: True Positive 

(TP), True Negative (TN), False Positive (FP) and False 

Negative (FN) [46]. The true positive decision happens 

when the instances of malignancy are predicted aptly. True 

negative decisions are an occurrence that occurs when 

instances of benign behavior are correctly predicted. In 

cases where a benign disease is predicted to be malignant, 

the False Positive decision is made [47]. A false negative 

occurs when a malignant disease is predicted to be benign 

[46]. 

 

 

 

 

 

i. Accuracy can be calculated as:  

Accuracy  =  
     

           
 

ii. Sensitivity can be calculated as:  

Sensitivity (recall) = 
  

     
 

iii. Specificity can be calculated as:  

Specificity  = 
  

     
 

iv. Precision can be calculated as:  

Precision= 
  

     
 

 

After these variables (Accuracy, Sensitivity, Specificity, 

and Precision) have been determined, a confusion matrix is 

created utilizing these values. When there is rise in 

classification threshold it will decrease the false positives, 

which further increased the precision. When there is 

decrease in raising the threshold of classification reduce the 

false positives which will further increase precision. 

6- Result and Discussion 

About 70% of the dataset items are used for training, while 

the remaining 30% are omitted for testing. Using a random 

number generator, these two subgroups are created from 

the entire dataset. Four separate measures are used to 

evaluate the performance of machine learning algorithms: 

specificity, sensitivity, precision, and accuracy (or 

accuracies). To determine the algorithm's overall 

performance, various measurements are compared. 

Multiple machine learning algorithms used to classify 

breast cancer data as benign or malignant, and then present 

the results in a confusion matrix (see Table II). Table III 

summarizes the various machine learning approaches to the 

breast cancer dataset based on various performance criteria. 

Table III. k-NN, support vector classifier, logistic 

regression, additional tree decision and random forest 

classification outcomes were evaluated. This highlights the 

areas of interest for various classification techniques. [48]. 

Tables III show that the SVC and ExtraTree classifiers 

are the most precise, specific, and accurate. On the other 

hand, radio frequency (RF) technology boasts the highest 

sensitivity. Results show that SVM and ExtraTree models 

identify tumors as benign or malignant with the greatest 

accuracy. 
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Table 2: Confusion Matrix. 

(i) KNN 

 
(ii) SVM 

 
(iii) ExtraTree 

 
 

 

 

 

 

 

 

 

 

 

 

(iv) Random Forest 

 
(v) Logistic Regression 

 

Table 3: Algorithm’s comparison 

 KNN  SVM ExtraTree RF LR 

Accuracy 

(%) 

96.4  97.7 97.7 97.7 95.3 

Sensitivity 

(%) 

99.0  99.0 99.0 100 95.3 

Specificity 

(%) 

92.1  95.3 95.3 93.7 95.3 

Precision  

      (%) 

95.4  97.2 97.2 96.3 97.1 

 

Fig.9 Feature Importance 



 

Kumar , Khatri & Mohammadian , Breast Cancer Classification Approaches - A Comparative Analysis 

 

 

 

 

Figure 9 represents feature selection which is most 

important for analyzing various machine learning 

algorithms 

Table 4: Important Features 

 

The six most important features having data type 
float64 are mentioned on the above table 

7- Conclusion and Future Scope 

A number of machine learning algorithms, such as SVM, 

ExtraTree, Random Forest, and KNN, are put to the test. 

The analysis also makes use of Logistic Regression. Using 

a variety of machine learning methods, the goal was to 

discover the most accurate classifier. To sort the breast 

cancer dataset, all of the classifiers will be put to work 

(Wisconsin Breast Cancer Dataset). A Python tool was 

used to do the research. The accuracy, sensitivity, 

specificity, and precision of SVM and ExtraTree were 

superior to those of the other classifiers. Besides 

highlighting the six most essential qualities, the research 

also discusses how these characteristics affect the 

prediction models. We'll look into it some further. 

Alternative dataset combinations (such as 50-50, 80-20, 60-

40, and so on) will be examined in a future study to see 

how well Bayesian Networks, Gradient Descents, and 

artificial neural networks perform when dimension 

reduction approaches are applied. The capabilities of 

KERAS-Neural-Networks Tensor Flow will be evaluated 

in the following publication by using deep learning that can 

handle enormous datasets, we'll see how deep learning 

compares to other approaches for handling large datasets. 

Because of this, knowing which method is best for which 

type of data will be much easier. 
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Abstract  
Today, smartphones, due to their ubiquity, have become indispensable in human daily life. Progress in the technology of 

mobile phones has recently resulted in the emergence of several popular services such as location-based social networks 

(LBSNs) and predicting the next Point of Interest (POI), which is an important task in these services. The gathered trajectory 

data in LBSNs include various contextual information such as geographical and temporal contextual information (GTCI) that 

play a crucial role in the next POI recommendations. Various methods, including collaborating filtering (CF) and recurrent 

neural networks, incorporated the contextual information of the user’ trajectory data to predict the next POIs. CF methods do not 

consider the effect of sequential data on modeling, while the next POI prediction problem is inherently a time sequence problem. 

Although recurrent models have been proposed for sequential data modeling, they have limitations such as similarly considering 

the effect of contextual information. Nonetheless, they have a separate impact as well. In the current study, a geographical 

temporal contextual information-extended attention gated recurrent unit (GTCI-EAGRU) architecture was proposed to 

separately consider the influence of geographical and temporal contextual information on the next POI recommendations. In this 

research, the GRU model was developed using three separate attention gates to consider the contextual information of the user 

trajectory data in the recurrent layer GTCI-EAGRU architecture, including timestamp, geographical, and temporal contextual 

attention gates. Inspired by the assumption of the matrix factorization method in CF approaches, a ranked list of POI 

recommendations was provided for each user. Moreover, a comprehensive evaluation was conducted by utilizing large-scale 

real-world datasets based on three LBSNs, including Gowalla, Brightkite, and Foursquare. The results revealed that the 

performance of GTCI-EAGRU was higher than that of competitive baseline methods in terms of Acc@10, on average, by 

42.11% in three datasets. 

 

 

 

Keywords: LBSN; Trajectory Data; Contextual Information; GRU. 
 

1- Introduction 

Nowadays, people widely use location-based social networks 

(LBSNs) and enjoy location-based services (LBSs) using 

their mobile devices for sharing their locations with others 

by making check-ins at locations or points of interests (POIs) 

that they have visited, including shops, museums, and 

restaurants [1]. The massive record of users’ check-in data 

provides a chance to conduct research on people’s mobility 

behaviors, in particular, for POI recommendation systems 

[2,3]. In addition, governments can use predictions about 

people’s future destinations and develop better transportation 

and scheduling strategies for alleviating traffic jams and 

handling crowd congestions [5,6,7,8]. Some geographical 

and temporal information exists in a user’s historical check-

in sequence [4,9], having different effects on recommending 

the next POI. In this study, it was attempted to separately 

consider this contextual information to better train the 

proposed model. Human mobility is extremely complex and 

diverse; therefore, many previous studies were unable to 

simply determine the offering of the next POI 

recommendation [4,6]. Matrix factorization (MF) and other 

collaborative filtering (CF) techniques have widespread use 

for recommending a list of personally ranked POIs to the 

users [2]. Typically, approaches to MF include contextual 

information about the user. This helps provide valuable 

recommendations to users who lack enough historical 

check-ins and is generally referred to as the cold-start 

problem. However, the employment of collaboration 

filtering (CF)-based methods complicates the processing of 
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sequence data and capturing of dynamic user’s preferences 

[2,6,11]. As a result, the ongoing challenges lie in the 

manner of integrating the information of different features 

to accurately model users’ complex behavioral preferences 

and then recommending reliable POIs [13].  

Recurrent neural networks (RNNs) have recently been 

successfully applied to sequential recommender systems 

[1,4,8,15]. Thus, long-term dependencies can be captured by 

the hidden states of recurrent methods [4,16]. Many types of 

recurrent-based approaches have considered geographical 

and temporal factors to enhance the performance of POI 

recommendation algorithms [2,4,11,12,15]. Nonetheless, 

the present RNN-based POI recommendation methods face 

the alleviation of the cold-start problem [11]. In this regard, 

one of the excellent choices is to incorporate RNN-based 

POI recommendation methods with the MF method to enjoy 

the benefits of each one [2]. The user’s historical check-in 

behaviors do not significantly pose any problems in 

predicting the next behavior; hence, it is necessary to take 

only the important information into serious consideration 

[1,11]. Therefore, the attention mechanism (AM) has been 

proposed to deal with this challenge. The AM can enhance 

the capability of the neural network in capturing long-term 

dependencies and boost the ability to interpret neural 

networks [18]. In this study, the idea of the AM was used to 

address the most important contextual information.  

1-1- Motivations 

This study focused on the next POI recommendation through 

modeling check-in sequences and considering geographical 

and temporal contextual influences separately and proposed a 

novel geographical temporal contextual information extended 

attention gated recurrent unit (GTCI-EAGRU) for the next 

POI recommendation. Among the recurrent models, the GRU 

model is highly simple and does not include many parameters 

in contrast to the long-short term memory (LSTM) model. In 

addition, this model can ignore the earlier unit hidden state, 

which is impossible with the traditional RNN [4,6]. Thus, a 

GRU network was developed to model check-in sequences 

while paying attention to geographical distances and time 

intervals between two successive check-ins [19]. It is 

noteworthy that any piece of contextual information needs 

individual consideration during modeling since the effects of 

contextual information on user behavior are different [2,3]. 

Further, the GRU network was upgraded by inspiration from 

the AM to consider more important contextual information. 

Furthermore, factorization approaches were employed, and 

the preference score was computed by the dot product. 

Following the prediction scores, it is possible to recommend 

top-k POIs to a user, and there is a high chance that the user 

will go there if the score is higher. The Bayesian personalized 

ranking (BPR) framework [20] learned the parameters of 

GTCI-EAGRU. In the last stage, three general datasets were 

utilized to conduct extensive experiments. Five up-to-date 

POI recommendation methods were compared with 

Brightkite, Gowalla, and Foursquare to evaluate the model. 

1-2- Main Contributions 

1- The proposed architecture is presented by combining the 

development of the GRU model with the MF method, which 

aims to apply the strengths of the models and reduce the 

challenges of each of these methods. According to the MF 

method, in the CF approach, places visited on social networks 

by a user on social networks can affect the next POI of other 

users on those networks. However, CF-based approaches are 

weak in modeling sequential data and do not consider the 

effect of sequential data on modeling, while the next POI 

prediction problem is inherently a time sequence problem. 

Although recurrent models have been proposed for sequential 

data modeling, they have limitations. The traditional RNN 

model cannot integrate the corresponding check-in contextual 

information into the modeling. Newer recurrent models also 

consider the effect of temporal and spatial contextual 

information similarly, while they have a separate effect. 

Therefore, there is a need to develop these models. In the 

recurrent layer of the proposed architecture, a development 

of the GRU model is presented using three attention gates 

that consider the contextual information separately and in 

terms of their importance. 

2- Within the recurrent layer of the proposed architecture, the 

flexibility of the GRU model is employed, and the GRU 

model was expanded following the attention-based approach. 

Moreover, three additional attention gates were proposed, 

including timestamp contextual attention gate (Gts), 

geographical contextual attention gate (Gge), and temporal 

contextual attention gate (Gte). The Gts controls the influence 

of timestamp earlier visited locations, whereas Gge and Gte 

control the effect of the hidden state of the earlier recurrent unit 

based on geographical distances and time intervals between 

two successive check-ins, respectively. This innovation 

makes it possible to extend the model to another context. 
3- In this research, user contextual information is classified 
into two categories of absolute and transitional content 
information. The first category includes check-in timestamp 
and geographical coordinates and the second one consists of 
the time interval and geographical distance between two 
successive consecutive check-ins. Our proposed architecture 
considers two types of absolute and transitional contextual 
information separately. This category focuses on developing a 
model to consider more contextual information in the future.  

4. Some comprehensive experiments were conducted on 

three large-scale real-world datasets, namely, Brightkite, 

Gowalla [21], and Foursquare [14] that are widely used in 

related studies to predict the user POI in LBSNs. The aim 

was to show the effectiveness of the proposed GTCI-

EAGRU architecture for the next POI recommendation. 
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1-3- Problem Statement 

Human mobility prediction is important for a wide 

spectrum of LBSN applications, and the next POI 

recommendation is one of the usages of predicting 

people’s mobility [1]. In some LSBNs, users share their 

location by registering check-ins. The check-ins gathered 

in LBSNs contain geographical and temporal contextual 

information (TCI), and each piece of information has a 

separate effect on predicting the user’s next location [3, 8]. 

In previous studies, some restrictions were applied for 

dividing sequence into different check-in trajectories such 

as using the time interval of less than six hours [1]. 

Nonetheless, applying restrictions for the time interval and 

geographical distance, when considering registered check-

ins in data preprocessing, is not a proper approach for the 

mentioned purpose. The AM can address the mentioned 

issue. Instead of using multiple assumptions to consider 

the time interval or geographical distance constraints 

between two check-ins, it can be addressed by automatic 

weighting given to the model inputs inspired by the AM.  

According to evidence [2], CF-based approaches have 

weaknesses in sequential data modeling and fail to consider 

the effect of sequential data, while the problem of the next 

location prediction is inherently a matter of time sequence 

(Challenge 1). Traditional recurrent models are unable to 

consider contextual information, but this information is highly 

important in determining the next POI (Challenge 2). 

Meanwhile, some earlier studies, based on recurrent models, 

consider the effect of temporal and geographical contextual 

information (GCI) to be the same, while they have a different 

effect (Challenge 3). Furthermore, according to [11], some 

proposed architectures, which are a combination of recurrent 

models and AM, are highly complex (Challenge 4). In this 

work, the GTCI-EAGRU model was proposed to address the 

above-mentioned challenges. 

1-4- Organizations 

The remaining parts of this research are as follows: The 

related methods are briefly reviewed in Section 2. Sections 3 

and 4 describe some preliminaries to the study and the details 

of the GTCI-EAGRU network, respectively. In Section 5, an 

illustration of the experiments is presented, followed by 

providing the results of the proposed method. Finally, Section 

6 summarizes conclusions and an outline for future works. 

2- Related Works 

This section classifies related studies under three 

approaches generally used for the next POI 

recommendations, including CF, RNN, and AM. Table 1 

provides a summary of related works with their challenges 

considered in our research. 

Table 1. summarize of related works 

Model 

Name 

Model 

Approach 
Method summery challenges 

[28] Unified 

method 
CF based 

Believing that time plays 

an important role in POI 

recommendations and 
defining a new 

problem, namely, the 

time-aware POI 
recommendation to 

recommend 

POIs for a given user at a 
specified time in a day 

Focusing on temporal 

contextual 

information and 
paying less attention 

to geographic 

contextual 
information 

[30] LORI CF based 

Applying a confidence 

coefficient for each user 
in the integration process 

and designing a learning-

to-rank 
based algorithm to train 

confidence coefficients 

Not taking into 

consideration time 
interval and 

geographical distance 

[33]  

ST-RNN 
RNN based 

Extending RNN and 

using a transition matrix 
for capturing the 

temporal cyclic effect and 

geographical influence 

Vanishing gradient 

problem in long 
sequence due to the 

use of the traditional 

RNN 

[22] STGN RNN based 

Modifying the basic 

LSTM model slightly by 

introducing gates and 
cells to capture short- and 

long-term preferences 

Considering the same 

effect for temporal 

and geographical 
contextual 

information 

[8] SERM RNN based 

Jointly learning the 
embedding of multiple 

factors (user, location, 

time, and keywords) and 
the transition parameters 

of an RNN in a unified 

framework 

Not taking into 

account the 

geographical distance 
in the training of this 

model 

[35] CA-

RNN 
RNN based 

Employing adaptive 

context-specific input 
matrices and adaptive 

context-specific transition 

matrices 

Using a traditional 
RNN model and 

restrictions on paying 

attention to the 
contextual information, 

low performance 

[1] ATST-

LSTM 

AM and 

RNN based 

Developing an attention-
based spatiotemporal 

LSTM network to focus 

on the relevant historical 
check-in records in a 

check-in sequence 

selectively using the 
spatiotemporal contextual 

information 

Encountering with 

high complexity of 
implementation and a 

lack of attention to 

the scarcity 

[6] Deep 

Move 

AM and 

RNN based 

Capturing complex 

dependencies and multi-

level periodicity nature of 

humans using embedding, 

GRU, and AM 

Not taking into 
account the time 

interval between two 

checks to model the 
behavioral pattern of 

user check-ins 

[11] DAN-
SNR 

AM based 

Makes use of the self-AM. 

By leveraging multi-head 
self-attention, the DAN-

SNR can model long-

range dependencies 
between any two historical 

check-ins efficiently and 

weigh their contributions 
to the next destination 

adaptively 

Using only the 

attention mechanism 
and had low 

performance rather 

than applying 
recurrent neural 

networks for 

modeling the 
sequential influence 

and social influence 
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Note. CF: Collaborating filtering; RNN: Recurrent neural network; AM: 

Attention mechanism; LORI: Learning-to-rank-based integration; ST-
RNN: Spatiotemporal-Recurrent neural network; STGN: Spatio-temporal 

gated network; SERM: Semantics-enriched recurrent model; CA-RNN: 

Context-Aware Recurrent Neural Networks; ATST-LSTM: Attention-
based Spatiotemporal-Long short term memory; DAN-SNR: Deep 

attentive network for social-aware recommendation. 

3- Preliminaries 

The research problem is formulated, and the applied 

preliminaries in this study are presented in the following section. 

3-1- Notations and Definitions 

Table 2 presents some primary notations used in this study. 

Definition 1 (Check-in): A check-in is an action that a user 

takes under a geographical and temporal context. In 

addition, it is a registration of a location in the LBSN that 

contains geographical and temporal information. When a 

user u checks in a location l (including latitude and 

longitude) with venue-Id v at the timestamp t, the check-in 

record can be modeled as a quadruple: cu, v, t < u, l, v, t >. 

Definition 2 (Check-in sequence): A user’s check-in 

sequence or S
u
 is a set of all user check-ins. 

Definition 3 (Trajectory): Given a user u, a trajectory t is a 

sequence of chronologically ordered check-in associated 

with u. For example tru: < u, l1, v1, t1 >,…,< u, li, vi, ti 

>,…,< u, lk, vk, tk >, where tru is the trajectory of a user u 

before time tk. Here, a trajectory set Tr 
(u)

 is used to denote 

all the trajectories of user u. 

Definition 4 (POI): In LBSNs, a POI is a spatial item related to 

a geographical location and known as a venue, including a 

hotel or an office. In this research, POI is represented by v, and 

the set of POIs is demonstrated as V={v1, v2,...}. Each POI v 

has a unique identifier and geographical coordinate, 

consisting of geographical latitude and geographical longitude.  

Definition 5 (the next POI recommendation): Given all 

users’ trajectories, the aim of the next POI 

recommendation is to predict the most likely location 𝑣𝑘 

that a user 𝑢 will visit at a certain time point 𝑡𝑁+1. 

Definition 6 (POI recommendations): Given a set of users’ 

check-in sequences S
u
 and a set of POIs V, the POI 

recommendation task is to recommend top-k POIs that are 

preferable for user u. 

Table 2: Notations and descriptions used in this study 

Notations Descriptions 

u, l, v, & t 
User, location (including latitude and longitude), venue or 

POI, and timestamp 

cu, v, & t A check-in recorded by user u in POI v and timestamp t 

lat v & lng v 
Latitude and longitude of POI v (i.e., geographical 

coordinates of POI v) 

Δt & Δg 

Time interval and geographical distance between two 

successive check-ins 

Su A set of all check-ins generated by user u 

Us, V, & T Sets of users, POIs, and timestamp 

vτ
u POI visited by user u at time step   

Notations Descriptions 

gτ
u & tτ

u 
Vector representations of geographical and temporal 

intervals 

tru 
A sequence of chronologically ordered check-ins related to 

u 

Tr (u) All trajectories from user u 

ϕu The latent factor of user u 

ϕv The latent factor of POI v 

ϕt The latent factor of timestamp t 

d The number of latent dimensions 

v+ 
A set of positive POIs (visited venues) for each user u Us 

v- A set of positive negative POIs (unvisited venues) for each 

user u Us 

  Sigmoid function 

3-2- MF in CF Based Approach 

CF-based methods aim to discover similarities in the 

user’s previous behavior and make predictions to the user 

based on a similar preference with other users [25]. There 

are various model-based CF algorithms, but MF is the 

most commonly applied in recommender systems [2]. MF 

seems to be the most accurate approach for lowering the 

problem from high levels of scarcity in the recommender 

systems database. Generally, MF models map both users 

and items to a joint latent factor space of dimensionality d 

in such a way that user-item interactions are modeled as 

inner products in that space. In the next POI 

recommendation, the item is the same POI or venue that a 

user has selected at the time of the check-in.  

Accordingly, each venue v is related to a vector qv  R
d
, and 

each user u is associated with a vector pu   R
d
. For a given 

venue v, the elements of qv measure the extent to which the 

venue possesses those factors, positive or negative. For a 

given user u, the elements of pu measure the extent of interest 

the user has in venues that are high on the corresponding 

factors, positive or negative. The resulting dot product 

(qv
T
pu) captures the interaction between user u and venue v-

the user u’s overall interest in the venue’s characteristics. 

This approximates the user’s rating of venue v, which is 

denoted by ruv, leading to the following estimate [36]: 
 

�̂�   𝑝 𝑞 
                                                                                                       

 

The objective is to minimize the prediction error or the 

loss function in Eq. (2) where K is the set of (u,v) pairs of 

known ratings [25, 36]. 
 

𝑚 𝑛∑  𝑟   𝑝         𝑞 
                                                      (2) 

 

Different approaches exist [13,36] for the extension of MF 

using RNN models to capture the user’s dynamic preferences 

from the sequence of user’s check-ins. Specifically, with 

respect to the sequence of a user’s check-ins, the output of an 

RNN model can be effective in representing a user’s dynamic 

preferences and modifying MF-based approaches. 
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3-3- GRU in RNN Based Approach 

The next POI recommendation is immediately faced with 

the challenge of learning personalized user preferences for 

POIs and the sequential correlations jointly and efficiently 

between the check-ins [1]. To solve this problem, the RNN 

takes a sequence of inputs and learns the sequential pattern 

of the input sequence using hidden states [2,3,8]. The 

problem that the RNN faces is the exploding and 

vanishing gradients; therefore, it cannot capture long-term 

preferences [2,11]. The problems can be solved by long-

short term memory (LSTM), which employs a gate 

mechanism and can capture long-term preferences [1,23].  

The information flow among consecutive LSTM cells is 

controlled through input, forget, and output gates. LSTM 

resolves the problems of the RNN, but it has three gates 

thus the training of an LSTM-based model is slower and 

requires a large amount of training data. GRU [4,6,23,40] 

has updated and reset gates in the network, dealing with 

the update degree of each hidden state. In fact, it 

determines which information should pass to the next state 

[2,3]. Fig. 1 displays the block diagram of basic GRU. As 

shown, GRU uses only two gates (i.e., reset and update 

gates). The GRU-based model can be trained faster and 

perform better compared to LSTM when there are less 

training data. GRU calculates hidden state hτ at time τ 

from the output of update gate zτ, reset gate rτ, current 

input xτ, and previous hidden state hτ−1.  ̂ τ and hτ are 

computed from the reset gate as follows: 
 

zτ =   (Wz xτ + Uz hτ−1 + bz)      (3) 

rτ =   (Wr xτ + Ur hτ−1 + br)                                              (4) 

 ̂ τ = tanh (W xτ+U (rτ   hτ−1) + bh)     (5) 

hτ =(1- zτ)   hτ−1+ zτ   ̂ τ         (6)  

where   is a basic multiplication operation, and W and U 

represent weight matrices for training the network. 

 

 

 

 

 

 

 

 

 

Fig. 1. An illustration of the GRU cell including two gates.[3] 

3-4- Attention Mechanism 

The AM was proposed based on the selective AM in the 

human visual system [1,18]. It should be noted that humans 

are prone to giving higher attention to key parts of the input, 

helping in breaking down a complex input into simpler parts 

that can easily be processed accordingly. Rather than paying 

attention to all available information, selective attention 

mainly focuses on the most relevant information in a 

system. Accordingly, learning to pay attention to the 

specific components of the input data resulted in different 

attention models in deep learning [4,11].  

The present study proposed a novel model that is applied to 

this mechanism for the next location prediction. The key 

idea in the AM is that inputs are mapped to query, key, and 

value vectors. The outputs are calculated by taking the 

weighted sum of the value vectors where weights are 

determined by a function of query and key values [11]. 

Specifically, the attention function presents a query and a 

group of key-value pairs to a context vector, which is a 

weighted sum of all values. The queries, keys, and values 

are merged as 𝑄, 𝐾, and 𝑉𝑣𝑎𝑙 matrices, respectively [1,18]. 

For the output of the attention function, an alignment 

function or the compatibility function, which measures the 

quality of the match between the input query matches and 

the corresponding key, calculates the weight assigned to 

each value. Eq. (7) is used for the computation of the matrix 

of outputs where (𝑄, 𝐾) refers to the attention function [18]:  
 

Attention (Q, K, Vval) = Softmax (f(Q,K))Vval                      (7) 
 

Additive attention and dot-product (multiplicative) 

attention are two of the most commonly used attention 

functions and are defined as follows [1]: 
 

fadd(Q,k)=tanh(wQ+WK k)                                               (8) 
 

fmul(Q,k)= Q k
T                    

                                                   (9) 
 

In theory, these two functions are similar in computation 

complexity. Additive attention and dot-product attention 

use a feed-forward neural network with a single hidden 

layer for the calculation and optimized matrix 

multiplication operation, respectively [1]. The present 

project, which is inspired by previous studies [2,3], 

employed a feed-forward neural network to calculate the 

alignment function to develop the GRU model. 

4- Proposed GTCI-EAGRU Model Description  

The GTCI-EAGRU architecture consists of input, 

embedding, recurrent, and output layers. Fig. 2 presents a 

schematic of our purpose architecture. The details of these 

layers and the learning procedure for the parameters are 

provided as follows: 

4-1- Input Layer 

The input layer contains model inputs that include absolute 

context and relative or transition context. In the proposed 

model, the absolute context is user id, timestamp, 

geographical coordinates (including latitude and longitude), 

and venue id. Further, the relative context (also called the 

transition context) is the time interval (Δt) and geographical 

distance (Δg) between two successive check-ins. 

xt 

ht-1 

ct 
ht 

ĥ t 
Update Gate: 

zt 

Rest Gate: 

rt 
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The geographical distance and time intervals are calculated 

in the input layer. For a given user u, venue vn, and time t
τ
 , 

the geographical distance (Δg
τ
) and time interval (Δt

τ
) 

between the POIs at current time t
τ 
and previous time t

τ
 
−1

, as 

well as the given venue vn and venue vn-1 previously visited 

at time are computed as: Δt
τ
 = t

τ
 − t

τ
 
−1

 and Δg
τ
 = dist (lat v1, 

lng v1, lat v2, lng v2), respectively, where dist () is the 

Haversine and its function is as Eq.(10)
1
. It should be noted 

that the Haversine distance is the angular distance between 

two points on the surface of a sphere. The former coordinate 

of each point is taken as the latitude and the latter one is the 

longitude given in radians. The data dimension must be two
2
. 

 

D(x,y)=2arcsin 

[√𝑠 𝑛  
     

 
  𝑐𝑜𝑠    𝑐𝑜𝑠    𝑠 𝑛

 (
     

 
) ]           (10) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                           
1 https://scikit-learn.org. 
2 In general, the Eq. (10) is used to calculate the Haversine distance 

between samples in X and Y (x1 and x2 are latitude and longitude of X 

and y1 and y2 are latitude and longitude of Y, respectively). 

Fig. 2. GTCI- EAGRU architecture with input, embedding, recurrent, and 

output layers 

Note. GTCI- EAGRU: Geographical temporal contextual information 

Extended attention gated recurrent unit; LBSN: Location-based social 

network. In the recurrent layer, the GRU model is extended with three 

additional attention gates, and a ranked list of the next POI 

recommendations is provided in the output layer. 

4-2- Embedding Layer 

This layer is for embedding inputs from the check-in 

sequence before it goes to the recurrent layer. In this layer, 

embedding or latent factors are generated from the inputs. 

In addition, the latent factors of the user, namely, POI (or 

venue) and time are generated as  ui   U,  v
τ
i   V and 

time  t
τ
   T, respectively. Note that θe = {U, V, T} 

denotes the set of the parameters of the embedding layer. 

Next, the latent factors of venue  v
τ
j, the latent factors of 

the given time  t
τ
, and the contextual transition features 

(Δgτ and Δtτ) are passed to the recurrent layer for training 

using GTCI-EAGRU. 

4-3- Recurrent Layer 

In this layer, the GRU model was developed with three 

attention gates. Following Manotumruksa et al. [2] and 

Kala et al. [3], this study presented timestamp attention 

gate (Gts), geographical attention gate (Gge), and temporal 

attention gate (Gte). The input of Gts is the check-in time 

(i.e., the time that the check-in is registered by a user in 

LBSN and includes the year, month, day, hour, minute, 

and second). This gate is used to specify a more important 

timestamp in the sequence of historical check-ins of a user. 

However, the input of Gte is the time interval (Δt) between 

two successive check-ins used to specify more important 

time intervals in the sequence of historical check-ins of a 

user. The input of Gge is the geographical distance (Δg) 

between two successive check-ins applied to specify a 

more important geographical distance in the sequence of 

historical check-ins of a user. The output of this layer is 

the hidden state of the recurrent unit at time step τ, hτ, and 

is defined as Eq. (11): 
 

hτ = f ( vj
τ
,  t

τ
, Δt

τ
, Δg

τ
 ; θr )    (11) 

 

As mentioned earlier, the purposed model treats the 

absolute and relevant (or) transition contextual information 

separately. It is noteworthy that this contextual 

information has a different effect on the user’s dynamic 

preference and requires independent consideration. The 

following part describes the extension of the traditional 

GRU for the integration of absolute and relevant 

contextual information. 

Generally, in the GRU model, given the user’s sequence of 

check-ins S
u
 and dynamic preference at time step τ, the 

hidden state (h
τ
) is estimated by the update and reset gates, 

which are defined as: 
 

       
u t l v 

    

 

 

 

…  < 𝑢  𝑡 𝑛   𝑙 𝑛    𝑣 𝑛  > < 𝑢  𝑡 𝑛  𝑙 𝑛  𝑣 𝑛 > … 

Developing 

GRU by 

Three 

Attention 

Gates for 

Finding 

Sequential 

Patterns 

Embedding 

for convert 

inputs to 

vectors 

Sequence of check-

ins with Contextual 

Information 

Gathered in LBSNs 

Using Matrix 

Factorization 

for Ranking 

In
p
u

t 
L

ay
er

 
 

E
m

b
ed

d
in

g
 L

ay
er

 
 

T
im

es
ta

m
p

 A
tt

en
ti

o
n

 

G
at

e 
(G

ts
) 

G
eo

g
ra

p
h
ic

al
 A

tt
en

ti
o

n
 

G
at

e(
G

g
e)

 

T
em

p
o

ra
l 

A
tt

en
ti

o
n
 G

at
e 

(G
te
) 

R
ec

u
rr

en
t 

L
ay

er
 

 

Extended Attention Gated 

Recurrent Unit ( EAGRU)  

Ranked List of the next POI 

Recommendations 
 

Predict and Ranking 

O
u

tp
u
t 

L
ay

er
 

 



    

Ghanaati, Ekbatanifard & Khoshhal Roudposhti, Developing A Contextual Combinational Approach for Predictive Analysis of… 

 

 

 

18 

z τ =  (Wz  vj
τ
+ Uz hτ −1 + bz)   (12) 

 

r τ =  (Wr  vj
τ
+ Urhτ −1 + br)   (13) 

 ̂ τ = tanh(Wh  vj
τ
+Uh (rτ   hτ−1) + bh)  (14) 

 

hτ =(1- zτ)   hτ−1+ zτ   ̂ τ    (15) 
 

where  v
τ
j represents the latent factor of venue j that user i 

visited at time step  .  

 () and tanh() are the sigmoid and hyperbolic tangent 

functions, respectively. Furthermore, U is a recurrent 

connection weight matrix that captures sequential signals 

between every two adjacent hidden states hτ and hτ −1 using 

 , which shows the element-wise product. Moreover, W 

and b are the transition matrix between the latent factors of 

venues and the corresponding bias, respectively. It should 

be noted that θr = {W, U, b} denotes the set of the 

parameters of the recurrent layer. Overall, W is the 

transition matrix between the latent factors of venues and 

b indicates the corresponding bias. Additionally, U is a 

recurrent connection weight matrix that captures 

sequential signals between every two adjacent hidden 

states. All the recurrent layer parameters (i.e., Wz, Uz, and 

bz) are the set of the parameters of the update gate. Wr, Ur, 

and br, as well as Wh, Uh, and bh are the set of parameters of 

the reset gate and candidate hidden state, respectively. 

Similarly, WGts, UGts, and bGts are the set of the parameters 

of our proposed Gts. Finally, WGge, UGge, and bGge, as well 

as WGte, UGte, and bGte are the set of the parameters of our 

proposed Gge and Gte, respectively.  

At current step  , the correlation between the latent factor 

of absolute contexts ϕt 
τ
 and the hidden state from the 

earlier step h τ-1 is calculated by Eq. (16): 
 

Gts=   (WGts h τ-1 + WGts ϕt 
τ
 + bGts)    (16) 

 

To effectively model the users’ sequential order of check-

ins, the relevant contextual information needs to be 

examined separately. To address this issue, the current 

study proposed Gge and Gte to individually incorporate the 

geographical distance (Δgτ) and time interval (Δtτ) 

between two check-ins as Eqs. (17) and (18): 
 

Gge=   (WGge h τ-1+ WGge Δg
τ
 + bge   (17) 

 

Gte=   (WGte h τ-1+ WGte Δt
τ
 + bte)   (18) 

 

With the proposed gates for GTCI-EAGRU architecture, 

the equations of the traditional GRU are updated as Eqs. 

(19), (20), and (21): 
 

z τ =  (Wz  v
τ
j+ Uz hτ −1 + Wz((Gts   ϕt 

τ
 ) +  

(Gge   Δg
τ
 ) + (Gte   Δt

τ
 ))+bz)   (19) 

              

r τ =  (Wr  v
τ
j+ Urhτ −1 +  Wr((Gts   ϕt 

τ
 ) + 

(Gge   Δg
τ
 ) + (Gte   Δt

τ
 )) +br)   (20) 

 

 ̂ τ = tanh(W  v
τ
j +U (rτ   hτ−1) + Wr((Gts   ϕt 

τ
 ) + (Gge 

  Δg
τ
 ) + (Gte   Δt

τ
 )) + bh)   (21) 

 

In the following section, the hidden sate hτ will be updated 

and as previously mentioned, it will be the output of the 

recurrent unit at time step τ. 

4-4- Output Layer 

In the next POI recommendations based on the MF 

approach, recommendations are mainly derived from a dot 

product of the latent factors of users U   R
|U|×d

 and venues 

V   R
|V|×d

 where d is the number of latent dimensions (i.e. 

�̂�i,j =  ui  vj
T
 ) and  ui and  vj denote the latent factors of 

user i and venue j, respectively [2,36]. In the output layer, 

the preference of user u on venue v at timestamp t is 

estimated using Eq. (22): 
 

�̂� u,v,t= uu h
τ
 
T
     (22) 

 

According to previous works, the pairwise loss function 

outperformed the classification loss function in learning 

patterns from sequential data and was more efficient for the 

network training of the recurrent-based recommendation 

[2,3,13,20]. Therefore, following Manotumruksa et al. [2,13], 

the pairwise BPR [20] can be applied to estimate the 

embedding and recurrent layer parameters and the probability 

distribution over all venues given the hidden state h
τ
. 

4-5- Network training 

This study employed datasets consisting of a set of 

sampled triplets each containing one user and a pair of 

POIs in which one POI is positive (known as visited) 

while the other one is negative (known as unvisited). As 

mentioned earlier, this study applied the pairwise BPR to 

learn the embedding and recurrent layer parameters (  = 

{ e, r}). Based on an underlying assumption, stating that a 

user prefers the observed POI to all unobserved ones, BPR 

considers the relative order of the predictions for the pairs 

of POIs [1,4]. At each sequential position k in the BPR 

framework, the goal of GTCI-EAGRU is to maximize the 

following probability [1,4,20]: 
 

P(u, t, v > 𝑣 ) =g( ou,t,v – ou,t, v’)     (23) 
 

𝑣 and 𝑣′
 stand for a positive (visited) POI and a negative 

(unvisited) POI, respectively, and 𝑔(∙) represents a 

nonlinear function defined by Eq. (24) as [1, 20]:  
 

𝑔    
 

     
      (24) 

 

The objective function of the network for the next POI 

recommendation can be solved by integrating the loss 

function and a regularization term as follows [20]: 
 

J= ∑     𝑢 𝑡 𝑣 >  𝑣        +    ||   ||
2
  (25) 

 

where   is used to specify the power of regularization and   

is the parameter set. The dimension of the latent factors d 

and hidden layers hτ of GTCI-EAGRU architecture d = 10 

across three datasets can be set based on methods by 

Manotumruksa et al. [2] and Kala et al. [3], and all 
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embedding and recurrent layers’ parameters can be 

randomly be initiated with a Gaussian distribution. Initially, 

the learning rate and the batch size are set to 0.001 and 256, 

respectively. An Adam optimizer was employed to optimize 

the model parameters. The output of the GTCI-EAGRU 

model is a set of scores for POIs, similar to their likelihood 

of being the next POI in each sequence. A summary of the 

learning algorithm of GTCI-EAGRU is provided as follows: 

 
 

Algorithm 1: Training of GTCI-EAGRU 

Input: Set of users 𝑈s and set of historical check-in sequences Su 

Output: GTCI-EAGRU model {   } 

//construct training instances 

1. Initialize D=Usu Du =    Du is a set of check-in trajectory 

samples combined with negative POIs of 𝑢    

2. For each user 𝑢  𝑈s do 

3.          For each check-in sequence Su = {st1
u , st2

u ,…, stn
u } do 

4.             Get the set of negative samples 𝑣
 
  

5.             For each check-in activity in Su do 

6.                   Compute the embedded vector vτ
u 

7.                   Compute the geographical contexts vector gτ
u 

8.                   Compute the temporal contexts vector tτ
u 

9.            End for 

10.            Add a training instance ({vτ
u , gτ

u , tτ
u },{𝑣

 
}) into Du 

11.         End for 

12. End for 

//train the model 

13. Initialize the parameter set   

14. While (exceed(maximum number of iterations)==FALSE) do 

15.          For each user 𝑢 in 𝑈 do 

16.              Randomly select a batch of instances 𝐷𝑏
𝑢 from 𝐷𝑢  

17.              Find   minimizing the objective (23) with 𝐷𝑏
𝑢 

18.         End for 

19. End While 

20. Return the set of parameter   

5- Experimental Result and Analysis 

This section presents the experimental setup and empirical 

results of this study. Empirical experiments are conducted 

on three public datasets in LBSNs for validating the 

efficiency of the proposed method. To address the 

challenges made in Section 2-4, the experiments are 

designed for the following research questions:  

RQ1: How can the basic GRU architecture be extended to 

separately consider the absolute and relative (or transition) 

contextual information associated with the sequence of check-ins?  

RQ2: Is it important to model absolute and relative (or 

transition) contextual information separately?  

RQ3: Does GTCI-EAGRU that leverages multiple types 

of contextual information improve prediction accuracy by 

applying additional attention gates? Or, does it outperform 

the previous methods? 

 

 

 

 

 

5-1- Datasets and Experimental Settings 

The experiments were conducted for evaluating three 

publicly LBSN datasets (i.e., BrightKite
1
, Gowalla

2
, and 

Foursquare
3
 datasets). Following Manotumruksa et al. [2] 

some deletions were made to lessen data sparsity and cold 

start problems. Users with less than 10 check-ins and POIs 

with less than 10 were eliminated from the three datasets. 

Table 3 presents an overview of the statistics of the three 

datasets. In this study, a check-in record is a quadruple 

composed of a user, the corresponding check-in timestamp, 

the geographical coordinates of the check-in, and a location 

Id or POI. The check-in records in these three datasets were 

regarded as user sequences. The density calculation formula 

for three datasets is as follows [38]: 
 

𝐷 𝑛𝑠 𝑡  
           

              
    (26) 

Table 3. Statistics of the three datasets 

Dataset #Users #Check-ins #POIs Density 

Brightkite 915 676721 7527 0.0982 

Gowalla 1047 614340 5011 0.1170 

Foursqure 615 108195 19245 0.0091 
 

A leave-one-out evaluation method was adopted to evaluate 

the efficiency of the proposed GTCI-EAGRU architecture 

based on earlier works [2], [3]. Each user’s most recent 

check-in was taken as the base, and 100 POIs, which had not 

been visited before, were randomly selected for this purpose. 

They were the testing set, and the other remaining check-ins 

were considered as the training set. The task of the GTCI-

EAGRU was to rank those 100 venues for each user as their 

preferred contexts (i.e., timestamp, time interval, and 

geographical distance), aiming at ranking highest the recent, 

ground truth check-in. Following Manotumruksa et al. [2] 

and Kala et al. [3], the researchers set the dimension of the 

latent factors d and hidden layers hτ of the proposed GTCI-

EAGRU architecture: d = 10. As mentioned before, 

Gaussian distribution [32] was employed for the random 

initialization of the recurrent layer’s parameters, and Adam 

Optimizer [39] was utilized for optimizing the parameters 

because it had a faster convergence compared to the 

stochastic gradient descent optimization, which 

automatically adjusts the learning rate for each iteration. In 

addition, the batch size and the dropout rate were set to 256 

and 0.2, respectively, to prevent overfitting. 

5-2- Comparison 

The following five up-to-date methods were compared to 

validate the efficiency of the GTCI-EAGRU in the next POI 

recommendation task. Table 4 summarizes these methods into 

different aspects. Based on data, they are categorized into MF-

                                                           
1 https://snap.stanford.edu/data/loc-brightkite.html 
2 https://snap.stanford.edu/data/loc-gowalla.html   
3https://sites.google.com/site/yangdingqi/home/foursquare-dataset 
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, RNN-, and AM-based approaches. The compared models 

are also classified according to the use of GCI and TCI. 

A brief description of these models is given below:  

STGN: Spatio-temporal gated network was proposed by 

Zhao et al. [22], and improved the LSTM network, in 

which STGs are introduced for capturing the Spatio-

temporal relationships between successive check-ins. By 

introducing new gates and cells to capture short- and long-

term preferences, STGN modified the basic LSTM model.  

ARNN: An attentional RNN was proposed by Guo et al. [7] 

to jointly model the transition regularities and sequential 

regularity of similar locations (neighbors). Using embedding, 

knowledge graph, LSTM, and AM, the ARNN captured 

sequential, spatial, temporal, and semantic influences.  

GeoSAN: By introducing a new loss function, Lian et al. [37] 

resolved the sparsity issue. GeoSAN represents the hierarchical 

gridding of each GPS point with a self-attention based 

geography encoder for better use of geographical information.  

DRCF: To benefit from the traditional RNN to model the 

sequential order of users’ check-ins, Manotumruksa et al. 

[13] extended NeuMF. DRCF has two components each 

having its recurrent layer.  

CARA: By employing embedding, GRU, and two gating 

mechanisms, Manotumruksa et al. [2] captured various 

types of the impact of different contextual information.  

Following earlier works [6-8,22], the current study used 

prediction accuracy (Acc@k, k = 10) for evaluating the 

performance of the above-mentioned methods and 

checking if the ground-truth location can be found in the 

top-k recommendation list. Generally, the Accuracy@ is 

defined by Eq. (27) as follows [29]: 
 

 𝑐𝑐𝑢𝑟𝑎𝑐  𝑘  
                                     

                       
     (27) 

Table 4. Summary of all the baseline methods used in this study 

Methods 
Approaches and Contextual Information 

MF RNN AM GCI TCI 

STGN ×   ×     

ARNN ×         

GeoSAN × ×       

DRCF     × × × 

CARA           

GTCI-EAGRU           

Note. MF; Matrix factorization; RNN: Recurrent neural network; AM: 

Attention mechanism; GCI: Geographical contextual information; TCI: 

Temporal contextual information; STGN: Spatio-temporal gated network; 

ARNN: Attentional Recurrent Neural Network; GeoSAN: Geography-

aware sequential recommender based on the Self-Attention Network; 

DRCF: Deep Recurrent Collaborative Filtering; CARA: Contextual 

attention recurrent architecture ; GTCI-EAGRU: Geographical temporal 

contextual information-extended attention gated recurrent unit. 

5-3- Results and Discussion 

Table 5 compares the recommendation results of six 

methods on the three datasets. The numbers in bold in 

each column represent the best performance. 

Table 5. Comparison of different methods in recommendation performance 

Methods 
Acc@10 

Brightkite Gowalla Foursquare 

STGN 0.2020 0.5231 0.3017 

ARNN - 0.2336 0.4285 

GeoSAN 0.6425 0.6028 0.4867 

DRCF 0.7363 - 0.8805 

CARA 0.7385 - 0.8851 

GTCI-EAGRU 0.9751 0.9606 0.8901 

Note.: STGN: Spatio-temporal gated network; ARNN: Attentional 

Recurrent Neural Network; GeoSAN: Geography-aware sequential 

recommender based on the Self-Attention Network; DRCF: Deep 
Recurrent Collaborative Filtering; CARA: Contextual attention recurrent 

architecture; GTCI-EAGRU: Geographical temporal contextual 

information-extended attention gated recurrent unit. 

The comparison of the experimental results of the models 

demonstrated that the use of AM alone (i.e., the GeoSAN 

model) has not increased prediction accuracy. Moreover, the 

experimental results of other previous studies (e.g., DAN-

SNR) revealed lower evaluation metrics values. Although 

the STGN model separately considered the GCI and TCI, it 

did not use the attenuation mechanism approach. It applied 

the LSTM model and was less prediction accurate compared 

to models that employed the GRU such as CARA. Although 

the ARNN model applied the LSTM model, it had a higher 

accuracy prediction in comparison with the STGN model 

due to the use of the attenuation mechanism. Similar to the 

STGN, it had less prediction accuracy compared to models 

that considered the GRU model. 

The GeoSAN model only uses the AM for location 

recommendation, and despite considering geographical 

and TCI, it is less prediction accurate than DRCF and 

CARA models. The DRCF model pays attention to the 

sequence of previously visited venues while not taking 

into consideration the contextual information related to the 

check-ins. Thus, its prediction accuracy is lower than that 

of the hybrid models. However, it should be stated that the 

performance of these hybrid approaches was not worse 

than that of RNN and LSTM. Thus, it is worth modeling 

geographical and spatial contextual information for the 

task of the next POI recommendations. It means that it is 

insufficient to have a good network architecture, but more 

geographical and spatial contextual information of human 

check-in behaviors should be taken into account to obtain 

excellent results [1]. This is the reason for the 

outperformance of CARA over DRCF. 

The accuracy prediction in the CARA model is higher 

compared to other models due to the separate use of TCI and 

GCI and a combination of the RNN, attention, and factoring 

approaches. Inspired by the idea behind this model, the 

researchers introduced a new initiative to employ three gates 

in the GRU model to address GCI and TCI to better predict 

the accuracy of the next POI recommendation. As mentioned 

in previous sections, the proposed model uses three separate 

attention gates, namely, Gts, Gge, and Gte, which consider the 

timestamp, geographical distance, and time interval between 

successive check-ins, respectively, and the output of each of 
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them separately affects the values of the reset and update 

gates of the GRU model. As depicted in Fig. 3, the 

experiment results of the proposed models indicate that it has 

achieved this goal, and the accuracy prediction has been 

improved in the proposed GTCI-EAGRU architecture. 
 

 

Fig. 3. Comparison of GTCI-EAGRU with baseline methods in terms of 

Accuracy@10 on three datasets 

To answer RQ1 for the development of the GRU model, it 

should be mentioned that three gates were introduced and 

implemented as a feed-forward network. The output of these 

gates affects the values of the GRU reset and update gates, 

and they are responsible for controlling the geographical 

and temporal information of the user’s trajectory data. To 

answer RQ2 and RQ3, these results were obtained (Table 6) 

by comparing the accuracy prediction of the GTCI-EAGRU 

model with up-to-date architectures. 

Table 6. Percentage of Improvement of GTCI-EAGRU 

Methods 
Percentage of Improvement 

Brightkite (%) Gowalla (%) Foursquare (%) 

STGN 79.28 45.54 66.10 

ARNN - 75.68 51.86 

GeoSAN 34.11 37.25 45.32 

DRCF 24.49 - 01.08 

CARA 24.26 - 00.56 

Improvement 40.54 52.82 32.98 

On Average in three Dataset 42.11  

6- Conclusions 

In recent years, the next POI recommendation is of great 

importance for a wide spectrum of LBSN applications. The 

influences of contextual information (e.g., spatial and 

temporal context information) are crucial for analyzing 

individual behaviors for personalized POI recommendations. 

Hence, many studies have considered this contextual 

information to improve the performance of POI 

recommendation algorithms such as the CF and RNN. There 

are still many challenges regarding how to integrate 

contextual information to accurately model users’ complex 

behavioral preferences and recommend reliable POIs to users.  

The current study proposed a novel GTCI-EAGRU for the 

next POI recommendation by addressing the challenges 

concerning previous studies. Our proposed architecture was 

presented with the development of the GRU model, in which 

the contextual information of the user trajectory data is 

considered separately. Moreover, the development of the 

model inspired by the AM makes contextual information 

more important in modeling sequential user data. POIs were 

scored to provide recommendations to a user from her/his 

historical check-ins. The simple development of this model 

for considering more contextual information is one of the 

other features of the proposed model.  

By comparing the experimental results of baseline methods, 

an increase in the accuracy of prediction indicates the 

importance of considering contextual information 

separately. The proposed GTCI-EAGRU architecture with 

three additional contextual attention gates worked well for 

the next POI recommendation. 

In this study, the comprehensive experiments conducted on 

three large- scale datasets from the Brightkite, Gowalla, and 

Foursquare demonstrated a significant improvement in the 

GTCI-EAGRU architecture for the next POI recommendations 

compared with various up-to-date recurrent architectures and 

many different recent factorization approaches.  

To enhance the quality of recommendations for the next 

POI, the GTCI-EAGRU architecture could be enriched by 

adding the impact of each user’s social relationships with 

other users on LBSNs. Furthermore, it can be possible to 

include more contextual information (e.g., visual and text 

information) related to users’ check-ins or the weather 

condition of the check-in registration location as well. 
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Abstract  
Identifying hazards from human error is critical for industrial safety since dangerous and reckless industrial worker 

actions, as well as a lack of measures, are directly accountable for human-caused problems. Lack of sleep, poor nutrition, 

physical deformities, and weariness are some of the key factors that contribute to these risky and reckless behaviors that 

might put a person in a perilous scenario. This scenario causes discomfort, worry, despair, cardiovascular disease, a rapid 

heart rate, and a slew of other undesirable outcomes. As a result, it would be advantageous to recognize people's mental 

states in the future in order to provide better care for them. Researchers have been studying electroencephalogram (EEG) 

signals to determine a person's stress level at work in recent years. A full feature analysis from domains is necessary to 

develop a successful machine learning model using electroencephalogram (EEG) inputs. By analyzing EEG data, a time-

frequency based hybrid bag of features is designed in this research to determine human stress dependent on their sex. This 

collection of characteristics includes features from two types of assessments: time-domain statistical analysis and 

frequency-domain wavelet-based feature assessment. The suggested two layered autoencoder based neural networks 

(AENN) are then used to identify the stress level using a hybrid bag of features. The experiment uses the DEAP dataset, 

which is freely available. The proposed method has a male accuracy of 77.09% and a female accuracy of 80.93%. 

 

 

 

Keywords: EEG Signals; Emotion Analysis; Stress Analysis; Autoencoder; Machine Learning. 
 

1- Introduction 

For engineering wellbeing, detecting consequences from 

human error is essential because unsafe and irresponsible 

manners of employees involved in manufacturing are 

clearly accountable for human-caused troubles. Among 

several key factors of these dangerous and irresponsible 

activities, lack of proper sleep leads a person to an extreme 

stressful situation. Stress initiates irritation, fear, sadness, 

vascular illness and numerous additional injurious effects 

[1], [2]. Numerous forms of brain signals, i.e., functional 

magnetic resonance imaging (fMRI), near-infrared 

spectroscopy (NIRS), Electrocorticography (ECoG), and 

electroencephalogram (EEG), are utilized for evaluating 

emotional conditions of individual [3]. Among all of these 

forms of data, EEG can be assessed non-intrusively [4]. 

The principal objective of this research is to categorize the 

emotional situation of an individual based on the sex by 

evaluating pre-processed freely accessible EEG signals.  

Several surveys have exhibited relationships between EEG 

signals and several emotional situations [5–10]. In [5], an 

EEG-based assessment on the frontal channel with support 

vector machine (SVM) is designed. In [9], an in-depth 

analysis of power spectral density (PSD) is proposed to 

classify the emotional state by SVM. Among these 

researches, the common attribute is to consider all the 

features for classifier.  

 

In this research, an EEG signal-driven emotional state 

classification method is established to evaluate whether a 

person is experiencing stress. By evaluating the signal, a 

hybrid feature bag is designed to create a dynamic and 

robust feature list. This process is divided into two parts: 

(1) statistical analysis from the time domain, and (2) 

wavelet-based feature assessment from the frequency 

domain. In the EEG signals, for the presence of the 

artifacts [11], it is hard to find the absolute feature 

information. This study examined pre-processed signals 

from the Database for Emotion Analysis Using 

Physiological Signals (DEAP) dataset [12]. The time 
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domain features are defined in detail in Section 3. As the 

EEG signal has five indistinguishable bandwidths [13], 

[14], wavelet decomposition is studied to determine the 

frequency domain features, which are depicted in Section 

III. From these designed bag of hybrid features, instead of 

providing all of them to the classifier, some built-in feature 

reduction mechanism embedded classifier is used to utilize 

only the most significant features for final classification. 

Deep networks can obtain extremely characteristic features 

via their multi-layered model architectures. Moreover, 

they keep only the most representative information in each 

layer to reduce the dimensionality and also to improve the 

classification performance by selecting only the most 

intrinsic feature information [15]. In this research, a three 

layered autoencoder based neural network (AENN) is 

proposed for different emotional state classification. To 

prove the strength of the suggested technique, few 

comparisons are made with the approaches discussed into 

[5], and [9]. This paper's primary contributions can be 

summarized as follows: 

(1) Statistical analysis in the time domain and 

wavelet-based feature assessment in the frequency domain 

combine to create a hybrid bag of features. 

(2) A two layered AENN is proposed to learn and 

utilize only the important features through the embedded 

feed-forward feature selection architecture to improve the 

final classification accuracy.  

 

The remainder of this paper will be organized as follows. 

The DEAP dataset is readily available, and the 

recommended approach is explained in Section 2. Section 

3 contains the data agreement, evaluation of the 

experimental findings, and discussion, and Section 4 

concludes the paper. 

2- Proposed Method 

In Fig. 1, a block diagram proposed approach is provided. 

The proposed approach is divided into four sections: (1) 

pre-processed data gathering [12], (2) data arrangement, (3) 

creation of hybrid bag of features, and (4) AENN-based 

classification. 

The data is first down sampled to 128 Hz, and then the 

artifacts are eliminated from the data, as seen in this 

diagram. The current study's annotation was completed 

after filtering the data using bandpass frequency and 

common segmentation. The statistical features from the 

time domain and wavelet-based frequency domain are then 

examined and retrieved from each class sample. Finally, 

an Autoencoder-based Neural Network is presented for 

classification. 

 

 

Fig. 1 Complete pipeline of the proposed approach. 

2-1- Dataset Details 

For this study, pre-processed EEG signals from the DEAP 

dataset [12]. This dataset incorporates emotional responses 

stimulated by music videos. The information related to the 

considered dataset is listed into Table 1. The placement of 

attached sensors for collecting the EEG data, with the real 

experimental setup is depicted into Fig. 2. 
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Table 1: Details of the considered dataset 

Area Information 

Number of participants 32 

Age range 19 – 37 years 

Number of male participants 17 

Number of female participants 15 

Recorded time for EEG 1 minute 3 seconds 

Pre-train baseline 3 seconds 

Final considered signal length 1 minute 

Electrode placement system 10 – 20 system of electrode 

 

Each contributor viewed 40 music videos. The dataset 

retains pre-processed data that down sample the recorded 

signals to 128 Hz. In this research, the pre-processed EEG 

signals are considered. For this experimentation, the 

dataset has to be annotated. From the analyzed valence and 

arousal level from the recorded EEG response calm and 

stress states have been specified by Equation (1) and (2) 

[8], [16]. 

 

     (           )  (         ) (1) 

       (         )  (         ) (2) 

 

Seven participants do not indicate any mental state of calm 

or stress after separating the data into two categories. The 

dataset is ready for the categorization mission, which is 

represented in Section 3, with the remaining over 25 

contributors. 

2-2- Hybrid Bag of Features 

From time domain, the obtained numerical features are 

root mean square (F1), kurtosis (F2), skewness (F3), shape 

factor (F4), and impulse factor (F5). In addition to these, 

the mobility (F6) of the signal is also counted, which 

includes the information of the frequency spectrum [11], 

[17], [18]. The statistical details of these 6 features are 

described into Table 2. 

EEG signals are distributed into 5 frequency bands, i.e., 

delta, theta, alpha, beta, and gamma [13], [14]. Here, as the 

sampling frequency of considered dataset is 128 Hz, level 

5 wavelet decomposition facilitates to accumulate these 5 

frequency bands. From the analyzed wavelet coefficients, 

wavelet energy (F7) and standard deviation (F8) is 

considered. 

2-3- Classification by Autoencoder based Neural 

Network (AENN) 

Autoencoder is mainly an unsupervised algorithm which 

learns the representation of the data by minimizing the 

reconstruction error from the layered architecture. It takes  

 

an input value  and then by using a function  in encoded 

the input value as  . Then, that encoded value turns into an 

output value  ̂, which is identical to the input. The main 

goal of autoencoder is to make the output value very 

similar to the input value by minimizing the reconstruction 

error. When it finally can be able to make the best 

reconstruction output, then the encoded value y from the 

encoded layer, learns the best data representation. In other 

words, it recreates the input from the encoded output 

appear in the encoded layer. Encoded layer produces a 

brand-new bag of features which is a mixture of the initial 

features. The encoded layer can be expressed by Equation 

(3): 

 

 k g wx b   (3) 

 

Here, x  is the input with the dimension of d , and then 

the encoded layer maps the input data to encoded latent 

variable k , where dimension reduced to 
kd . w is weight 

and b is the bias here. 

In this work, the same mechanism is deployed [15], [19]. 

The encoded layer latent feature representation is then 

passed to the SoftMax classifier for final classification. In 

the proposed AENN, two layers are used to learn the latent 

feature space in unsupervised way. The main architecture 

of the proposed AENN is illustrated into Fig. 3. 

 

Fig. 2 Real experimental testbed with subject for collecting EEG data. 
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Table 2: Statistical explanation of the measured time-domain features 

Feature Equation Feature Equation Feature Equation 
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Here, x is the time-domain raw signal. N is the total number of samples. 

Table 3: Particulars of the considered dataset 

Dataset 

(Sex-based) 

Sub-set Participant ID An Experimental ID System That Reflects the Unique State 

Calm Stress 

Male 1 1 9,14 17,32,34,35,36,37 

2 5 13,29 23,30,37 

3 12 16,17,28 25,29,32,33,35,36,37,38 

4 16 6,12,16,21,36 1,15,17,24,26,27,34 

5 18 22,26,34 30 

6 19 15,26,27 29,38 

7 20 16,26,27,28,40 23,25,29 

8 21 3,21,26,34,35 20,22,24 

9 26 30 34 

10 27 5,15,19,26,27,28,33,40 27 

11 28 15,22,24,25 35,38 

12 29 15,17 30,31,33,35 

Female 1 2 5,7,10,22,24,36 29,30,32,37,38 

2 4 2,6,18 24,28,32 

3 8 10,37,39 31,36 

4 10 15,17,20,22,26,27,28 21,30,35,36,37,38,39 

5 11 2,12,16,19,25,26,28,40 27,35,37,38,39 

6 13 12,15,16 7,21,23,31,34,35,36,37,38,39 

7 14 22,27 10,21,23,24,29,30,32,34,35,36,38 

8 15 7,16,22,26 24,25,30,38 

9 22 1,6,12,15,16,28 23,24,29,30,32,33,35,36,37,38,39 

10 24 33,40 21,23,24,30,31,38,39 

11 25 4,5,26,27,28,34 2,10,23,29,31,32,33,37,38,39 

12 31 17,22,24,27,28,29 23,32,34,37,38,39 

13 32 2,6,15,26,33 24,30,37 
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Fig. 3 AENN model architecture. 

 

 

Fig. 4 10-fold cross validation [10]. 

3- Experimental Result Analysis 

3-1- Arrangement of Dataset 

Among 32 contributors [11], contributor numbers 3, 6, 7, 9, 

17, 23, and 30 did not signify the attributes of considered 

emotional states. So, the left over 25 contributors are 

counted for the final dataset. 32 EEG channels are 

considered for considering the data with a 128Hz sampling 

frequency. The particulars of the considered dataset are 

given in Table 3. The Table reveals that each sub-dataset 

has a distinctive experimental ID, and for each ID, 

different music videos are reliable for calm and stress state. 

Therefore, for sex-based state analysis according to the 

identity of sex; two main datasets are considered for final 

classification, i.e., dataset male (consisting of 12 sub-sets, 

merged together to form male dataset as a whole), and 

dataset female (consisting of 13 sub-sets, merged together 

to form male dataset as a whole). 

3-2- Performance Analysis of AENN 

Each dataset is split into two parts: training and testing, 

with a 70/30 split between the two. Equation (4) 

establishes the class-dependent accuracy. 

 

                       

 
            

                          
 

(4) 

 

To ascertain the final average accuracy, Equation (5) is 

utilized. 

 

                
                          

                       
 

(5) 

 

Using 10-fold cross-validation, the ultimate accuracy is 

calculated. K-fold [10] cross-validation, as illustrated in 

Figure 4, involves randomly dividing the training set into 

ten groups, or folds. The ultimate accuracy is calculated 

using 10-fold cross-validation. The training dataset is then 

divided into two parts: P for training and Q for validation. 

Training folds P are used to create the model, while 

validation fold Q is used to validate it. The AENN's 

parameters are tuned using the validation fold B. Every 

iteration (10 times), the validation fold is rotated, and the 

remaining data is utilized to train the AENN. The specifics 

of the final accuracy after 10-fold cross-validation are 

provided in Table 4. 

Table 4: Classification accuracy of the proposed method 

Dataset Class-wise Accuracy (%) Average Accuracy 

(%) Calm Stress 

Male 78.25 75.93 77.09 

Female 79.42 82.44 80.93 

Average 

(%)  

  79.01 

 

The feature embeddings extracted from the AENN 

encoded layer (2 features values are extracted from 

encoded layer) is displayed into Fig. 5 for both of the 

datasets. 

 In addition to these, to establish the robustness of this 

approach, few comparisons are made with [5] , and  

[9].The details of this comparative analysis are depicted 

into Table 5. 

Table 5: Relative evaluation of various methodologies  

Methods Average 

Accuracy (%) 

Decrement from the Proposed 

Method (%) 

[5] 68.23 10.78 

[9] 72.44 6.57 

Proposed 79.01 - 
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Fig. 5 AENN feature embedding from encoded layer for (a) male dataset, 
and (b) female dataset. 

3-3- Discussion 

From Table 4, it is visible that the female is performing 

better than the male dataset. From Table 3, it is visible that 

the female dataset contains 13 sub-sets where the male 

dataset contains 12 sub-sets. To get a better performance 

from deep networks, amount of dataset is a vital issue. 

Moreover, for female dataset case, stress state is giving 

higher accuracy than the calm state. From Table 3, it is 

clearly visible that the stress state data is larger than the 

calm state data for female dataset (61 cases for calm state 

and 84 cases for stress state).  

From Fig. 5, for both of the dataset, the feature 

embeddings are overlapped. That indicates the separation 

of identical features are not good. The main underlying 

reasons behind this is little analytical. If the sub-sets are 

being analyzed from Table 3, for each sub-set, the 

experiment IDs of calm and stress state are different. In 

addition, sometimes it is imbalanced as well. So, in this 

dataset not any particular experiment ID is responsible for 

clam or stress state. It makes difficult to find out the most 

intrinsic class-wise information in a very accurate manner. 

For comparative analysis, the proposed model 

outperformed the approach described in [5] by 10.78%, 

and the approach described in  [9] by 6.57%. 

4- Conclusions 

This paper proposed a sex-based stress state classification 

method by analyzing EEG signals from brain. First it 

created a bag of features from the statistical analysis of 

time-domain and wavelet-based analysis of frequency 

domain. Therefore, the hybrid bag of features was 

forwarded to the proposed AENN to identify the stress 

state by feed-forward architecture based selective features. 

The proposed approach achieved an accuracy of 77.09% 

for male dataset and 80.93% for female dataset. In 

addition to that, it outperformed several existing methods 

related to this study by at least 6.57%. 
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Abstract  
The wireless Visual sensor network is a highly functional domain of high-potential network generations in unpredictable 

and dynamic environments that have been deployed from a large number of uniform or non-uniform groups within the 

desired area, cause the realization of large regulatory applications from the military and industrial domain to hospital and 

environment. Therefore, security is one of the most important challenges in these networks. In this research, a new method 

of routing smart cameras with the help of cloud computing technology has been provided. The framework in the cloud 

computing management layer increases security, routing, inter interaction, and other features required by wireless sensor 

networks. Systematic attacks are simulated by a series of standard data collected at the CTU University related to the Czech 

Republic with RapidMiner software. Finally, the accuracy of detection of attacks and error rates with the suggested NN-

SVM algorithm, which is a combination of vector machines and neural networks, is provided in the smart cameras based on 

the visual wireless sensor networks in MATLAB software. The results show that different components of the proposed 

architecture meet the quality characteristics of visual wireless sensor networks. Detection of attacks in this method is in the 

range of 99.24% and 99.35% in the worst and best conditions, respectively.  

 

 

 

Keywords: Intrusion Detection; Smart Cameras; Security; Visual Sensor Network; Cloud Computing. 
 

1- Introduction 

Sensor networks consist of several nodes, which have 

computational, communicational, and sensing capabilities. 

Usually physically small, and it is limited in the processing 

power, memory capacity, and power supply [1]. These 

limitations provide some issues, which many research 

efforts in this area are stemmed from. The dense extension 

of sensor nodes should allow the network to coordinate 

with unpredictable environments. A type of wireless 

sensor network is a visual or video sensor network [2]. 

since embedding inexpensive cameras with (high or low) 

resolution features in wireless sensors, it is possible to 

receive the visual data from the environment, making a 

new focal point for the network applications [3]. The 

unique feature of the sensors equipped with video cameras 

is imaging a target or a part of a region which are not 

necessarily near the camera. That is, the cameras are 

capable of capturing objects in extra in their line of sights 

[4]. Accordingly, in these networks, Closed Circuit 

Television cameras are used as a node or a group of nodes 

for different applications. Today, one of the systems used 

for controlling and monitoring life and workplaces as well 

as providing more security and relief is a Closed-Circuit 

Television camera. These systems are referred to as either 

imaging control systems or closed-circuit video 

equipment. According to the setting applied to the cameras 

and other equipment, the systems are highly applicable in 

different climatic conditions at days and nights [5]. In the 

wireless sensor networks, each sensor node acquires a 

specific standpoint [6]. The sensor standpoint of the 

environment is limited by the range and precision, 

possibly covering a restricted physical area. Therefore, 

area coverage also can be considered as an important 

design parameter in wireless sensor networks. Since sensor 

nodes may produce considerable redundant data, the 

similarly produced data packets from numerous nodes can 

be integrated to reduce the number of transmissions [7]. 

Data integration is a combination of data from different 

sources based on a given integration function. This method 

has been used in some routing protocols to increase energy 

efficiency and to optimize the data transfer. Signal 
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processing methods could also be used to integrate the 

data [8]. This approach is also referred to as data 

combining, in which the node can produce more precise 

output signals by using different methods to combine input 

signals and to remove the noise of the signals [9]. In other 

words, Closed Circuit Television cameras are small 

devices with onboard predefined sensors, capable of image 

processing, which are publically accepted [10][11]. Some 

of the most important tasks of the Closed Circuit 

Television cameras in the wireless networks are full 

environmental control and monitoring, providing a 

security basis, traffic control, tracking, etc. [12]. Many 

researchers have managed and controlled numerous 

processes in the networks by aiding the cameras [8][13]. 

On the other hand, considering limitations before visual 

sensor networks with smart Closed Circuit Television 

cameras, there are some factors such as routing, security, 

interactivity, customization, etc. [14]. Intrusion detection 

systems are one of the possible solutions to solve security 

problems in wireless sensor networks. An Intrusion 

Detection System is also referred to as a second line of 

defense, which is used for intrusion detection only; that is, 

Intrusion Detection System can detect attacks but cannot 

prevent or respond. Once the attack is detected, the IDSs 

raise an alarm to inform the controller to take action. There 

are two important classes of IDSs. One is rule-based 

Intrusion Detection System and the other is anomaly-based 

Intrusion Detection System. Rule-based Intrusion 

Detection System is also known as signature-based 

Intrusion Detection System which is used to detect 

intrusions with the help of built-in signatures. Rule-based 

Intrusion Detection System can detect well-known attacks 

with great accuracy, but it is unable to detect new attacks 

for which the signatures are not present in intrusion 

database. Anomaly based IDSs detect intrusion by 

matching traffic patterns or resource utilizations. Although 

anomaly based IDSs have the ability to detect both well-

known and new attacks, they have more false positive and 

false negative alarms. Some IDSs operate in specific 

scenarios or with particular routing protocols [15].  

2- Problem Expression 

Security and routing in sensor networks are very 

challenging due to the inherent characteristics of these types 

of networks, distinguishing them from other networks such 

as ad-hoc mobile networks or cellular networks that can be 

divided into 9 features, the most important differences of 

this network with other wireless networks. The first 

characteristic is that due to a large number of sensor nodes, 

it is not possible to build an addressing scheme. Therefore, 

the traditional IP-based protocols are not applicable for 

wireless sensor networks, because the ID maintenance 

overhead is very high. In the wireless sensor networks, 

sometimes receiving data is more important than 

understanding the data IDs which should be sent [16][17]. 

Secondly, sensing nodes located by the ad-hoc method 

should be self-organizing because the nodes ad-hoc locating 

requires systems to communicate and manage the resultant 

node distribution, especially the sensor network should be 

operated unsupervised [13]. Thirdly, in contrast to the 

conventional communication networks, almost all of the 

wireless network applications require transmitting the 

sensed data from numerous sources to a specific basic 

station. However, this characteristic does not prevent data 

flow in the other forms (for example, sending data in a 

multi-segment form or point to point) [18]. Fourthly, the 

sensor nodes are severely limited in energy, processing, and 

storage. Therefore, they need stringent resource 

management [19][20]. Fifthly, in the most applicable 

scenarios, the sensor network nodes except some of the 

mobile ones are usually fixed after locating. Nevertheless, in 

other traditional networks, the nodes are free to move, 

changing the topology frequently and unpredictably. In 

some usages, some sensor nodes can move and change their 

location (although with low mobility) [17]. Sixthly, sensor 

networks are pragmatic (i.e., the design requirements of the 

sensor network are changed based on the application of 

interest). For example, the challenging observation problem, 

which must be performed precisely with low delay, is 

different from periodic climate monitoring [5]. Seventhly, 

being informed about the sensor node's situation is highly 

important because data gathering usually relies on the 

location. This conditional awareness can be met by GPS 

devices although other methods independent from GPS are 

also practical for locating the problem in sensor networks 

[13]. Eighthly, data gathered by many sensor nodes in the 

wireless sensor network are typically related to a single 

phenomenon. Hence, the possibility of redundancy in the 

data is high. This redundancy should be extracted by the 

routing protocols to increase the usage of energy and 

bandwidth [13]. Finally, the wireless sensor networks are 

data-based because the data are requested based on the 

given features (i.e. feature-based addressing). A feature-

based address consists of a query set of feature-value pairs 

[18]. Nowadays, researches on sensor network security field 

mainly focus on the following aspects: 

1. Various attack resources such as networks, files, system 

logs, and processes cannot be used in wireless sensor 

networks, and we need to consider the feature 

information which can be applied to the wireless sensor 

network intrusion detection. 

2. There are many new attacks in wireless sensor networks, 

which are different from traditional networks. How to 

improve the ability of the intrusion detection system to 

detect unknown attacks and select appropriate algorithms 

is a problem to be solved. Some algorithms are suitable 

for detecting known attacks, while others are suitable for 

detecting unknown attacks. Some algorithms are suitable 
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for a flat surface network structure, and some algorithms 

are suitable for a hierarchical network structure. We 

should select or design the appropriate algorithm 

according to the requirements of the network. 

3. Wireless sensor networks have limited resources, 

including storage space, computing power, bandwidth, 

and energy. Limited storage space means that it is 

impossible to store large amounts of system logs on 

sensor nodes. The intrusion detection system based on 

knowledge is required to store large amounts of defined 

intrusion patterns. The system detects intrusion using 

pattern matching, and invasion behavior characteristics 

need to be stored in libraries. With the increase in 

invasion types, the scale of the feature library will also 

increase. Limited computing power means that the node 

is not suitable for running the intrusion detection 

algorithm which requires a lot of computation [21]. 

According to the mention of these features, it is known 

that routing is different in wireless visual networks from 

other wireless networks. Therefore, sending accurate 

information and securing routing in these networks can be 

useful. In this paper, we use an intrusion detection method 

based on ensemble learning algorithms in smart cameras 

based on wireless sensor networks. In this method, we use 

NN-SVM which is a combination of Support Vector 

Machine and Neural Networks.    

3- Related Work 

Various platforms have been proposed for wireless visual 

sensor networks. In this section, we study some of the 

most important cases proposed by different authors. 

One study proposed a prototype of a cloud-based video 

recorder system under the Infrastructure as a Service (IaaS) 

abstraction layer in the cloud computing domain. This 

framework integrates a distributed file system to achieve a 

scalable, reliable, and virtualized architecture. In 

implementation design, Hadoop HDFS and HBase are 

integrated to reach scalability demand. This system provides 

scalable video recording, backup, and monitoring features. 

This framework integrates a distributed file system to 

achieve a scalable, reliable, and virtualized architecture. The 

paper shares a good experience while design an unlimited 

resource video recording system. In this method, the 

consumer bandwidth of the same quality of images as well 

as storage space in large networks with other methods has 

been used. They use open-source software, FFmpeg to 

transcending video resolution and format dynamically. The 

main problem with this software is that it is a CPU-

compressed program, which can cause system bottlenecks if 

more people access the video from the same server [22].  

Another study suggested a character order-preserving 

(COP)-transformation technique that allows the secure 

protection of video meta-data. The proposed technique has 

the merits of preventing the recovery of original meta 

information through meta transformation and allowing 

direct queries on the data transformed, increasing 

significantly both security and efficiency in the video 

meta-data processing, where the proposed technique was 

implemented for a real-world environment application, 

and its performance was measured. The method has the 

merit of increasing video meta-data efficiency 

significantly by allowing database query to take place in 

the same way as that adopted for plain-text files, without 

leaving the plain-text files exposed. The proposed 

mechanism accommodates match query, range search, and 

aggregation just as plain-text data would allow; 

furthermore, it allows the use of database indexes as they 

are and thus ensures processing efficiency. The proposed 

method characteristically divides the data into multiple 

chunks during encryption. A video meta-data query can 

therefore be executed based on the chunk ID that is 

assigned to the part of the video file that corresponds to 

the segment of the video footage. The proposed 

mechanism carries out decryption by avoiding the 

decoding of the whole Closed Circuit Television video 

data and instead obtains only the partial video data that 

satisfies the chunk-based search parameters. Efficiency, 

therefore, is ensured by the new method in terms of the 

data decoding performance [23]. 

In this research, the security method of cloud-based 

wireless IP cameras has been investigated, and the types of 

open and non-commercial text tools have been used in 

their research. They chose NetCam because of its ease of 

setup and use as well as low cost, which makes it a 

potential item for home-networks. They have captured and 

investigated the traffic generated by this device, both in 

idle and during live streaming to a mobile device over the 

cloud. The security of this device has been investigated 

from several research areas including secure multimedia, 

network security, and cloud security. Authors have 

checked the traffic generated by the low-end, easy-to-

setup, off-the-shelf wireless IP camera for the average 

home user. This method examines the precautions taken 

by IP camera manufacturers and evaluates the mechanisms 

of access control in place.  Many security issues and 

privacy in the use of these devices ranging from minor to 

severe issues have been identified. The results are 

achieved, suggesting that recently popular and easy to set 

up, easy-to-use effective cloud-connected wireless IP 

cameras should not run security and privacy [24]. 

In this work, they have proposed a video surveillance 

architecture based on the idea of cloud computing. By 

using this approach, it is possible to provide the video 

surveillance as a service. This architecture is the 

possibility of having a portable and scalable system that 

can be used in various scenarios. This system is based on 

the middleware FIWARE and has been implemented in a 

real scenario. In addition, as a result of video analysis it is 
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possible to obtain explanations of what is happening in a 

monitored area, and then take the appropriate action based 

on that interpretation. On the other hand, with this 

approach they are also able to add different kind of sensors 

besides cameras, this method provided a management 

panel digital devices as in a IoT framework [25]. 

4- System Model  

The security requirements in a routing algorithm should be 

able to establish a route appropriately and to maintain it. 

This means that it should not allow the invader nodes to 

prevent the construction or proper maintenance of the 

route. If an algorithm meets the following points, it can be 

called a secure algorithm [26]. 

1. The routing signal could not be forged. 

2. The manipulated signals could not be injected into the 

network. 

3. The routing messages do not be changed during transfer 

except in the ordinary procedure of the protocol. 

4. Routing loops do not be created during invading actions. 

5. The invader nodes do not change the shortest routes. 

6. The impermissible nodes should be removed from the 

network. This is assumed considering that; network 

management has a role in initializing and distributing 

keys, etc. 

7. The network manager to neither permissible nodes nor 

invader ones should not present the network topology 

because they can use it to destroy the network. 

According to the abovementioned requirements, in this 

section, the proposed method is described by the 

flowchart. It is followed by detailing the steps in the 

flowchart. In this section, the total architecture is studied 

which can be defined to integrate the architecture of visual 

sensor network framework and Closed-Circuit Television 

cameras by cloud computation. 
 

 

Fig. 1. The proposed reference model for locating the architecture of 
smart cameras in the cloud computation management layer [14]  

As it can be seen in Fig 1, a smart camera routing in the 

wireless visual sensor network in the private 

environments is shown. These cameras outsource their 

data to the cloud computing environment, then this 

environment encodes the data and places them on its 

central and main servers. Each central server also 

consists of a series of hosts, providing the capability of 

data storage and management. 

The sensor networks send their applications from the 

cloud computation in form of a query to the cloud 

computation management layer. This layer combined 

with some reference models in cloud computation send 

securely the received queries to the cloud computation. 

After recovering the data from the source or master 

servers, the recovered data are resent to the management 

layer in the cloud computation and are classified by the 

reference model [27], then are delivered to the smart 

cameras. In the next section, different parts of the 

proposed method are discussed and detailed.  

4-1- Proposed Method 

Considering the importance of cloud computation, in this 

section, the layer is studied and the location of the 

architecture of the smart camera is identified. One of the 

most important and applicable layers to locate the smart 

camera architecture in the wireless sensor network is the 

management layer in cloud computation. Layers in the 

architecture of the cloud computing reference Model in 

the proposed design. 
 

 

Fig.  2. The CCTV camera reference architecture model in the visual 

sensor networks and cloud computation. 

Fig 2, the sent smart cameras routing to the cloud 

computation sends the reference application model to the 

management layer and operator layer. If any specific 

action is needed to be performed on the application, it is 

done in the operator layer, and the result is sent to the 

management layer. Considering the application type in the 

layer, in which the architecture of the smart camera is also 

located, the required management is applied according to 

the wireless visual sensor network, and the model of 
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interest is selected for the needed operations on the camera 

routing. Finally, delivering the client’s response. 

4-2- Proposed Method Pseudo Code 

As earlier mentioned, the layer of infrastructure as a 

service has much more connected to the cloud 

computation management layer. According to the research 

need, it is assumed necessary to provide smart cameras 

locating steps in the cloud computation management layer 

in form of a pseudo code. In this section, according to the 

proposed innovation in the previous steps as well as 

following the provided flowchart and descriptions, the 

algorithm of interest is presented. 

1. Function My_FEAF2.0_Cloud (Request R, String LN) 

2. { 

3. Input: 

4. R: request of customer; 

5. LN: Location Name of Customer; 

6. Initialization: 

7. C=CreateRequest (R, LN); 

8. SPR_Model(C);//category Request 

9. Master=SendRequest (R, LN) ;//send request   to cloud 

and select master server 

10. SD=Service_Delivery(R);//delivery request with 

Service Delivery Layer 

11. SML=SendToManagementLayer (SD); 

12. Process_Request_With_MLayer (SML); 

13. SendToInfrastructureLayer (SML); 

14. Tasks=Partitioning_Requests (SML); 

15. Initialize Network Unit; 

16. Initialize Storage Unit;// initialize Units of 

Infrastructure Layer 

17. Initialize Compute Unit; 

18. i=0; 

19. While (Not End of Tasks) 

20. { 

21. CT=Compute (Tasks[i]); 

22. Storeage_Cell[i]=StoreCTResult(CT);  

23. i++; 

24. } 

25. SendToNextLayer (Storeage_Cell); 

26. SendEndResultTo_DeliveryLayer (Result, R); 

27. AR=Analyse_Result (Result, R); 

28. SetBMR (AR); 

29. Delivery_EndResultByCustomer (AR); 

30. Output: 

31. Result of Request; 

32. } 

ALGO 1. The proposed method algorithm 

As it can be seen, the ALGO 1 is precisely based on the 

architecture and flowchart provided in the previous 

section, and the algorithm implementation steps are 

proportional to the steps provided in the previous section. 

In the input section of this pseudo-code, the application 

and user's name are received in the next step of the 

application's request function and the type of application 

will be checked after the initial examination is sent to the 

cloud management layer. The processing management 

layer is carried out and sent to the infrastructure layer in 

this layer. After that, it is calculated by the working 

computing unit, and the phase is sent to the storage unit. 

Finally, it shows the analyzed result. 

5- Simulation and Experimental Results 

In this section, the available cloud reference architectures 

and the proposed one are compared. It is noteworthy that 

the provided assessment is based on the comparison of 

the factors of architectures. Only some important 

measures are assessed in the comparison. Then, the 

proposed method in this paper is simulated using, 

RapidMiner software, and compared to other detection 

methods for security evaluation, detection of attacks in 

MATLAB software. The specifications related to the 

system by which the proposed method was implemented 

and the results were evaluated are shown in table 1. 

Table 1. The system specifications for simulation and results assessment 

Hardware/Software Specifications 
Operating system Windows 7 

Operating system type 32 bytes 

RAM 4 GB- 3.06 usable 

Processor 
Intel processor- 7 (Core™) i7 CPU –) Q 720 @ 

1.60GHz 1.60 GHz 

5-1- Proposed Method Assessment According to 

the Security Features 

In the internet-based environments, preserving users’ 

security and privacy is of great importance. This is more 

important for the clients who provide their information to 

the cloud via smart cameras. In the proposed architecture 

that the combination of vector machines and neural 

networks algorithm, a simulation was performed by using 

Rapid Miner software to test and evaluate the data 

transfer security and providing services to the client 

through smart cameras. The obtained results are 

discussed in the following. 
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Fig. 3. The flowchart of applications security for CCTV cameras of the 
cloud computation by using the proposed NN-SVM method 

Fig 3, the flowchart of applications and transfers security 

for smart cameras in visual networks in the proposed cloud 

computation architecture is shown. 

The flowchart in Fig 3 shows the identifying procedure of 

the attacks to the smart cameras in visual networks 

according to the proposed method, which is combined 

from the support vector machine algorithm, and neural 

network as well as cumulative strategy. In this research, 

the proposed method is named NN-SVM. Considering the 

flowchart, first, the dataset related to the applied attacks on 

the smart cameras in visual networks, so-called the dataset 

of attacks to the system is imported to evaluate the 

proposed NN-SVM method. After that, the problem inputs 

as variables or features related to the dataset are identified. 

The feature indicating the attack type or application 

normality is also determined. 

To evaluate the security and to model the proposed 

framework in this research, it was needed to use some 

datasets for testing the security. Therefore, there are not so 

many datasets to evaluate whether abnormal behaviors of 

the systems in the smart cameras exist in the visual 

networks. Studying basic used kinds of literature in this 

research, it was seen that most of the papers have 

exploited Malware Capture Facility Project (MCFP) 

dataset. This dataset was compiled at CTU University in 

the Czech Republic [28]. The files on each dataset are 

usually very large so they are stored in a server at the 

university. This dataset has various versions from which 

the newest one was used for evaluation. This is the most 

commonly used dataset for detecting systems abnormal 

behaviors and for evaluating the security of architecture in 

cloud computation. MCFP dataset includes 1048576 

records with 39 features. 

Out of 39 available features, 38 are defined as the system 

input and one is defined as the system output. By logging of 

the 39 features, 15 ones are selected as prominent features 

by the university. The first 14 features summarized in the 

following table indicate the features related to a system's 

abnormal behavior in form of an attack. The 15
th
 feature as 

the last one is as the placed attack. Using the first 14 

features, the last one (label) can be identified. 

Due to the large size of the feature set and to facilitate the 

evaluations, 10 percent of the records were chosen 

randomly for the chosen set to include 10500 records with 

the same features. The dataset includes all of the attacks 

such as Botnet, DDOS, CVUT
1
, etc. which are occurred 

for each system, organization, or individual’s application. 

For correct evaluation, all of the attacks are considered as 

the same which 1654 records did not contain attacks, and 

8855 records include attacks and system abnormal 

behaviors. Various available features in the dataset are 

summarized in Table 2. 

Table 2. List of features and related characteristics 

Feature name Description Type 

Star Time Start time Continuous 

Dur Connection duration Discrete 

Proto Protocol Discrete 

srcAddr Source Address Continuous 

Sport Source Port Continuous 

Dir Directory Discrete 

DstAddr Destination Address Discrete 

Dport Destination Port Continuous 

State State Continuous 

sTos Source application service Discrete 

dTos Destination offered service Discrete 

ToPackt Number of packets Continuous 

TotByes Number of bytes Continuous 

SrxBytes Size of packet Continuous 

Label Label (output) Discrete 

The last feature, which is considered as the attack type 

applied on the smart cameras in the visual networks, is 

divided into 5 categories, showing the applied attack types. 

The attacks are classified as follows: 

Number 1 shows normal behaviors. Other numbers from 

2-5 show abnormal behaviors, which are Botnet, attacks. 

Therefore, Botnet attacks are divided into 4 categories, 

which are known as Botnet type 1, Botnet type 2, Botnet 

type 3, and Botnet type 4. 

All of the 15 features mentioned are used as the training 

model, and the last feature of the label is used to identify the 

type of attacks and abnormal behavior of the system. 

According to the procedure, the related data including these 15 

features as the training samples are imported in the simulator. 

After performing and applying the proposed methods to the 

                                                           
1. It is among the most important attacks and abnormal behaviors applied 

by the hackers on the smart cameras in the visual networks. 
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related data, the training samples are introduced with no 

label. In this step, considering 14 features of interest, attacks 

and system abnormal behaviors are identified, and a label is 

attached, showing what the type of attack is. 

Then, the imported data are separated into two training and 

experimental sections. The training data are used to produce 

the models related to the support vector machine (SVM) and 

neural network (NN) algorithms among the most commonly 

used algorithms to identify breaches. The experimental data 

are exploited to evaluate the precision and error of the 

proposed method. To this end, 70% and 30% of the data are 

considered as the training and experimental data, respectively. 

Now, the training data are applied to the NN and SVM 

models to produce the related model. Finally, the 

experimental data are applied to the produced model, and 

for each sample of the experimental data, it is identified 

that the sample is whether an attack or a normal 

application. The cumulative strategy is applied to the 

results and outputs of the NN and SVM models, 

performing the last identification finally. 

Considering the above flowchart, the proposed method 

was implemented by RapidMiner software. The modeling 

related to the SVM algorithm is seen in fig 4. 
 

 

Fig. 4. SVM model for modeling and identifying attacks in the cloud 

computation 

The training data of 70% are applied to the Generate 

Attribute control, determining the problem inputs. Then, 

the problem output is identified by the Set Role control. 

Finally, the SVM algorithm is performed on the training 

data, and the related model is produced as Apply Model. 

Then, Read Excel imports the experimental data into the 

bottom section; finally, it is applied to the produced model 

called Apply Model, generating the results. The models 

related to the NN algorithm are seen in Fig 5. 
 

 

Fig. 5. The neural network model for generating the model and 
identifying attacks in the cloud computation 

The assessment results for the proposed architecture 

security in the cloud computation by using the proposed 

NN-SVM method are as follows. 

Table 3. Results and identification precision of the attacks by using the 

NN-SVM algorithm 

Sample 

Type of 

the main 

attack 

Attack 

identification 

by SVM 

method 

Attack 

identification 

by neural 

network 

SVM 

error 
NN error 

1 1 1.659860319 1.046367543 0.65986 0.046368 

2 1 1.604163382 1.01363806 0.604163 0.013638 

3 1 1.586164829 1.005893113 0.586165 0.005893 

4 1 1.576049401 1.003681723 0.576049 0.003682 

5 1 1.570627125 1.002386739 0.570627 0.002387 

6 2 2.683608079 1.298985549 0.683608 0.701014 

7 2 2.676240453 1.993326485 0.67624 0.006674 

8 2 2.602283178 1.298272655 0.682283 0.701727 

9 3 4.618082618 3.222731178 1.618083 0.222731 

10 3 2.997662624 2.820934385 0.002337 0.179066 

11 3 3.166524806 2.914030606 0.166525 0.085969 

12 5 6.006369533 4.742892198 1.00637 0.257108 

13 5 5.995303345 4.826195301 0.995303 0.173805 
 

Checking Table 3. the types of attacks to the smart cameras 

in visual networks were identified by using various 

methods. As an example, in row 13, the attack is of type 5 

which is a storage database in the system. By applying the 

SVM algorithm to the related sample, the answer of 5.9 is 

obtained, which the final solution is acquired by rounding it 

up or down. By rounding 5.9, the answer is 6 to which the 

attack is not identified correctly; this is a negative point. 

However, the neural network identified it correctly as 4.8; 

that is a plus. Combining the two algorithms due to neural 

network algorithm has higher precision than the SVM, and 

because the answers are not similar, the solution of the 

model is chosen identifies better. 

 

Fig. 6. Preserving the security of the smart cameras in visual networks in 

the proposed architecture by using a support vector machine algorithm 

In fig 6, discrepancies of the SVM algorithm identification 

are shown for 13 samples of the applied attacks to the 

smart cameras in visual networks in MATLAB software. 

At each step you can see the number of detected attacks in 

the vertical axes, this number is compared to the type of 
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attacks stored in the database. Finally, the attack is 

detected by the SVM algorithm.  

 

Fig. 7. Preserving the security of the smart cameras in visual networks in 

the proposed architecture by using a neural network algorithm 

As it can be seen in fig 7, it is evident in figure 7 that 

attacks are identified by using the proposed algorithm in 

the architecture with a very low discrepancy, allowing 

breach detection to the proposed architecture. In the 

following figure, discrepancies of the neural network 

algorithm identification are shown for 13 samples of the 

applied attacks and in vertical axes has shown the number 

of obtained attacks in every step according to the proposed 

architecture security features in MATLAB software. 

By viewing in Fig 8, attacks are identified by the proposed 

algorithm in the architecture with a very low discrepancy, 

allowing breach detection to the proposed architecture. It 

is noteworthy that the neural network algorithm has a 

much lower discrepancy compared to the support vector 

machine algorithm in attack identification. 

 

Fig. 8. Comparison of the precision of the proposed NN-SVM method for 
preserving the security of the proposed architecture 

In Fig 8, the number of attacks identified using SVM and 

NN methods versus the main attacks to the smart cameras 

in visual networks is shown. 

In Fig. 9. The error of attacks identification by using SVM 

and NN methods versus the main attacks are shown. In 

this way, we have been able to distinguish more accuracy 

by combining two vector machines and neural network 

algorithms, and the attacks that are sent towards smart 

cameras in visual wireless networks will be more accurate.  

 

Fig. 9. Comparison of the error of the proposed NN-SVM method for 

identifying the attacks to the smart cameras in visual networks 

Considering the calculation of the proposed method 

precision using Rapid Miner, the precisions were 99.24% 

and 99.35% in the best and worst conditions, respectively. 

Therefore, the proposed NN-SVM method for the 

architecture in this research preserves the data security for 

the smart cameras in visual networks with applicable 

precision. It defeats the attack when observing one of the 

proposed frameworks. 

Table 4 shows the comparison of the results of the 

proposed method with other methods. In this research, the 

accuracy criterion is one of the important design criteria 

and we compare it with other methods. The table below 

shows the accuracy of the proposed method with other 

popular methods. 

Table 4. Comparison of accuracy, call accuracy, and error detection to 

maintain security in the proposed method with other methods. 

Detecting 

Attacks 
Proposed 

Method 

Liner-SVM 

[29] 
RBF 

[29] 

Accuracy 99.35% 98.19% 98.21% 

Error 0.65% 1.81% 1.79% 
 

In general, the two most important criteria for detecting 

attacks to maintain security in the proposed methods are 

accuracy and error detection, which, as shown in the table 

above, the proposed method in these two cases works 

better than the methods mentioned in the source [29]. As 

can be seen, the accuracy of the proposed method has 

improved by about 1.16% compared to the Liner-SVM 

method and has improved by about 1.14% compared to the 

RBF method.  

6- Conclusion 

A network of visual sensor networks is distributed from 

smart camera devices that can process and fuse images 

from a scene from different perspectives to some of the 

more useful forms of individual images. Visual sensor 
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networks are useful in applications that include area 

monitoring, tracking, and environmental monitoring. 

Visual sensor networks (VSNs) are receiving a lot of 

attention in research, and at the same time, commercial 

applications are starting to emerge. They use wireless 

communication interfaces to collaborate and jointly solve 

tasks such as tracking persons within the network. VSNs 

are expected to replace not only many traditional, closed-

circuit surveillance systems but also to enable emerging 

applications in scenarios such as elderly care, home 

monitoring, or entertainment. The highly sensitive nature of 

images makes security and privacy in VSNs even more 

important than in most other sensor and data networks. In 

the current research, a novel framework is provided by 

aiding the cloud computing technology. Then, the detection 

of attacks on smart cameras in wireless sensor networks 

was analyzed with the proposed algorithm of NN-SVM. 

This method has been simulated with systematic attacks 

collected at the CTU University-related Czech Republic 

with RapidMiner software. Finally, the Accuracy of 

detection of attacks and the proposed method error was 

implemented in MATLAB software. The results show that 

the proposed algorithm has been able to provide security 

requirements for smart cameras in visual wireless 

networks. 
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Abstract 
Considering the growth of researches on improving the performance of non-factoid question answering system, there is a 

need of an open-domain non-factoid dataset. There are some datasets available for non-factoid and even how-type questions 

but no appropriate dataset available which comprises only open-domain why-type questions that can cover all range of 

questions format. Why-questions play a significant role and are usually asked in every domain. They are more complex and 

difficult to get automatically answered by the system as why-questions seek reasoning for the task involved. They are 

prevalent and asked in curiosity by real users and thus their answering depends on the users‟ need, knowledge, context and 

their experience. The paper develops a customized web crawler for gathering a set of why-questions from five popular 

question answering websites viz. Answers.com, Yahoo! Answers, Suzan Verberne‟s open-source dataset, Quora and 

Ask.com available on Web irrespective of any domain. Along with the questions, their category, document title and 

appropriate answer candidates are also maintained in the dataset. With this, distribution of why-questions according to their 

type and category are illustrated. To the best of our knowledge, it is the first large enough dataset of 2000 open-domain 

why-questions with their relevant answers that will further help in stimulating researches focusing to improve the 

performance of non-factoid type why-QAS.  

 

 

Keywords: Non-Factoid Questions; Web Crawler; Latent Dirichlet Allocation; Topic Modeling; Natural Language 

Processing. 
 

1- Introduction 

Question Answering Systems (QASs) answer the users‟ 

questions asked in natural language. With the increase in 

popularity of information access and providing an ease to 

user with an appropriate answer  

to question, there is a challenging issue of automatically 

answering non-factoid questions. In English language, 

there are two broad categories of questions (1) Factoid 

questions of type what, where, who, when, which are 

simple and answered in a single phrase or sentence and (2) 

Non-Factoid questions comprising why and how-type are 

complex involving explanations and detailed reasoning in 

their answers. A non-factoid question possesses different 

answers to satisfy users' curiosity of different knowledge 

backgrounds [39]. Promising results are achieved for 

answering factoid questions; however non-factoid question 

answering is a challenging task. They require advanced 

NLP techniques to resolve  open issues such as (1) 

ambiguity, (2) variability and (3) redundancy. Ambiguity 

implies difficulty faced in interpreting the context of non-

factoid questions, variability implies different possible 

forms of answers to non-factoid questions, and redundancy 

refers to retrieving unnecessary texts along with possible 

answers of non-factoid questions [38,40]. The prime 

requisite for implementing non-factoid question answering 

system is dataset preparation depending on the 

requirement of the task. Without an efficient dataset of 

questions and their answers, it is very difficult to 

contribute significantly to the research community.  

There are various datasets available, some of which are 

restricted domain [2,4,14,27,28,29,30], some correspond 

to only how-type questions (for ex. Yahoo! Answers 

Manner Questions L4 and L5 [31]) and some comprising 

why-type questions (for ex. only 3% of wh-questions in 

MSN click data, only 4.7% of 17000 questions are why-

type questions in Webclopedia data collection [16, 32]). 

The questions in the dataset are significantly less in 

number which is not appropriate for research in 

developing why-type question answering system. 

Therefore, this paper has tried to develop a dataset for only 

why-type questions and their answers that is not only 

significant for our research but will contribute to research 

community working in the field of why-QA. 
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The paper is organized into sections where Section 1 

introduces the concept of question answering with factoid 

and non-factoid QAS. Section 2 discusses the motivation 

for research in why-question answering. Section 3 

describes various existing factoid and non-factoid datasets. 

Section 4 discusses the process of crawling and scraping 

applied to prepare a dataset of why-QA pairs. Section 5 

analyzes the distribution of topics and different forms of 

why-question. Section 6 highlights applications of why-

QA dataset and finally section 7 concludes with future 

research directions. 

2- Motivation for Research in Why-QAS 

Why-type questions are complex and involve variations in 

their answers. Their answers seek reasoning and 

explanations about the entity involved in the question. 

These questions depict the curiosity about something 

which are usually asked in every fields of life. There are 

some type of questions which have a definite reasoning 

and some have multiple possible answers depending on the 

users‟ knowledge, context and their experience. These 

questions and their answers possess cause-effect 

relationships where cause part is depicted in the answers 

and its effect part is asked in the questions. A considerable 

performance is already achieved in factoid type question 

answering, however research in non-factoid question 

answering is still challenging. There are different 

categorizations of non-factoid questions provided by [33] 

viz. list, confirmation, causal and hypothetical. The paper 

carries out an approach in why-question answering that 

incorporates causal relations. They are difficult to get 

automatically answered as it is difficult to understand the 

accurate users‟ interpretations and thus require advanced 

techniques. There are limited number of open-source 

datasets available which comprises significant number of 

why-type questions. This motivates us to design a dataset 

having open-domain why-type questions and their 

answers. 

 

3- Available Factoid and Non-Factoid 

Datasets  

This section discusses the brief characteristics of the 

datasets available on web. It also highlights their merits 

and demerits which significantly motivates us to prepare a 

dataset for why-QA pairs. 

Suzan Verberne in 2006 [1] released a first open-domain 

why-QA dataset on Web. It is an open-source dataset 

comprising 395 why-questions and 769 corresponding 

answers, out of which 166 questions were further 

paraphrased. In addition to the question, dataset also 

comprises its source document with relevant user-

formulated answers. It is effective to be utilized by the 

researchers working on QAS but not large enough and 

needs to be expanded further. InsuranceQA in 2015 [2] 

comprises restricted questions on insurance domain. The 

questions are collected from insurance library website, 

comprising 16889 questions and 27413 answers. The 

questions are usually asked from real users and answers 

are constructed by domain experts. The dataset can be 

utilized for applying deep learning models on answer 

selection task. In 2018, a large dataset named 

WikiPassageQA [3] is developed which comprises 4165 

open-domain non-factoid questions split into 0.8/0.1/0.1 

resulting training set comprising 3332 questions, 

development set comprising 417 questions and testing set 

comprising 416 questions. With the questions, 

documentID, document name and answer passage are also 

stored in the dataset. It is effective to be utilized for 

answer passage retrieval from relevant documents by 

applying deep learning models. Further in 2018, another 

restricted domain why-QA dataset; PhotoshopQuiA [4] is 

released which comprises 2854 why-questions on Adobe 

Photoshop collected from five CQA websites, viz. Adobe 

Forums [6] Stack Overflow [5], Graphics Design [7], 

Super User [8] and Feedback Photoshop [9]. With each 

why-QA pair, dataset also includes question id, URL, title, 

date, questioner, his level, open or resolved state, full 

question text, HTML and for each answer: answer date, 

answerer, his level, answer votes, text, full answer HTML 

and a value indicating if answer is best or not. The dataset 

is effective to be utilized for understanding different 

characteristics of why-questions and further instigating 

them for recommendation systems and chatbots. Freebase 

QA in 2019 [10] is an open-domain QA developed by 

complementing trivia type QA pairs with Freebase triples, 

comprising 54K matches from 28,348 unique questions 

with 20,358, 3994, and 3996 training, development and 

evaluation sets respectively. The dataset comprises 

following entries version of dataset, set of unique 

questions in dataset comprising Question-ID, original 

question, processed question, semantic parse-id, topic 

entity in question, name of topic entity, Freebase MID of 

topic entity, path from topic entity to answer node in 

Freebase, Freebase MID of answer, answer string from 

original QA pair . It is effective enough to train machine 

learning models as QA pairs are matched with (subject, 

predicate, object) triples that also helps to understand the 

meaning of questions and search for correct answers in 

Freebase. It can be utilized for several applications like 

reading comprehension [11], natural language 

understanding and search. It is a complex knowledge-base 

dataset which makes invaluable for more advanced ML 

methods. ANTIQUE in 2020 [12] is a collection of 34,011 

non-factoid QA pairs usually asked by users on 

Yahoo!Answers [13] where 2426 questions & 27.4k 
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judged answers are training set and 200 questions & 6.5k 

judged answers are testing sets. Out of 34,011 QA pairs, 

36% of questions are why-questions majorly covering 

intent of questions asked on community QA sites. 

TutorialVisualQA in 2020 [14] comprises 6195 non-

factoid QA pairs based on 76 tutorial videos. Dataset 

includes varied fields like questions, video_id, manually 

annotated answer fragments, answer_start and answer_end 

denoting indexes of beginning and ending answer 

sentences. This dataset can be helpful for implementing a 

model to understand answer boundary sentences which 

can further be utilized for other educational, instructional, 

cooking videos and many more.  

The brief description and features of the available datasets 

comprising why-questions is discussed in Table 1. 

 

 
Table 1: Brief of some existing datasets on why-questions and their 

answers 

 

Datasets Description 

Suzan Verberne 

dataset (2006) 

395 why-questions and 769 answers 

formulated by annotators, collecting text 

documents from Textline Global News 

(1989) [34] and The Guardian on CD-

ROM (1992) [35]. Dataset is not large 

enough to be utilized for further research 

InsuranceQA 

Comprises 15867 non-factoid questions 

and 24981 unique answers related to 

insurance domain. Accurate number of 

why-questions in dataset is not 

mentioned. The dataset is restricted to 

domain thus can‟t be utilized for all 

research purposes  

WikiPassageQA 

Comprises total 4165 open-domain non-

factoid questions and 244136 candidate 

passages as answers to these questions. 

Out of these only 14% are why-type 

questions which is definitely not cover all 

range of why-type questions and thus not 

significant for use in why-QAS. 

PhotoshopQuiA 

2854 why-QA pairs collected from 5 

community QA websites. The dataset is 

restricted to Photoshop domain and 

mostly cover QA pairs asked on 

community sites 

ANTIQUE 

Comprises 2626 non-factoid questions 

collected from Yahoo! Answers 

community question answering websites 

and their 34011 corresponding annotated 

answers. Out of these non-factoid 

questions, approximately 900 are of why-

type which are not enough for research in 

only why-QAS 

4- Open-Domain Why-QA Dataset 

Preparation 

This section discusses the process of collecting why-QA 

pairs and processing them to create a final dataset. 

4-1-Customized Crawling and Scraping 

Five web sites viz. Answers.com [15], Yahoo! Answers 

[13], Suzan Verberne‟s open-source dataset [16], Quora 

[17] and Ask.com[18] are visited by web crawler and 

Scrapy [19] which is an open source framework written in 

Python is utilized to scrap or extract required data from 

these websites. A customized spider is implemented which 

extracts all questions beginning with „Why‟. 

BeautifulSoup [20] is used to parse the HTML source of 

web page and questions are extracted from the „href‟ tag of 

HTML source. The process resulted in a collection of 

Why-questions having different forms like „Why 

is/was/were‟, „Why do/does/did‟, „Why should/would‟ and 

„Why NP/PN‟ with their negative variants.  

The functioning of web crawling and scraping is depicted 

in the form of Flowchart illustrated in Figure 1 and 

discussed further. 

 

Fig. 1. Flowchart describing functioning of web crawler 
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Web crawler also known as spider or search engine bot is 

a part of search engines for example, Google, Bing, Yahoo 

etc. It is a software program that accesses a website, 

downloads and indexes information content available on 

the web page. To make automated browsing, the crawler is 

designed to repeat accessing and downloading content 

depending on the programming instructions included in 

crawler.  

Since content on Internet is expanding and updating daily, 

it is important to index the webpages so that it can be 

easily accessible and downloadable based on users‟ query. 

Web crawler starts from a seed URL and crawl the 

webpages, follow hyperlinks to those URLs, thus 

periodically visit pages in order to index the updated 

content on webpages. Sometimes the webpages which are 

required to crawl depends on number of hyperlinks to the 

page, amount of visitors on page and other factors 

determining the importance of page corresponding to the 

required content.  

Web crawling and scraping are two distinguished terms. 

Web crawlers continuously visit web links and download 

contents on web pages. Web crawlers obey robots.txt 

(robots exclusion protocol) file provided by web server of 

particular web page. This file specifies the rules for which 

pages and links to pages can be crawled. On the other 

hand, Web scraping is more targeted than web crawling 

and visit only specific webpages to download their content 

without any permission from the web server.   

Figure 1 describes the process of crawling where crawler 

starts with seed URLs which are question answering sites. 

If all sites are visited, the process is stopped otherwise 

crawler visits each webpage and retrieves its HTML 

source. Here the crawler is designed to download 

questions beginning with „why‟, thus it is extracted by 

scraping <href> tag of HTML source of web page.  The 

process is repeated for all QA websites available and the 

questions are stored in excel file. 

 

4-2-Processing of Why-Questions 

A collection of 2000 why-questions are downloaded and 

stored in excel file. The questions are further processed to 

rectify grammatical and spelling mistakes. The why-

questions of the form starting with „Why‟ and ending with 

„?‟ are retained in the dataset. Question comprising more 

than one questions are separated into individual questions, 

coreference resolution [21] is applied to filter out 

significant meaningful why-type questions. Coreference 

resolution is NLP (Natural Language Processing) task 

which finds linguistic expressions such as pronouns in the 

question and replace them with real-world entity such as 

noun phrases which helps to understand the appropriate 

meaning of the question and help determine the main 

focus of question.  

 

4-3- Different Fields in the Dataset 

 
With each question, different attributes are also maintained 

in the dataset which are: 

 

a) Data Source of question: There are five web sites 

from which web spider has extracted why-type 

questions. The data source from which the why-

question is collected is stored as an attribute 

„source_ques‟ in dataset. 

b) Category of the question: With each why-type 

question, its category is stored in dataset. The 

questions collected from Answers.com and 

Yahoo have their category assigned like Science, 

Math, History, Technology and so on whereas 

questions collected from other web sites are 

assigned category by applying LDA process 

[22,23] which is one of the topic modelling 

approach. Latent Dirichlet Allocations 

abbreviated as LDA models Dirichlet 

distributions to classify questions to a particular 

topic. This category is stored with field name 

„categ_ques‟ in the dataset.  

c) Relevant answer candidates: For each why-type 

question, five answer candidates are maintained 

in the dataset. Only if the question is answered by 

an expert on the considered five question 

answering websites, its corresponding answer is 

saved as an answer candidate otherwise the 

answer candidates are retrieved by posing the 

question on Google search engine. The question 

is queried on the Google which extracts relevant 

web pages from which first five are studied 

manually to retrieve appropriate answer passages 

treated as answer candidate.  

Since the answer to why-question involves 

explanation to the causation asked in the 

question, appropriate answer candidate is 

retrieved by determining the answer boundary 

around causal cue phrases [24] such as „because‟, 

„since‟, „due to‟, „in order to‟, „therefore‟, „as a 

result‟ etc. The causal phrases determine explicit 

causality involved in text. The why-type 

questions reflect the effect part and its cause part 

is reflected from the answers to why-type 

questions. 

d) Document title and link: Each why-question is 

accompanied with the document title and its link 

which is the title and the link of web page from 

which an answer candidate is retrieved. It is saved 

as an attribute „doc_title_link‟ in the dataset. 
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The snapshots of the generated dataset are illustrated in 

Figure 2 and Figure 3 below: 

 

 
 

Fig. 2. Snapshot 1 of dataset 

 

 
 

Fig. 3. Snapshot 2 of dataset 

5- Results and Discussion 

The crawler designed which visits each question 

answering web sites, extracts HTML source and retrieve 

why-type questions available on the QA sites, resulted in a 

collection of around 2000 why-type questions. The dataset 

is further enhanced by incorporating data source, category, 

five answer candidates, document link of the respective 

answer candidate. The dataset is analyzed on the 

distribution of topics and distribution of different forms of 

why-questions. The analysis is performed in order to 

contrast the dataset with available open-source datasets 

and further help the researchers get an idea of the 

variations involved in the dataset collection.  

 

5-1- Variation of Topics in Why-Questions of 

Dataset 

 
The why-questions in dataset have variation in their topics. 

Various different categories are visualized like 

„Education‟, „Politics‟, „Health‟, „Science & 

Mathematics‟, „Family & Relationships‟, „Travel‟, 

„Sports‟, „Electronic Products‟, „Food, Drink & Dining 

Out‟ and „Entertainment & Music‟ etc. The distribution of 

questions belonging to these major categories and others is 

illustrated in Figure 4 below: 

 

 
 

Fig. 4. Distribution of topics in why-questions 

5-2- Distribution of Forms of Why-Questions 

As mentioned in subsection 3.1, there are different forms 

of why-questions viz. „Why is/was/were‟, „Why 

do/does/did‟, „Why should/would‟ and „Why NP/PN‟ with 

their negative variants. Figure 5 illustrates the distribution 

of subcategories of why-type questions. 

 

 
 

Fig. 5. Distribution of different forms of why-questions 

 

Data source of question category of question Relevant Answer Candidates Document Title Document Link

Quora Travel

The Taj Mahal is located on the right bank of the Yamuna River in a vast Mughal garden that 

encompasses nearly 17 hectares, in the Agra District in Uttar Pradesh. It was built by Mughal Emperor 

Shah Jahan in memory of his wife Mumtaz Mahal with construction starting in 1632 AD and completed 

in 1648 AD, with the mosque, the guest house and the main gateway on the south, the outer courtyard 

and its cloisters were added subsequently and completed in 1653 AD. The existence of several historical 

and Quaranic inscriptions in Arabic script have facilitated setting the chronology of Taj Mahal. Taj Mahal https://whc.unesco.org/en/list/252/

Quora Travel

“The Taj Mahal, meaning "Crown of the Palace", is an ivory-white marble mausoleum on the south bank 

of the Yamuna river in the Indian city of Agra. It was commissioned in 1632 by the Mughal emperor, 

Shah Jahan (reigned from 1628 to 1658), to house the tomb of his favourite wife, Mumtaz Mahal. The 

tomb is the centerpiece of a 17-hectare (42-acre) complex, which includes a mosque and a guest house, 

and is set in formal gardens bounded on three sides by a crenellated wall.”

Why was the Taj 

Mahal built? https://www.quora.com/What-is-the-real-reason-The-Taj-Mahal-was-built

Quora Travel

Often described as one of the wonders of the world, the stunning 17th Century white marble Taj Mahal 

was built by Mughal emperor Shah Jahan as a mausoleum for his beloved wife Mumtaz Mahal, who died 

in childbirth.

Taj Mahal: Was 

India's 

'monument to 

love' built out of 

guilt? https://www.bbc.com/news/world-asia-india-27970693

Quora Travel

The Taj Mahal was built by the Mughal emperor Shah Jahān (reigned 1628–58) to immortalize his wife 

Mumtaz Mahal (“Chosen One of the Palace”). She died in childbirth in 1631, after having been the 

emperor’s inseparable companion since their marriage in 1612 Taj Mahal https://www.britannica.com/art/Shah-Jahan-period-architecture

Quora Travel

The Taj Mahal is an ivory-white marble mausoleum on the southern bank of the river Yamuna in the 

Indian city of Agra. It was commissioned in 1632 by the Mughal emperor Shah Jahan (reigned from 1628 

to 1658) to house the tomb of his favourite wife, Mumtaz Mahal; it also houses the tomb of Shah Jahan 

himself. Taj Mahal https://en.wikipedia.org/wiki/Taj_Mahal

Why is Venus hottest planet of solar 

system? Quora Science & Mathematics

Venus is the second planet from the Sun and our closest planetary neighbor. Similar in structure and size 

to Earth, Venus spins slowly in the opposite direction from most planets. Its thick atmosphere traps heat 

in a runaway greenhouse effect, making it the hottest planet in our solar system with surface 

temperatures hot enough to melt lead. Venus

https://mobile.arc.nasa.gov/public/iexplore/missions/pages

/solarsystem/venus.html

Why is Venus hottest planet of solar 

system? Quora Science & Mathematics

Venus is the hottest planet in the solar system. Although Venus is not the planet closest to the sun, its 

dense atmosphere traps heat in a runaway version of the greenhouse effect that warms Earth. As a 

result, temperatures on Venus reach 880 degrees Fahrenheit (471 degrees Celsius), which is more than 

hot enough to melt lead. Spacecraft have survived only a few hours after landing on the planet before 

being destroyed.

Venus: The hot, 

hellish & volcanic 

planet

https://www.space.com/44-venus-second-planet-from-the-

sun-brightest-planet-in-solar-system.html

Why is Venus hottest planet of solar 

system? Quora Science & Mathematics

Even though Mercury is the closest planet to the Sun, Venus is the hottest planet in our solar system. 

This is because Mercury has almost no atmosphere, while Venus has a very thick atmosphere. This 

causes all the heat to be radiated back into space on Mercury. However, the heat is trapped on Venus, 

with the average temperature being 462°C.

Why is Venus the 

hottest planet in 

our solar system?

https://inshorts.com/en/news/why-is-venus-the-hottest-

planet-in-our-solar-system-1488269417879

Why is Venus hottest planet of solar 

system? Quora Science & Mathematics

Venus is so hot because it is surrounded by a very thick atmosphere which is about 100 times more 

massive than our atmosphere here on Earth. As sunlight passes through the atmosphere, it heats up the 

surface of Venus. Most of this heat cannot escape back into space because it is blocked by the very thick 

atmosphere of Venus. The heat becomes trapped and builds up to extremely high temperatures. This 

trapping of heat by the atmosphere is called the greenhouse effect because it is similar to how the glass 

in a greenhouse traps heat. The greenhouse effect on Venus causes the temperatures at its surface to 

reach 864 degrees Fahrenheit (462 degrees Celsius), making Venus the hottest planet in the entire Solar 

System!

Why is Venus so 

hot?

https://coolcosmos.ipac.caltech.edu/ask/38-Why-is-Venus-

so-hot-

Why is Venus hottest planet of solar 

system? Quora Science & Mathematics

Venus is the hottest planet in our solar system because it is covered by a thick layer of clouds composed 

of carbon dioxide and other gases, which prevent the heat from the sun from escaping back into outer 

space. This is why the planet continues absorbing the heat from the sun and becomes increasingly hot.

Surface Of 

Venus: Why Is 

Venus The 

Hottest Planet?

https://www.scienceabc.com/nature/universe/surface-of-

venus-why-is-venus-the-hottest-planet.html

Education

Politics

Health

Science & Mathematics

Family & Relationships

Travel

Sports

Electronic Products

Food,Drink & Dining Out

Entertainment & Music

Others

4 

5 

6.25 

6 

2.5 

3.5 

6 

6 

12.5 

11.5 

          

36.75 

Distribution of Topics in Questions 

Percentage of Questions

Why is/was/were

Why do/does/did

Why should/would

Why NP/PN

Negative variants of…

35 

32.5 

7.5 

15 

10 

Distribution of Different Categories of 

Why-Type Questions 

Percentage of distribution
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6- Usage of Why-QA Dataset 

This section highlights expected usage of why-QA dataset, 

some of which we have utilized in our research.  

 

a) Question Classification: An open-domain why-

QA dataset is utilized for classifying and 

assigning question and answer subtype. A 

taxonomy of why-type questions and their 

answers are proposed in the research [25,26, 36] 

which extracts lexical features of questions and 

assigns a question and answer type to them. 

b) Question to Query Reformulation: The 

reformulated question helps in better document 

retrieval and thus answer candidate extraction. 

Rules are formulated for each type of why-

question to convert them into appropriate user-

oriented query which when posed on search 

engine helps in retrieving the accurate and 

relevant documents [37]. 

c) Answer Re-Ranker: With each why-type 

question, there are five possible answer 

candidates stored in the dataset. These answer 

candidates are re-ranked on the basis of similarity 

values and their relatedness with question [38].  

4- Conclusions and Future Work 

The paper proposes a dataset containing why-type 

questions and their answer candidates. Since the questions 

are sampled from various question answering websites 

such as Yahoo! Answers, Quora etc., the questions address 

the real-world problems usually faced by the user. The 

questions in dataset are collected with the help of web 

crawler in its original form, thus easier to predict 

properties and nature of why-type questions. 

We believe that the developed open-domain why-QA 

dataset unfolds new avenues for research in improving 

performance of non-factoid QAS. With this, it also 

motivates to foster the techniques required for other 

applications like recommendation systems, chatbots, 

virtual assistants and many more. 
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Abstract  
Network-on-chip (NoC) is an effective interconnection solution of multicore chips. In recent years, wireless interfaces 

(WIs) are used in NoCs to reduce the delay and power consumption between long-distance cores. This new communication 

structure is called wireless network-on-chip (WiNoC). Compared to the wired links, demand to use the shared wireless 

links leads to congestion in WiNoCs. This problem increases the average packet latency as well as the network latency. 

However, using an efficient control mechanism will have a great impact on the efficiency and performance of the WiNoCs. 

In this paper, a mathematical modeling-based flow control mechanism in WiNoCs has been investigated. At first, the flow 

control problem has been modeled as a utility-based optimization problem with the wireless bandwidth capacity constraints 

and flow rate of processing cores. Next, the initial problem has been transformed into a dual problem without limitations 

and the best solution of the dual problem is obtained by the gradient projection method. Finally, an iterative algorithm is 

proposed in a WiNoC to control the flow rate of each core. The simulation results of synthetic traffic patterns show that the 

proposed algorithm can control and regulate the flow rate of each core with an acceptable convergence. Hence, the network 

throughput will be significantly improved. 

 

 

 

Keywords: Wireless Network-on-Chip; Flow Control Mechanism; Optimization; Gradient Projection Method; Utility 

Function. 
 

1- Introduction 

One of the simplest communication structures of the 

components inside the chip is the bus. The main drawback 

of bus-based systems is the sharp decline of the system 

performance with the increasing number of processing 

cores. Increasing the number of cores integrated into a 

chip will transform the communication bus between the 

cores into a bottleneck for the system. Also, in this 

structure, having a mechanism as an arbitrator for control 

and fair access to the joint bus seems necessary. The 

inflexibility of this communication structure has led to a 

significant challenge in systems-on-chip.  

The network on the chip is a communication structure 

between the cores within the chip that has overcome the 

defects and challenges of the few structures. On-chip 

networks, while being scalable, should provide low power 

consumption and adequate bandwidth for communication 

between tens or hundreds of processing cores within a 

chip. A major challenge of the network on the chip, 

despite the reduction in transistor dimensions in recent 

years, is the issue of delayed wired connections within the 

chip, which has grown exponentially (ITRS report) [1]. 

In recent years, new communication structures include 

3DNoCs, photonic NoCs, and network on chip with radio 

(wireless) connections have been proposed [2]. Using 

these emerging technologies in the advanced integrated 

circuit industry has been able to reduce the delay and 

power consumption of the chip.  

The design and manufacture of on-chip integrated silicon 

antennas were presented in the last decade. These antennas 

have been used with a frequency equivalent to ten to one 

hundred GHz inside a chip [3]. However, increasing the 

operating frequency of processing cores and the high 

bandwidth of wireless links for inter-core communication 

will turn these links into hotspots in the network (network 

congestion will increase delay and reduce network 

efficiency). Therefore, the existence of a mechanism to 

control congestion and flow control to reduce network 

traffic and increase chip performance is essential. 
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According to the studies conducted in the field of wireless 

networks-on-chip, the problem of modeling the flow rate 

control in the wireless network on the chip has not been 

done so far. For this purpose, in this paper, first, the flow 

rate control modeling in the wireless network on the chip 

will be examined. To formulate the problem, we have used 

the maximization of a utility function. Then, we solved the 

problem with Lagrange multipliers and gradient projection 

and presented an algorithm to control the flow rate of 

processing cores. The proposed algorithm has been able to 

regulate and control the flow rate of processing cores with 

appropriate convergence speed. 

This paper consists of the following parts: 

Section 2 has presented the details of the wireless network-

on-chip. The network model as well as the mathematical 

modeling of the flow control problem along with the 

proposed algorithm have been presented in Section 3. The 

results of the implementation have been given in Section 4. 

Finally, the conclusion has been described in Section 5. 

2- A review of Previous Works 

The use of wireless in-chip connections has introduced a 

new structure called the wireless network on chip (WiNoC) 

[4]. In addition to high flexibility, this network has 

increased communication bandwidth and eliminated the 

problems of noise and power consumption of metal wires. 

This new structure on the chip has been generally studied in 

three layers. Physical layer, data link layer, and network 

layer. The following is a brief introduction to each section. 

2-1- Physical Layer in the WiNoC: 

In a WiNoC, antennas are designed according to the 

operating frequency of the circuits and then used in 

conjunction with other wireless transmission devices such 

as modulator circuits and telecommunication filters on the 

chip. Since the bit rate error in wireless on-chip 

transmission will have a significant effect on the reliability 

of the system, hence the medium of wave propagation 

must be completely examined. The use of different 

frequency boards has divided the WiNoC into four general 

categories. Figure 1 shows these four frequency ranges 

that can be used in the design of WiNoC. 
 

 

Fig. 1. Division of the frequency of the WiNoC [4] 

In the following, we will briefly review the work done in 

the field of designing antennas compatible with each of the 

frequency ranges: 

2-1-1- Ultra-Wide Band (UWB):  

Reference [5] has proposed the architecture of WiNoC 

based on the frequency of the ultra-wideband. In this 

architecture, a radio pulse transmitter-receiver with a carrier 

signal has been used for wireless communication. The 

transmitter uses an integrated, CMOS-compliant Gaussian 

monocycle pulse to generate low-power, low-driving pulses. 

The antenna used in this architecture is a 2.9mm long 

Meander Dipole Antenna (MDA) that can transmit data up 

to a radius of 1 mm. The transmission rate of this antenna is 

1.16 Gbps for a channel with a frequency of 3.6 GHz. 

2-1-2- Mm-Wave Band:  

reference [3] has proposed the design of a metal zigzag 

antenna. This antenna will have little effect on the rotation 

(relative angle between the transmitting antenna and the 

receiving antenna) and the received signal strength. The 

millimeter frequency band was also able to provide 

bandwidth between ten and one hundred GHz without 

signal attenuation. 

2-1-3- Sub-THz:  

The design of small antennas with simple transceivers that 

could operate at frequencies between 100 and 1000 GHz 

has been proposed for the first time in reference [6]. These 

antennas can cover a communication radius of 10 to 20 

mm on the chip. In this architecture, the possibility of 

simultaneous use of 16 non-overlapping channels with 

frequencies of 100 to 500 GHz for the structure of the 

WiNoC has been proposed. 

2-1-4- THz:  

by increasing the signal frequency to the THz range, one 

can expect much smaller antennas to be designed that can 

occupy less surface area on the chip. Reference [7] has 

proposed the design and fabrication of antennas using 

carbon nanotubes. The properties of carbon nanotubes make 

them suitable for making antennas on high-frequency chips. 

In addition to the above, the design of graphene-based 

plasmonic antennas using electromagnetic waves up to the 

range of ten terahertz for wireless in-chip communication 

has also been introduced and has recently been considered 

[8]. In this paper, the authors claim that the many benefits 

of using graphene will bring great success in wireless in-

chip communication. In the future, the design of these 

antennas will provide the possibility of all-broadcast and 

multi-broadcast on-chip communication. Figure 2 shows a 

view of the network-on-chip with graphene antennas. 
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Fig. 2. Graphene antennas in the structure of WiNoC [8] 

2-2- Data Link Layer in the WiNoC: 

To increase the efficiency and maximum use of the 

bandwidth of communication channels in the WiNoC, 

having a media access control mechanism (MAC) is also 

needed. Designing a MAC protocol on a wireless chip 

should be able to impose the minimum of power and 

consumption overhead on the system. In reference [5] a 

shared channel access protocol was proposed. In this 

design, the network is divided into several areas with the 

least signal interference. Hence, to access shared wireless 

channels a central arbitration policy is used.  

In [9], a protocol has been implemented based on token 

flow control. In this design, any router equipped with a 

wireless antenna that has the token can send or receive 

packets on the wireless channel. After sending the packets, 

this token will flow in turning form for the use of other 

routers. By increasing the number of wireless cores in the 

NoC, this mechanism leads to an increase in token flow 

time between cores and a decrease in network performance. 

 Reference [10] has proposed an access control mechanism 

called RACM for WiNoC. In this design, each radio hub 

(wireless router) has been connected to a processing core on 

a ring-shaped structure. This mechanism dynamically splits 

the token capture time in a router that has no data to send 

between all stations that have used their maximum time to 

send data. The simulation results show a 30% reduction in 

communication delay and a 25% improvement in stored 

energy in this design. 

2-3- Network Layer in the WiNoC: 

For maximum performance in the WiNoC, it is necessary to 

have deadlock-free and fault-tolerant routing algorithms. A 

fully adaptive fault-tolerant routing algorithm (FAFTR) has 

been proposed and investigated in reference [11]. In addition 

to finding the shortest path, the proposed distributed 

algorithm can be free of deadlocks. In this algorithm, the 

deadlock has been prevented by applying rotation restrictions.  

A deadlock-free routing algorithm based on the static 

routing table and the XY algorithm, with a sub-THz 

frequency band in the mesh structure, has been also 

presented in the reference [12]. Reference [13] has 

presented an algorithm that uses the buffer state of wireless 

routers to decide on the shortest path. This algorithm has 

been able to prevent traffic in wireless routers. 

The use of routing algorithms along with Media Access 

Control (MAC) mechanisms as well as core flow rate 

control solutions can provide better network performance 

in the WiNoC while properly distributing traffic 

throughout the network. 

Transmitter flow control algorithms can also manage the 

competitive conditions created between cores for shared 

resources (such as channel bandwidth or buffers) and 

provide fair resource allocation. Hence, two types of flow 

control in the NoC can be considered: 

2-3-1- Switch-to-Switch (Router) Mechanisms:  

in this design, control signals between adjacent routers have 

been used locally to regulate the flow rate of traffic. 

Examples include credit-based flow control, on-off flow 

control, acknowledgment/non-acknowledgment protocol, 

and handshaking signal-based flow control. These methods 

do not require direct communication between the transmitter 

and receiver to exchange control signals and do not impose 

much control overhead on the system. However, as the 

number of cores increases and the size of the network 

increases, before the path congestion information in the 

form of control signals can reach the origin at the 

appropriate time, the packets sent by the transmitter will 

inevitably increase the network congestion [14]. 

2-3-2- End-to-End Flow Control Mechanisms:  

in this mechanism, the transmitter cores will be responsible 

for the rate of production and injection of their flows into the 

network. This method eliminates packet overload and 

network congestion. In the network on chip, unlike computer 

networks, it is not possible to delete and lose packets, 

therefore, there is no need for confirmation signals to send 

and receive packets safely. Therefore, end-to-end flow control 

methods will not impose much control overhead on the 

system and each core will be independently responsible for 

controlling and regulating the transmitted flow rate [15]. 

In the following, we will first review the works done on the 

problem of congestion control/flow control in the NoC. Then, 

the works done on the flow rate control in the WiNoC have 

been presented. Reference [14] has proposed a prediction-

based congestion control algorithm. In this design, each router 

decides on the congestion that may occur in the future based 

on the size and status of its gateway buffer. This design 

regulates the number of packets in the network by controlling 

the flow rate of injection of packets into the network.  

In reference [16], link utilization has been used as a 

measure of congestion. A controller determines the 

appropriate workload for the current transmitters at best. 

In the reference [17] of the CAP-W algorithm, a combined 

routing algorithm has been used to solve the problem of local 
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congestion in the hierarchical wired and wireless structure. 

The proposed routing algorithm has tried to control congestion 

in the area by distributing traffic throughout the network by 

changing the status of a deterministic routing to adaptive 

routing and also proposing mapping tasks to freer cores.  

Distributed congestion control method has been proposed in 

the reference [18]. To detect congestion, the number of 

packets in the queue buffers has been used. The main 

disadvantage of this method is that due to the limited space 

of the buffer of each router, it is possible to detect the fault, 

especially when the network congestion is relatively high.  

A congestion control mechanism based on the flow rate 

utility function and the total delay was presented in 

references [19-21]. 

In a WiNoC, two types of competitive flow have been 

proposed [22-23]. The authors have presented a distributed 

flow control mechanism with a buffer management 

strategy to improve network performance on the wireless 

chip. In [23] the buffer information of each wireless router 

is used to prevent congestion. On the other hand, using the 

deterministic routing algorithms lead to Head-of-Line 

(HoL) blocking when load traffic is high [30-32]. Hence, 

some studies used congestion control mechanisms to 

eliminate HoL and reduce congestion in the wireless 

routers congestion-aware routing algorithms [33-34]. 

3- Mathematical Modeling of Flow Rate 

Control in WiNoC 

In this section, we will first describe the network model used 

and then the flow rate control problem has been modeled. 

3-1- Model of WiNoC 

The NoC is based on a two-dimensional mesh connection with 

several routers equipped with a wireless antenna in the center 

of each 3 × 3 sections. Figure 3 shows a view of this structure. 

 

Fig. 3. Graphic structure of the proposed network 

The wireless structure is based on a mechanism of 

Frequency Division Multiple Access (FDMA) and 

wireless single-hop transmission. Each wireless router can 

access the other routers in the adjacent subdivision using a 

single hop. In this structure, the bandwidth of wireless 

channels has been assumed to be fixed and without bit 

error. All wireless routers (red nodes) are in direct view of 

each other and each pair of them operates in a separate 

frequency band (channel) from the other pairs. The 

switching method is wormhole switching. The X-Y 

routing algorithm is used to route packets (first the packet 

moves in the X direction and then in the Y direction) 

which is a deadlock-free algorithm. Routing between each 

transmitter and receiver pair located in 3 × 3 areas is 

performed using the X-Y routing algorithm. If the 

transmitter and receiver are not in a 3 × 3 section, then a 

combination of the X-Y algorithm and wireless links are 

used to send packets between the source and destination. A 

matrix A has been established by using this routing 

pattern. This matrix will show the routing pattern between 

the transmitter and receiver. In the implemented structure, 

the size of matrix A is 64 × 36 (64 rows and 36 columns 

for 6 × 6 networks). Since one of the features of routing 

algorithms of the NoC is to prevent deadlocks, therefore, 

to prevent this phenomenon, the octagon turn model [24] 

has been used in the proposed method. This model uses 

four clockwise rotations and four counterclockwise 

rotations to prevent deadlock and create cycles. The rules 

of this model have been stated as follows: 

• The flit of a package will not be allowed to turn in the 

following four clockwise directions: 

W→SE, N→SW, E→NW, and S→NE 

• The flits of a package will not be allowed to turn in the 

following four counterclockwise directions: 

NE→S, NW→E, SW→N, and SE→W 

Figure 4 shows the eight ports (directions in which the flits 

of a packet can be sent or received) from a router equipped 

with a wireless antenna. Table 1 also shows the symbols 

used in the proposed modeling. 

Table 1. Symbols used in the proposed model 

Symbol Definition 

},......,2,1{ KKk   Core set 

},...,2,1{ LLl   A set of wired and wireless links 

),( Kkxx k   Injection rate per core 

),( Llcc l   The bandwidth of each link 

LkL )(  
A set of links through which the core flow 

passes 

KlK )(  A set of cores that pass through link l 

KLlkAA *)(  Traffic pattern matrix 
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Fig. 4. Wireless router with eight transmission and receiving directions 

3-2- Flow Control Modeling Problem 

In this section, the flow control problem in the WiNoC has 

been formulated using mathematical modeling. To control 

and regulate flow rates, the problem has been written in a 

utility-based function based on the limited bandwidth 

capacity of links as well as flow rates. This method aims to 

maximize the flow rate of all processing cores taking into 

account the mentioned limitations. The concept of utility 

function was inspired by economics science and shows the 

degree of satisfaction a consumer or seller of a product at 

his disposal. In the proposed model, a utility function called 

U is defined for each transmitter (k) based on the flow rate 

(x). The purpose of modeling is to maximize the sum of all 

rates of in-chip cores to achieve maximum optimum chip 

performance. The function has been considered as an 

incremental, derivative, and concave function [25]. Figure 5 

shows the steps of modeling operations. 
 

 

Fig. 5. Steps of flow control problem modeling 

Equation 1 has shown that the sum of the flow rates 

through a link cannot be greater than the bandwidth 

capacity of the link. The symbol A is the link traffic 

pattern matrix written by the routing algorithm 

implemented in the target network. 
 

          (1) 
 

Now, to control the flow rate of the cores to maximize 

total flow rates, the following relationships can be written: 
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                                  (4) 
 

To solve the written nonlinear optimization problem, 

Lagrange multipliers can be used to rewrite the problem: 
 

        ∑                                               
 

        ∑        ∑  
  ∑                     
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 ∑        ∑   

    

            

 

 

∑        ∑   ∑   
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     ∑   
 

      

          

   

                                          

 

l : The total cost of links through which the same flow 

passes. (The cost that a core must pay to pass its flow 

through these links [26]). 

According to the dual theory, for any problem, dual 

convex optimization can also be written. The dual form of 

Equation 2 has been written in the following form [27]: 
 

        ∑                      

   

                           

 

     
    

      
 

where 
 

         
 

        
 

    
 

∑          
     ∑   

   

      

                              

 

Considering the concavity and derivability of the utility 

function, the final and global value of the flow rate can be 

obtained from the following equation: 
 

      ∑    
          

{         
   }

   

 ∑  
          

   

 

 

         
                                                                          

 

    
      

     
     

                                                             
 

In this case, it 
 

is the optimal value of the written dual 

function, ( )kx  
 which can also be considered as the 

optimal of the initial function. The gradient projection 

method has been used to solve the dual problem. In this 

method, the value 
  is set in the opposite direction of 

the gradient ( )D  . 
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       ∑   

      

(     )     ]

 

       

 

 in Equation 16 represents the value of the convergence 

hop. This parameter is an important factor in the 

convergence speed of the proposed algorithm. The 

selection of the value of this parameter in the 

implementation is based on the values mentioned in the 

reference [28]. When the sum of the costs of using link l is 

more than the bandwidth of link l, in other words, when 

the value of the relationship 

( )

( ( ))[ ]k l

k K l

x t c






  is 

positive, the link cost will increase in the next hop (line 2 

in the pseudo-code of the proposed algorithm). The 

pseudo-code of the proposed algorithm for the flow 

control problem in the form of an iterative algorithm has 

been shown in Figure7. 

4- Numerical Simulation of the Proposed 

Algorithm 

Implementation of the proposed algorithm on the WiNoC 

with 36 processing cores (four wireless routers (yellow 

nodes) and 32 wireless routers (0 blue nodes)) and 64 links 

(four wireless links (dotted links) and 60 wired links) 

organized in a 6 × 6 mesh structure (Figure 6) have been 

investigated using the CVX tool [29]. The bandwidth of 

wired links at 1 Gbps and wireless channels at 2 Gbps 

have been considered. The traffic pattern generated by the 

cores is uniform. In this pattern, each core can send or 

receive packets from all cores in the network. 

This implementation also shows the flow rate convergence of 

cores to an equilibrium point. The transmitter of each flow 

also prevents congestion in the network by adjusting the rate 

of the transmitted flow, while using the available bandwidth 

of the links more effectively. Figure 8 has shown that the 

proposed algorithm with the step size length           

has converged the flow rates of all cores to the optimum point 

after 60 iterations. Baseline routers equipped with wireless 

antennas can have a higher flow rate at the beginning of 

work. However, after the 30th iteration, the flow rate of the 

desired nodes is also decreased because all packets forward to 

distant destinations must be sent through wireless routers. This 

problem will cause congestion at wireless routers. Therefore, 

the flow rate of cores has decreased significantly compared to 

the initial time. Also, with the step size length          , 

the proposed algorithm can converge the flow rate of cores to 

the final equilibrium point after 91 iterations (Figure 9). The 

flow rates at 50, 100, and 150 iterations for two scenarios are 

shown in the proposed algorithm. 

Figure 10 shows that           the rate of flows 

overlap approximately after the 93rd iteration and remain 

unchanged. While for          , rates are unchanged 

from the 50th iteration. This problem will prove the rapid 

convergence rate of the proposed algorithm (Figure 11).  

Figure 12 shows the network throughput under uniform 

and Bit-Complement traffic patterns. As it can be seen, the 

use of the proposed method has been able to improve the 

operational capacity of the network. Controlling and 

adjusting the flow rate of each core according to the 

capacity of each link can reduce the congestion traffic at 

each link. Hence, congestion in routers is reduced and the 

throughput of the network is increased. 

 

Fig. 6. Network-on-chip with 36 nodes in mesh networks 

Initialization: 
 

1. Initialize Cl of all links. 
2. Set link price vector to zero. 
 

Main loop 

Do Until 
( 1) ( )ax   0t t

k km x x   

 

Link Price Update: 

1) Received rates )(txk from all sources )(lKk  

2) Update price by 

( )

( 1) ( ) ( ( ( )) )l l k l

k K l

t t x t c
  

   





   
 
 
  

  

3) Send )1( tl
 to all sources )(lKk  

 

Rate Adaption: 

 Received link prices from all links )(kLl  

1) Calculate      )(

)(






kLl

llkk At    

2) Adjust rate by 

' 1
( ) ( )

k

k

M

k k k
m

x U
 

 


  
   

3) Send )1( txk to all links. 

Fig. 7. Pseudo code of the proposed algorithm to control the flow rate of 

WiNoC 
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Fig. 8. Core flow rate with uniform hop length of           and 
uniform traffic pattern 

 

Fig. 9. Core flow rate with uniform hop length of           and 
uniform traffic pattern 

 

Fig. 10. The convergence of the rates at the iterations 50, 100, and 150 in 
a uniform, hop-by-hop traffic pattern 

 

Fig. 11. The convergence of the rates at the iterations 50, 100, and 150 

with Bit-Complement traffic pattern and hop length of           

 

Fig. 12. Network throughput in uniform and Bit-Complement traffic 

patterns 

5- Conclusion 

In recent years, the development of the integrated circuit 

industry will promise to increase the number of in-chip 

processing cores. In multicore chips, NoC is an effective 

structure for exchanging data packets among cores. 

However, due to the communication delay between long-

distance cores, congestion is occurring. Therefore, 

providing an interconnection network with less delay and 

power consumption will play a key role in improving the 

performance of multicore systems. 

Using the shared wireless links with higher bandwidth on 

NoCs can reduce the data packet transmission delay. 

However, the wireless routers on these chips are converted 

to hot spots because of increasing the demand for data 

packets forwarding from one area to another through 

wireless links. Therefore, improving the quality of service 

and efficient use of resources in WiNoCs cannot be 

obtained without the presence of mechanisms for flow 

control or congestion control. In this paper, the flow rate 

control mechanism in a wireless NoC is introduced as a 
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utility maximization problem. The solution to this problem 

is done by writing a dual problem of the primary problem 

and using the gradient projection method by considering a 

utility function. Hence, an iterative algorithm is proposed 

to regulate and control the flow rate of cores. The 

simulation results of the proposed algorithm under traffic 

patterns show that the proposed algorithm can regulate the 

flow rate of processing cores and the network throughput 

at an acceptable speed and level. As well, the convergence 

speed of the proposed method under the amount of step 

size is shown in the proposed algorithm. 
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Abstract 
This article introduces the study and realization of the laser barrier alarm system, after the laser is obtained by an 

electronic card, the wireless control system is connected to the control room to announce the application in real time, and 

the laser is used in many applications fields, from industry to medicine, in this article on the basis of Industrial applications 

such as laser barrier. It uses an alarm system to detect and deter intruders. Basic security includes protecting the perimeter 

of a military base or a safety distance in unsafe locations or near a government location. The first stage secures surrounding 

access points such as doors and windows; The second stage consists of internal detection with motion detectors that 

monitor movements, In this article, we adopt the embodiment of a coded laser barrier that is transmitted between two units, 

processes the signal, compares the agreed conditions, and to be high accuracy, we suggest using wavelet transmission to 

process the received signal and find out the frequencies that achieve alarm activation considering that the transmitted signal 

They are pulses, but after analysis with a proposed algorithm, we can separate the unwanted frequencies generated by the 

differential vibrations in order to arrive at a practically efficient system. 

 

 

 

Keywords : Wavelet Transform; Lasers Sources ; Radio Frequency; Laser Coded Barriers; Alarm System. 
 

1- Introduction 

In recent years, warning and protection systems have been 

developed in several fields, similar to the military field, 

where lasers have been used to detect any attempt to 

penetrate the wall of military barracks. In addition to the 

existing technologies in this field, we are working on the 

use of coded lasers, which means that we send very limited 

pulses in frequency and periodic ratio, as well as in the 

number of pulses during a pre-agreed period of time[1]. 

Laser pulses can be obtained through an electronic circuit 

with analog processing, and to eliminate any noise in the 

receiving circuit, we filter the signal using wavelet 

transformation, thanks to which we get high accuracy and 

an effective system that works in real time[2]. 

In addition to activating the alarm, this system can also 

work to send information via radio waves to the control 

room so that the leadership can make decisions at the same 

time[2,3]. 

2- Photovoltaic Barriers 

Photovoltaic barriers are optical or electronic systems 

consisting of a sensor (receiver) and a light source 

(emitter). The light source can be an ordinary lamp, an 

infrared emitter (for example, a pulse), LEDs or a laser 

emitter [2]. 

 

 

 

 

 

 

 

 

 

Fig.1 Photovoltaic barriers 
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3- Laser Barrier Application 

Single barriers consist of a separate interacting transmitter 

and receiver. Reflex barriers and detectors combine sensor 

and light source in a single box. In reflex barriers, the 

emitted light beam is returned by a reflector (prism, 

reflective sheet) to the receiver.. [4] ,Light barriers register 

an interruption in the light beam and convert the 

information. If an object passes through the beam of an 

optoelectronic barrier, the sensor generates a predefined 

electrical output signal. It triggers an alarm. Detectors send 

a very fine infrared beam and react to the reflection of 

light from an object. The maximum detection distance 

depends largely on the reflectance rate, shape, color and 

surface quality of the material[5,6,13]. 

4- System Structure 

The corresponding figure shows the stages of transmitting 

and processing information that determines with high 

accuracy all the electronic circuits on which this project 

depends, as it consists of a laser transmitter encoded 

between two transmitting and receiving units, the 

processing stage, and the activation of the alarm with the 

radio wave communication system. 

 

 
 
 

Fig.2 Configuration of the whole system 

 

 

 

 

 

5- Laser Transmitter Circuit 

The corresponding circuit shows the electronic card 

responsible for producing the laser pulses, with the 

possibility of changing the frequency and the periodic 

ratio[7]. 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
Fig.3 Lasertransmission circuit 

 
Circuit Diagram simulated in Crocodile Technology 607 

has shown in Fig-4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
Fig.4 Simulation results of the laser transmitter circuit 

a . square electric signal , b . pulse signal , 

c . rectangularsignal 
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Applied results of the transmission circuit obtained using 

an oscilloscope 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.5The real results of the laser transmitter circuit 

a . square electric signal, b . pulse signal 

6- Laser Receiver Circuit 

Comparator is one of the most important components of 

analog integrated circuits [14] ,The receiving circuit relies 

on a practical amplifier that compares the voltages E+ and 

E- 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.6 Laser receiving circuit using comparator LM741 

After receiving and processing the laser beam, we get the 

following signal 

 
 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.7 Transmission results by changing the periodic ratio 

 
The signal obtained is either square, rectangular or pulsed, 

depending on the transmission signal, and accordingly, the 

average value can be calculated as follows: 
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duration t1 then 
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The following circuit is to compare the average value of 

the main signal and the reference voltage, to increase the 

accuracy by adding another practical amplifier and some 

electronic components 
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Fig.8 Comparison circuit with two amplifiers LM 741 

VE 5.2   . VV 3.21   . VV 8.22   

So 
21 VEV  for this condition the alarm system in the off state 

because no laser beam cut between the two cards (transmission & 
reception).  

7- Processing Circuit 

The main processing circuit consists of the following 

electronic components 

 

 
 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

Fig.9 Electronic circuit of the project 
 

The corresponding figure represents the printed circuit of 

the project using ExpressPCB software and electronic 

components CMS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.10 The mother card for the project 

 

The following figure shows the real picture of the project 

with the processing circuit and data transmission using 

radio waves. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
 

 

Fig.11 The final electronic card for the project 
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8- Experimental Results 

The figures above show the transmit and receive signal 

with duty cycle approximately 25% & 75% respectively 

         Emission signal 

         Reception signal +/- 12 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.12 Experimental results 

 

9- Analysis of the Reception Signal by 

Wavelet Transformation 

In recent years, it has widely adopted wavelet transform 

(WT) and various signal analysis measures in the TF field, 

and can guarantee the temporal and spectral accuracy in 

the entire frequency range, as WT has been used in many 

applications, such as signal deconvolution, imaging 

processing, noise removal and speed improvement sound 

classification, etc. [8]. Chu and Kim applied the Morlett 

wavelet transform to analyze the effect of noise. 

Wavelets have two important properties: firstly, the 

scaling factor, and secondly, the transformation and the 

relationship between them roughly agrees to the scaling 

process. Compressed waves are used. When high-

bandwidth waves are extended, they correspond to low-

frequency signals [9], in low-bandwidths, they correspond 

to rapidly changing physical signals and magnitudes 

consisting of high frequencies. In contrast to other theories 

such as (Fourier transforms, etc.) used in signal 

processing, waves allow signals to be analyzed in both 

frequency and time domains. There are two types of 

wavelet transfers: continuous and discrete existent 

transports. Both transformations are continuous in time 

(analog), and with their help analog signals can be 

represented [10]. 

10- General Theory of CWT 

In this work, we only touched upon some of the basic 

equations, definitions and concepts of wavelet transform, 

and a more rigorous mathematical treatment of this topic 

can be found in [10,11]. The time continuous wavelet 

transformof f(t) is defined as: 
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dt
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bt
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 
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
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Here 0,,  aRba  and they are dilating and translating 

coefficients, respectively. This multiplication of |a|-1/2is 

for energy normalization purposes so that the transformed 

signal will have the same energy at every scale. The 

analysis function Ψ(t), the so-called mother wavelet has to 

satisfy that it has a zero net area, which suggest that the 

transformation kernel of the wavelet transform is a 

compactly support function[10]. 

 
We can say that a disadvantage of CWT is that the 

representation of the signal is often redundant, because a 

and b are continuous over R (the real number).As the 

original signal can be completely reconstructed by a model 

copy of Wf (b, a). Usually, we try Wf (b, a) in a binary 

network i.e., a = 2-mandb = n2-mm, n∈Z+. Substituting 

the last one into 

 

      )6(............,
*

dtttfbafDWT  






 

 
where Ψm,n(t) = 2-mΨ(2mt-n) is the dilated and translated 

version of the mother wavelet Ψ(t)[10,11]. 
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11- Temporal and Spectral Resolutions in the 

CWT 

Resolutions in the time and frequency domains are critical 

for evaluation of performance of different wavelets. The 

temporal resolution in the time domain    and the spectral 

resolution in the frequency domain    of the CWT can be 

defined as[5]: 
 

  )7.......()()(
222 dttutt   



  

DWT is a mathematical tool for decomposing data in a 

top-down manner. DWT represents a function in terms of 

a rough overall form, and a wide range of details. Despite 

of the requirement and type of function i.e., signals images 

etc. DWT offers sublime methodology and technique for 

representing the amount of detail present.  

 Wavelets perform and offer scale based analysis for a 

given data. A wide range of applications and usage has 

been found for these wavelets including signal processing, 

mathematics and numerical analysis and, for its better 

performance in signals and image processing it is 

considered an alternative to Fast Fourier Transform as 

DWT provide time frequency representation When there is 

a need for processing and analyzing non stationary tool, 

DWT can be used .Study shows that discrete wavelets 

transform have a high performance in speech signal 

processing so far [9,12]. 

Computer-assisted experiment (CAM) is not 

fundamentally different from experimentation as it has 

been traditionally performed using different measuring 

instruments and laboratory equipment, but the integration 

of the new algorithms in the signal processing of the laser 

pulses brings many advantages. The data acquisition 

process can be automated, and the measurement results 

can be easily saved and manipulated by various software 

tools. In addition, the presentation of the results in a 

graphical form is greatly simplified, which facilitates the 

analysis and use of wavelet transform on the obtained 

signal. 

12- Acquisition of Reception Signal with 

Cooledit 

CoolEdit program is used to record electrical signals that 

are proportional to the physical quantities to be processed 

and will be recorded in a one-dimensional matrix at a 

sampling frequency of 64 kHz using a 16 transducer called 

the sampling period. 
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The following design represents how to record the 

electrical signal from the receiving circuit using computer-

assisted experiments. 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 
 

 

 
 

 

Fig.13 Diagram of the proposed method 
 
The signal obtained is considered a non-stationary signal 

and it is also made up of several signals which cannot be 

recorded using the oscilloscope because it is technically 

unable to track and oscillate instantaneous signals of very 

high frequency. Response time, although it is very infinite, 

and also takes a slow motion until it stabilizes, and this is 

called differential vibration. 

The molar figure shows the difference between the signal 

recorded by the cathode oscilloscope and the one recorded 

by Computer-assisted experiment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.14 The results of the transmitter circuit by the oscilloscope 

 

There is no differential vibration 
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Fig.15 Real results of the transmitter circuit by CoolEdit 

 
The fluctuation of laser signals is a very important 

measure. CWT is often applied to detect the singularity 

numerical of a transient signal at each stage of a 

simulation, standard procedures for wavelet computation 

have been used coefficients (in the case of continuous as 

well as discrete wavelet transitions), which are integral 

parts of the MATLAB program. For these results we used 

the CWT function. 
After processing the stored matrix, we get the following 

figure, after applying the wavelet transform with the 

selection of the Haar wavelet algorithm to analyze the 

signal in several levels, where we can know the basic 

frequencies of the received laser signal. 
 

 

Fig.16Simulation results of wavelet transformation 

on the receiving signal at an increased frequency 
 

The following figure shows how to deconstruct the signal 

obtained in the receiving circuit, showing the frequency 

resulting from the differential vibration, which we would 

not have obtained without applying the wavelet theory. 

 

 

 

 

 

 

 

 

 

 

Fig.17 the Haar wavelet transform on the received signal 
 

13- Conclusions 

In this work, we relied on processing the unstable signals 

sent between the transmitter and the receiver, which are 

coded laser pulses that control a sophisticated alarm 

system that can be used in the military field. In order for 

this system to be effective, we decided to analyze the 

received signal by converting waves, which have proven 

successful in several areas. In practice, whenever we can 

decompose the received signal using wavelet 

transformation, the results are perfect. It can be said that 

the transmitted pulses consist of several signals with 

different frequencies, and this leads to the lack of 

dependence on this signal in controlling any of them. The 

system, especially if it requires high accuracy or efficiency 

in performance such as controlling the speed of the DC 

motor or transmitting digital information by wireless 

communication, especially if it is high frequency. On this 

basis, we proposed an algorithm to disassemble and filter 

the received signal in order to have effective and 

satisfactory results.  
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Abstract  
Foreground-background image segmentation has been an important research problem. It is one of the main tasks in the 

field of computer vision whose purpose is detecting variations in image sequences. It provides candidate objects for further 

attentional selection, e.g., in video surveillance. In this paper, we introduce an automatic and efficient Foreground-

background segmentation. The proposed method starts with the detection of visually salient image regions with a saliency 

map that uses Fourier transform and a Gaussian filter.  Then, each point in the maps classifies as salient or non-salient using 

a binary threshold. Next, a hole filling operator is applied for filling holes in the achieved image, and the area-opening 

method is used for removing small objects from the image. For better separation of the foreground and background, dilation 

and erosion operators are also used. Erosion and dilation operators are applied for shrinking and expanding the achieved 

region. Afterward, the foreground and background samples are achieved. Because the number of these data is large, K-

means clustering is used as a sampling technique to restrict computational efforts in the region of interest. K cluster centers 

for each region are set for training of Support Vector Machine (SVM). SVM, as a powerful binary classifier, is used to 

segment the interest area from the background. The proposed method is applied on a benchmark dataset consisting of 1000 

images and experimental results demonstrate the supremacy of the proposed method to some other foreground-background 

segmentation methods in terms of ER, VI, GCE, and PRI. 

 

 

Keywords: Foreground-Background Segmentation; Support vector machine; k-means clustering; saliency map. 
 

1- Introduction 

Image segmentation is one of the most significant image 

processing tasks in image analysis and understanding. The 

main goal of image segmentation is finding objects of 

interest from a given image using image characteristics 

such as color, texture, gray level and, so on. Typically, 

image segmentation methods can be categorized into six 

categories, Edge detection-based methods, Histogram 

thresholding-based methods, Graph-based methods, 

Region-based methods, Statistical model-based methods, 

and Machine learning-based methods [1]. 

Histogram thresholding-based approaches use the 

assumption that adjacent pixels whose value lies within a 

certain range belong to the same class. Because of their 

intuitive properties, simplicity of implementation, and 

computational speed image, these techniques are widely 

used [2-6]. Edge detection-based approaches assume that 

pixel values at the boundary between two regions change 

quickly. There are some edge detectors such as Canny [7], 

Prewitt [8], Sobel [9], and so on. The output of edge 

detectors provides candidates for the region boundaries. 

These algorithms are only suitable for noise-free and 

simple images [10,11]. The region-based approaches 

assume that adjacent pixels in the same region have 

similar visual characteristics [12-15]. By using these 

methods, pixels can be grouped into homogeneous regions 

that might be corresponding to an object. 

In the Graph-based methods, an image is considered a 

weighted graph. Pixels and similarities between them are 

considered as nodes and edges of the graph, respectively. 

In these methods, image segmentation is measured as a 

problem of partitioning this graph into components with 

minimizing a cost function [1]. Graph cuts as one of the 

most important graph-based methods was introduced in 

2001 [16]. 

Statistical model-based methods use a statistical model 

that characterizes pixel values [17, 18]. Machine learning-
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based methods use machine learning techniques for image 

segmentation [19-25]. In the last decade, some 

classification techniques have been successfully used in 

image segmentation. Especially, SVM as a binary 

classifier can be used for this purpose. In 2011, the Fast 

Support Vector Machine (FSVM) as a modified SVM was 

introduced for image segmentation [26]. User-selected 

objects and background pixels are used for training in this 

method. In the same year, Wang et al. applied Fuzzy C-

Means-SVM (FCM-SVM) for color image segmentation 

[27]. In this method, training samples are selected 

randomly from the FCM clustering results. The drawback 

of this method is the number of FCM clusters must be set 

in advance, and the random selection of training samples 

also affects the performance of the final segmentation. 

The saliency-SVM (SSVM) method is a combination of 

visual saliency detection and SVM classification [28]. In 

this method, a trimap of the given image is extracted 

according to the saliency map for estimating the prominent 

locations of the objects. Positive and negative training sets 

are automatically selected for SVM training through 

histogram analysis in trimap. The entire highlighted object 

is segmented using a trained SVM classifier. In 2018, 

Sangale and Kadu introduced a real-time Foreground- 

background segmentation using C-1SVM (Competing 1- 

class Support Vector Machines) technique [29]. The 

method first trains local C-1SVMs at every pixel area. 

Then, it relabels each pixel using learned C-1SVM. In the 

next step, it performs matting along the foreground 

boundary and then it applies global optimization.  

Tang et al. applied SVM for Foreground Segmentation in 

video sequences [30]. They introduced a novel feature 

image and used it in the framework of a support vector 

machine. In 2020, the SVM method is proposed for 

identifying two locust species and instars [31]. They used 

the Grab Cut method and principal component analysis for 

extracting eight features from 73 features of locusts. 

However, the proposed Image segmentation and feature 

extraction of this method are complicated which causes 

difficulty to achieve fully automatic identification. 

In addition to the SVM-based methods, some other 

methods have been introduced in this field. Dhanachandra 

et al. used k-means to segment the foreground area from 

the background. The subtractive clustering method is 

applied to generate the centroid based on the potential 

value of the data points. In this method, partial contrast 

stretching is used for improving the quality of the image 

and the middle filter is applied to improve the segmented 

image [32]. 

In 2021, Chen et al. proposed an improved K-means 

algorithm for underwater image background segmentation. 

The method deals with the problem of improper 

determination of the value of K and minimizes the effect 

of the initial centroid position of the grayscale image 

during the quantification of the gray surface of the 

conventional K-means algorithm [33].  

In recent years, researchers have proposed some deep 

learning methods for the image segmentation. In 2022, 

Yang et al. proposed a generative adversarial deep network 

for foreground and background segmentation. The method 

avoids trivial decompositions by maximizing mutual 

information between generated images and latent variables 

[34]. 

In this paper, we propose a novel and efficient 

foreground-background segmentation.  First, SVM is used 

for segmenting the interest area from the background. 

Then, K-means clustering is applied for selecting the 

training data of SVM. It restricts the computational efforts 

in the region of interest. However, before applying the K-

means algorithm, the first saliency parts are selected using 

a saliency map and some efficient operators.  

The rest of this paper is organized as follows. In Section 2, 

The SVM and K-Means methods are explained in detail. 

Section 3 describes the proposed method. Section 4 

illustrates the experimental results. Finally, the paper is 

concluded in Section 5. 

2- Primary Concepts 

This section provides a detailed description of SVM and 

K-Means methods as the approaches along with the 

proposed method.  

2-1- Support Vector Machine 

SVM was proposed by Vapnik and coworkers [35]. It is a 

supervised learning method that originated from statistical 

learning theory. The main idea behind SVM is the 

separation of the two classes with a hyperplane that 

maximizes the margin between them. Maximizing margin 

results in minimizing structural risk. The basis of 

minimizing structural risk instead of empirical risk is an 

interesting property of SVM [36]. Thus, SVM outperforms 

other methods such as neural networks which are based on 

minimizing empirical risk. Also, its strong generalization 

reduces the influence of the noise. This method also can be 

considered a non-linear classification using the kernel trick. 

The kernel maps their inputs into high-dimensional feature 

spaces implicitly [37].      

Consider the problem of separating the data set of N points 
( ) ( ){ , }i ix y  with the input data ( )i nx R and the 

corresponding target
( ) { 1, 1}iy     . In feature space SVM 

models take the form: 

 

  
( )( ) ( )T if x x b    (1) 
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where b R  is a bias term and (.) : knnR R  is a 

nonlinear function that maps the input space to a high-

dimensional space. The dimension kn is implicitly defined 

that it can be infinite-dimensional. SVM optimization 

problem for the linear separate case is:  

  

2
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( ) ( )

1
min

2

( ( ) ) 1 1,...,

w b

i T iy x b i N
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and for the non-separable case is: 
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(3) 

 

where parameter C is the regularization parameter that 

controls the tradeoff between the complexity of the model 

and the training error that needs to be specified a priori. A 

larger C means assigning a higher penalty to errors. The 

Lagrangian dual problem for the SVM is simply: 
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(4) 

 

where i R  are positive Lagrange multipliers and

( , ) ( ) ( )T
i j i jK x x x x  . Finally, the classification 

problem is solved using quadratic programming packages. 

The new data can be classified as follows: 
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(6) 

 

where sN  is the total number of support vectors. 

2-2- K-Means Clustering Algorithm 

One of the simplest learning algorithms to solve the 

clustering problem is K-Means [38]. It partitions a 

collection of data into k number of disjoint clusters. K-

means is an iterative algorithm that has two steps. In the 

first step, the k centroids are calculated and in the second 

step, each point is taken to the cluster that has the nearest 

centroid from the point. It minimizes the sum of distances 

of each point to its corresponding cluster centroid. The 

algorithm of k-means clustering is as follows: 

 

Initialize the number of clusters k and centers (e.g., 

randomly) 

For each object, 

        Calculate the distance d (e. g. Euclidean distance) to 

each cluster 

        Assign it to the closest cluster 

End  

Recalculate the cluster centers positions 

Repeat the process until it satisfies the terminal conditions 

3- The Proposed Method 

The proposed method starts with the detection of visually 

salient image regions. Saliency detection is the recognition 

of pixels or regions whose state stands out relative to their 

neighbors. It defines what is prominent or noticeable. For 

finding the region of interest in a given image, a saliency 

map is used. Many researchers have proposed different 

algorithms for calculating the saliency map. In this paper, 

the saliency map ( , )SM x y is considered as follows [39]: 

2
1 . ( , )( , ) * [ ]i p x ySM x y g F e  

(7) 

where 
1F 
is the inverse of Fourier Transform, ( , )p x y is 

the phase spectrum of the Fourier transform of a gray level 

image, and g* represents a 2D Gaussian filter. Using a 

small standard deviation, as shown in Fig. 1 (c), we hope 

that the well-defined boundaries of salient objects are 

achieved. Then, the binarization threshold t is applied for 

classifying each point on the maps as salient or non-salient 

(Fig. 1 (d)). 

0  ( , )
( , )

1  ( , )

if SM x y t
T x y

if SM x y t


 


 

(8) 

 

In the next step, the Hole filling algorithm is applied as 

previously suggested by Soille [40]. Hole filling operators 

are found in most photo-editing programs, and they are 

used to fill holes in a given image. Morphologically, a hole 

is defined as a set of pixels in the background that cannot 

be reached by filling in the background from the edge of 

the image. Fig. 1 (e) shows the result after applying the 

filling holes operation.  

The achieved binary image has a small extra spot that 

needs to be removed. The area-opening method is used for 

removing objects in the binary image that are too small. 

By using this method, all connected components with  
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fewer than P pixels are removed from the image. In this 

paper, in all experiments, P is set to 50. The achieved 

image is shown in Fig. 1 (f). 

For better separation of the foreground and background, 

dilation and erosion operators are used. Erosion and 

dilation operators are applied for shrinking and expanding 

the achieved region (the white region in Fig. 1 (f)), 

respectively. Two images are realized in this step, one is 

achieved by applying erosion operator (Fig. 1(g)) and one 

by applying dilation and then negative operation (Fig. 

1(h)).  The data in the white region of the first image (F) 

can be used for foreground samples and the data in the 

white region of the second image (B) can be used for 

background samples. Because the number of these data is 

large, K-means clustering is used as a sampling technique 

to restrict computational efforts in the region of interest. K 

cluster centers for each region are set for the training of 

SVM. It causes reducing the complexity of the SVM 

classifier. In this paper, for each training pixel, six features 

including i, j (spatial features), R, G, B, and SM(i,j) are 

extracted. Finally, all pixels are classified by the trained 

SVM model. 

 

The algorithm for the proposed method is as follows: 

 

Step 1: Calculate the saliency map for each pixel 

Step 2: Classify each point in the maps as salient or non-

salient. 

Step 3: Fill Holes by applying the Hole filling operator. 

Step 4: Remove too small objects with an area-opening 

operator. 

 

Step 5: Identify F and B regions by applying the erosion 

and dilation operators.  

Step 6: Calculate k cluster centers for each region by 

applying K-Means 

Step 7: Train SVM with achieved data. 

Step 8: Classify all pixels by the trained SVM model. 

4- Experimental Results 

In our experiments, images from a benchmark dataset 

proposed by Achanta et al. [41] are used. The dataset 

consists of 1000 images. The results are evaluated in terms 

of PRI, VOI, GCE, and ER. Each of these criteria reveals 

the capability of segmentation methods from a specific 

aspect.  Given a set of n elements 1{ ,..., }nS o o  and two 

partitions of S, 1{ ,..., }rX X X  a partition of S into r 

subsets, and 1{ ,..., }sY Y Y , a partition of S to s subsets, 

the mentioned evaluation metrics are evaluated that 

described briefly as follows: 

I. Probabilistic Rand Index:  

The Probabilistic Rand Index (PRI) is introduced as an 

extension of the Rand Index for evaluating the 

segmentation approaches [42]. PRI is calculated as 

follows: 

,

1
( , ) (1 )(1 )

2

ij ij ij ij

i j

PRI X Y C p C p
n

   
 
 
 

  
(9) 

 

(a) (b) (c) 
(d) 

 

(e) (f) (g) (i) 

Fig. 1: (a) Original image, (b) Gray level image, (c) saliency maps, (d) After applying binarization threshold, (e) 

hole filling operator, (f) area opening operator, (g) erosion operator, (h) dilation operator.  

https://en.wikipedia.org/wiki/Set_%28mathematics%29
https://en.wikipedia.org/wiki/Element_%28mathematics%29
https://en.wikipedia.org/wiki/Partition_of_a_set
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where ijC  is the event that pixels i and j have the same 

label and ijp  is its probability.  

 

II. Variation of Information 

Meila suggested the Variation of Information (VI) which 

measures the amount of information lost and gained in 

changing from one clustering to another [43]. VI is 

considered as follows: 

( , ) ( ) ( ) 2* ( , )VI X Y H X H Y I X Y    (10) 

 

where H and I are the entropy and mutual information 

between two segmentation X and Y, respectively.  

 

III. Segmentation Error Rate  

The segmentation error rate is calculated as: 

 

*100%
a b

ER
n


  

(11) 

where a and b are the number of false-segmented image 

pixels and the number of miss-segmented image pixels, 

respectively.  

 

IV. Global Consistency Error 

The Global Consistency Error (GCE) measures the 

extent to which one segmentation can be viewed as a 

refinement of the other [44]. For a given element iO , 

consider segments that contain iO  in X and Y. These sets 

of pixels are denoted by ( , )iC X O  and ( , )iC Y O , 

respectively. The GCE can be defined as follows: 

 

( , ) ( , ) ( , ) ( , )1
( , ) min  , ,

( , ) ( , )

C X O C Y O C X O C Y Oi i i i
G x y

i in C X O C Y Oi i

 
 
 
 

 

(12) 

In the first experiment, the proposed method was applied 

to six images. The segmentation results are demonstrated 

in Fig. 2. It can be found from Fig. 2 that segmentation 

results are closest to the ground truth segmentation images 

in all cases. For better evaluation, the mentioned criteria 

were calculated and reported in Table 1. 

The proposed method is also compared with other 

segmentation methods. The results for those methods are 

elicited from [28]. The achieved segmented images for 

five images are shown in Fig. 3.  We can see qualitatively 

that the proposed method outperformed the other methods, 

and the segmented images achieved by the proposed 

method are closest to the ground-truth images.  

The methods are also evaluated quantitively in terms of 

ER, VI, GCE and, PRI (Table. 2-5).  The results prove the 

superiority of the proposed method in comparison to other 

methods. Just in some cases, SSVM could lead to better 

results. For example, in image #7, SSVM performs better 

than the proposed method in terms of VI, GCE, and PRI. 

We can also be found visually in Fig. 1 that the result of 

SSVM for this image is better than the proposed method. 

For a better comparison, the quantitative results on the 

whole dataset are reported in Table 6. The numbers are 

average values of ER, GCE, PRI, and VI on the whole 

dataset. As reported in Table 6, the performance of the 

proposed method is superior to other segmentation 

methods in three metrics. But the SSVM and ISVM 

methods outperformed the proposed method in terms of 

VI. Unlike pairwise counting comparison criteria, VI is not 

directly related to the relationships between point pairs. It 

can be said that VI is based on the relationship between a 

point and its cluster in each of the two clusters. Note that 

this is neither a direct advantage nor a disadvantage 

compared to criteria based on the pair counts. 

The proposed method is simple and efficient and the 

results demonstrate its supremacy in terms of ER, VI, 

GCE, and PRI. 

5- Conclusion 

We have developed a novel and efficient foreground-

background segmentation using SVM with the K-means 

clustering method. First, saliency data are automatically 

selected using a saliency map and some efficient and 

simple operators, then K-means is applied as a sampling 

technique to restrict computational efforts in the region of 

interest. Then, the SVM model is trained using achieved 

data. We demonstrated the superiority of the proposed 

approach to some other segmentation methods based on 

the SVM model in terms of ER, VI, GCE, and PRI on a 

benchmark dataset consisting of 1000 images. Although 

the proposed method shows satisfying results in the 

mentioned criteria, it has one drawback. The proposed 

method has two free parameters (K and P) which should 

be allocated with trial and error. In future works, we wish 

to apply a Convolutional Neural Network to learn saliency 

features directly. 
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(a) (b) (c) 

Fig. 2: (a) Original images; b) Segmentation results of the proposed method; c) Ground truth 
segmentations. 
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Table 1:  ER, GCE, PRI and VI of the proposed method for test img1–img6 

Image # VI PRI ER GCE 

1 0.2837 0.9537 2.3694 0.0422 

2 0.1152 0.9848 0.7681 0.0149 

3 0.3679 0.9201 4.1709 0.0554 

4 0.1681 0.9774 1.1419 0.0221 

5 0.1148 0.9858 0.7143 0.0140 

6 0.3232 0.9468 2.7337 0.0510 
 

Table 2:  ER of ISVM, FSVM, FCM-SVM, SSVM (Bai and Wang, 2014) and the proposed method for test img7–img11 

ER ISVM FSVM FCM-SVM SSVM The proposed method 

Image #7 9.5 9.7 24.6 5.3 4.3158 

Image #8 3.9 4.0 4.1 3.4 0.5932 

Image #9 5.7 7.6 7.3 0.2 0.4703 

Image #10 8.2 8.7 11.6 0.4 0.4727 

Image #11 5.9 9.1 5.4 4.7 1.3275 

 
Table 3:  VI of ISVM, FSVM, FCM-SVM, SSVM (Bai and Wang, 2014) and the proposed method for test img7–img11 

VI ISVM FSVM FCM-SVM SSVM The proposed method 

Image #7 0.29 0.31 0.40 0.26 0.4666 

Image #8 0.37 0.36 0.36 0.29 0.0990 

Image #9 0.08 0.13 0.12 0.04 0.0782 

Image #10 0.19 0.20 0.23 0.14 0.0771 

Image #11 0.21 0.24 0.20 0.18 0.1787 

 

Table 4:  GCE of ISVM, FSVM, FCM-SVM, SSVM (Bai and Wang, 2014) and the proposed method for test img7–img11 

GCE ISVM FSVM FCM-SVM SSVM The proposed method 

Image #7 0.07 0.08 0.25 0.02 0.0787 

Image #8 0.04 0.05 0.07 0.03 0.0117 

Image #9 0.26 0.30 0.29 0.01 0.0093 

Image #10 0.20 0.21 0.22 0.02 0.0092 

Image #11 0.07 0.09 0.06 0.03 0.0246 

 

Table 5:  PRI of ISVM, FSVM, FCM-SVM, SSVM (Bai and Wang, 2014) and the proposed method for test img7–img11 

PRI ISVM FSVM FCM-SVM SSVM The proposed method 

Image #7 0.89 0.83 0.76 0.95 0.9174 

Image #8 0.93 0.93 0.94 0.95 0.9882 

Image #9 0.90 0.88 0.85 0.96 0.9906 

Image #10 0.91 0.90 0.89 0.92 0.9906 

Image #11 0.92 0.89 0.91 0.97 0.9738 

 
 

Table 6:  Quantitative results on the whole database 

Image # ER GCE PRI VI 

ISVM 6.13 0.14 0.91 0.26 

FSVM 7.25 0.17 0.88 0.25 

FCM-SVM 8.11 0.22 0.87 0.31 

SSVM 4.26 0.07 0.92 0.21 

The proposed method 3.91 0.05 0.92 0.27 
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 Fig. 3. (a) original images; (b) segmentation results of ISVM (c) FSVM; (d) FCM-SVM; (e) SSVM; (e) the proposed method; (g) 

ground truth segmentations 
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