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Abstract

The significance of an effective satellite attitude control system lies in its ability to ensure that data acquisition by a Low
Earth Orbit (LEO) satellite is of good quality and reliable. In this paper, the design of an adaptive Proportional Integral
Derivative (PID) controller and its modified form (PIDD), which includes an additional derivative component for a
microsatellite y-axis attitude control system (ACS), is presented. Additionally, a Fuzzy Logic Controller (FLC) and its
enhanced version, called Adjustable Gain Enhanced FLC (AGE-FLC), were designed. Models of the amplifier, actuator,
and satellite structure were developed to derive the transfer function of the LEO satellite's yaw-axis attitude dynamics.
Model Reference Adaptive Control (MRAC) based Proportional Integral Derivative (PID), referred to as MRAC-PID and
its modified form, MRAC-PIDD, were designed. The models of the various control systems were developed in MATLAB
and were used to simulate the designed control systems. The simulation results and analysis revealed that the MRAC-PID
controller offered the most efficient performance in terms of fast response and transient time, with a rise time of 1.74
seconds and a settling time of 6.19 seconds. Also, the MRAC-PIDD and AGE-FLC exhibited no overshoot, indicating
efficient performance in terms of stability and smoothness in torque control. All proposed control systems for the LEO
satellite yaw-axis ACS met the performance criteria, except for the PID and FLC controllers, which yielded overshoots of
12% and 21.97%, respectively. Generally, it suffices to say that the introduction of the designed adaptive PID/PIDD
controllers and the AGE-FLC enhanced the system performance.

Keywords: Adaptive PID; Attitude Control System; Fuzzy Logic Controller; LEO Satellite; Yaw-axis.

1- Introduction

Satellite attitude refers to the orientation of a satellite in
space, taking into account various coordinate systems [1].
The importance of satellite attitude control is evident in
various areas, extending beyond communication,
navigation, and earth observation. For example, in a
communication satellite, it ensures that the satellite
antennas are aligned with the Earth or other satellites,
enabling reliable communication. Also, it maintains
optimal signal strength by keeping the antenna pointed in
the correct direction. The satellite's orientation in space is
controlled by satellite attitude control (SAC), which
ensures proper control manoeuvring. However, the flight
attitude of the satellite changes to different degrees during
the on-orbit flight of a satellite because of external
disturbances and gravitational perturbations [2]. These
disturbances acting on the satellite can cause it to shift
over time, and the effect can manifest as angular variations
in pitch, yaw, and roll [3]. Given that a satellite is exposed
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to varying disturbances, maintaining a preset attitude and a
specified attitude is crucial to achieving the desired
function and performance criteria [4]. Hence, for a satellite
to accomplish its tasks, it is crucial to examine its control
subsystem and then select the control technique that
ensures the achievement of attitude adjustment and
stability by improving both transient and dynamic
characteristics, as well as steady-state performance [4].
Since a satellite is subject to various disturbances in orbit,
its attitude and its reliability regarding data acquisition are
largely dependent on the effectiveness of the SAC system.
Consequently, several techniques are presented in previous
studies for accurate satellite operation control. Classical
and linear control schemes such as Proportional Integral
and Derivative (PID) control algorithms, are prevalent
implemented methods. As an example, a PID controller
was used to stabilize the yaw-axis of a microsatellite by
minimizing the Integral Time Absolute Error (ITAE)
criterion in [5]. Similarly, other approaches involving the
use of PID and its enhanced approaches in achieving
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attitude control regarding satellite yaw-axis are well
documented. The PID controller uses three simultaneously
coordinated computational operations to carry out
corrective commands that put the plant or process response
in a new state [6]. In the control of plants or processes in
industries, PID controllers have been the most applied
technique among several other control strategies because
of their design and implementation simplicity [7].

Despite this advantage, the performance of the PID
controller is largely affected by a mismatch in system
parameters [8] and associated overshoot, which has led to
many approaches, including intelligent algorithms, being
used to tune its parameters [9]. Additionally, the PID
controller is classified as a linear control system,
exhibiting poor anti-interference capabilities and a
significant disadvantage in its reliance on manual
parameter adjustments. Therefore, several other control
techniques are being implemented to address the
shortcomings of the classical PID technique.

A Model Reference Adaptive Control-based PID (MRAC-
PID) controller was applied in the yaw-axis stabilization of
a microsatellite to enhance the settling time in [4]. PID and
fuzzy-PID models were used in the SAC system. The PID
offered faster steady-state, though there was certain torque
oscillation, while the fuzzy-PID provided smoother and
improved stability in transient and steady-state
performance response [2]. Portella et al. [10] used four
control moment gyroscopes (CMGs) pyramidal model to
investigate the performance of a circular on-orbit flight
satellite. The four CMGs' pyramidal arrangement employs
either a linear quadratic tracker (LQT) with an integrator
or exponential mapping control (EMC). The results
indicated that the LQT has high settling time due to the
use of only an integral control algorithm without
proportional and derivative schemes. At the same time, the
EMC showed faster but more oscillatory performance. PID,
adaptive PID, and Fuzzy Logic Control (FLC) were
separately compared in a laboratory nanosatellite and its
testing system in [11]. The FLC rather than PID yielded
significant improvement in energy consumption,
convergence time, and robustness following changes in
environmental conditions, which were the performance
criteria, including steady state error (accuracy).
Narkiewicz et al. [12] applied a PID controller whose
gains are selectable for a nanosatellite attitude control and
stabilization system with a generic model. In using
radiation pressure of sum from solar panels with dual-
mode Model Predictive Control (MPC), three-axis
stabilization control of a spacecraft attitude that is under-
actuated with two reaction wheels was achieved in [13].
Using a variable structured PID controller, [14] achieved
attitude control of satellites by integrating a conventional
PID model, trajectory planning, variable structure, and

fault tolerance. The controller was designed to improve the
convergence rate of the system. Enejor et al. [15] carried
out a performance comparison of the PID control system
and Linear Quadratic Regulator (LQR) regarding LEO
satellite on-orbit flight stabilization. The study revealed
that after 500 seconds, the PID was not able to stabilize the
system, contrary to the LQR, which achieved the
specifications for the yaw, roll, and pitch-axis. A genetic
algorithm (GA) optimized fuzzy logic control system was
used for attitude control in a nanosatellite by
DelCastafiedo et al. [16]. Considering the possible modes
along the whole satellite mission, a multi-objective
function cost was to optimize the fuzzy controller. Both
mono and multi-objective optimizations were carried out.
The system performance with mono objective optimization
resulted in output that cannot be applied in practice as a
result of the enormous cost of electrical power. The multi-
objective optimization offered results that permit some
rapid flexibility in changing the controller, including at
low cost.

From the literature, it was observed that the adaptive PID
controller effectively eliminates the oscillatory actions of
PID, which were previously caused by initial overshoot.
Consequently, the convergence time of the PID was
significantly minimized for non-satellite ACS [11]. The
high overshoot effect of a PID causes instability in the
system's performance and impacts the smoothness of the
control process. This underscores the need for a control
system that will eliminate high overshoot in the system to
ensure smooth and improved stability during the on-orbit
flight operation of the satellite. Therefore, taking into
account the advantage of an adaptive PID controller, an
adaptive control system with a modified PID model (called
MRAC-PIDD) and an enhanced FLC algorithm (called
AGE-FLC) was proposed in this paper for the LEO
satellite yaw-axis ACS. The main objective is to enhance
the dynamic response of LEO satellite yaw-axis attitude.
The specific objectives are to determine the dynamic
equations of the components of satellite yaw-axis ACS,
develop control systems based on the algorithms of the
proposed solutions, and evaluate the performance of
different control systems, including the proposed solution,
via simulation tests in MATLAB/Simulink.

2- System Design

The yaw-axis attitude control system is modelled as a
closed-loop control system, as shown in Figure 1. The
system comprises a controller, an amplifier, a Direct
Current (DC) motor, a satellite system, and a feedback
sensor with unity gain. The controller regulates a system's
behaviour by adjusting inputs to achieve the desired output.
Its functions include monitoring the system's state,
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comparing the actual output to the desired input,
calculating the error, and sending a control signal to adjust
the system's input. An amplifier increases the amplitude of
a signal. In a feedback control system, it amplifies
feedback signals to improve system stability and accuracy.
DC motor is an electric motor that converts direct current
electrical energy into mechanical energy. In control system,
it can be used for position control, speed control, or
motion control. In the control system, the feedback sensor
measures physical parameters such as position and
provides feedback to the controller, thus allowing it to
adjust the system's input; and helps detect deviation from
the desired set points.
T, ()

Adaptive Satclhtc )
ControllerF’AmPhﬁerF’DC Motor%»%)—% System 4’

Feedback

Sensor

Fig. 1 Closed Loop Network of Satellite Yaw-axis ACS

A
»n

0 (s)

For the yaw-axis ACS shown in Figure 1, the objective of
the design is to ensure that the yaw-axis attitude or angle is
stabilized by providing a suitable control manoeuvre that
returns and keeps the satellite on its referenced or target
attitude. In the figure, 0.(s) is the reference or target
attitude, while 0o(s) is the actual attitude. Hence, to
achieve stabilization and effective control of yaw-axis
attitude at any instant, 0,(s) = 0,(s). To meet the design
objective, the proposed system is expected to achieve the
following design criteria for a typical LEO satellite system:
overshoot of < 5%, settling time of < 10 seconds, and zero
steady-state error [1],[15].

2-1- Mathematical Modelling

For the closed-loop control system shown in Figure 1, the
closed-loop model for the yaw-axis ACS, neglecting the
controller, consists of the amplifier, DC motor, and
satellite structure components. The mathematical models
of these components, which comprise the amplifier, DC
motor, and satellite structure, are derived subsequently.

2-1-1- Mathematical Model of Amplifier

The dynamic equation of the amplifier with gain k, is
defined in terms of the output voltage by [1]:

V.(5) =K, Vi(s) )

where V7, (s) is the amplifier voltage, K, is the amplifier
gain, and V(s) is the input voltage.

Hence, the open-loop gain of the amplifier can be
expressed by Eq. (2).

_ Ve
“TVe @

2-1-2- Mathematical Model of DC Motor

An armature-controlled DC motor is schematically
represented in Figure 2. In the figure, DC motor is shown

to have armature resistance and inductance R, and L,
respectively, input or armature voltage, V, , armature
current /,, and motor back electromotive force (EMF) of
V;, that make up the electrical component of the motor.

The mechanical components are the motor moment of
inertia J,, damping ratio of the motor B,, and the motor

shaft angular position 8(z).
i, R L,

Application +
V, (t) of KVL V, ()

Electrical Part

Mechanical Part

o(t)
~ Application of
‘ dynamic law of
motion

Fig. 2 Schematic Diagram or Armature Controlled DC Motor

Kirchhoff's voltage law (KVL) and dynamic law of motion
application in the electrical and mechanical parts of the
DC motor results to Eq. (3), Eq. (4), and Eq. (5) as seen in

[17],[18].

V,() =R, (t)+L, dldt() +V, (1) 3)

V, () =K, 0,1 =K, LU0 4
dt

T, =K, (5)

where @, is the motor angular speed and is equal to the
derivation of the motor angular position or displacement,
K, is the motor back EMF constant, 7, is the motor toque,
and K, is the torque constant of the motor. Eq. (5) can
further be expressed by Eq. (6).

1, =5, 500 g 40

= 6
Tt dt todt ©
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By substituting Eq. (4) into Eq. (3), Eq. (5), and Eq. (6),
Eq. (7) and (8) are established.

_ A g oo
V.0 =R, ({®+L, dt K, at (7

2
j 400 5 OO _p @®)
dt dt

Taking the Laplace transform of Eq. (7) and Eq. (8), and
assuming zero initial conditions gives Eq. (9) and Eq. (10).

V. (8) =L,sI,(s) + R,I,(s) + Ks0(s) ©))
J.s%0(s) + B,s0(s) = K1, (s) (10)

By equating Eq. (9) and Eq. (10), the armature current was

eliminated leading to the formulation presented in Eq. (11).

V,(5) - K,36(s) _ J,5°0(s) + B,s6(s)
sL+R, K

an

m

The constants K, and K, are usually given as
K, =K, = Kin most DC motor [1]. Therefore, Eq. (11)

can be expressed in terms of transfer function as the ratio
of the motor angular position to the armature input voltage
as presented in Eq. (12).

b(s) _ K
V,)  slds+B)Ls+R,)TK’]

(12)

2-1-3- Mathematical Model of Satellite System

The load torque (77) due to the torque delivered by the DC
motor (7,,) and the disturbance torque (7;) as shown in
Figure 1 is given by Eq. (13).

=T, +T, (13)

The moment of inertia J of the entire system consists of
the motor moment of inertia J, and the moment of inertia

of the satellite structure or body J, about axis of rotation

at the center of mass [1]. Given the associated vicious
friction B of the satellite structure (i.e. the load) and its
actual angular position 6, (¢) about the yaw-axis, the load

(satellite) torque assuming 7, = 0 is given by Eq. (14):

2
PP S KON NC)
dt dt

(14)

The Laplace transform of Eq. (14) assuming zero initial
condition, is given by Eq. (15).

T, (s) = Js?0,(s) + BsO, (s) 15)

The transfer function describing the satellite’s body
dynamics, specifically the relationship between the actual
angular position or attitude of the yaw-axis and the input
motor torque 7,,(s), is provided in Eq. (16).

0,(s) _ 1
T.(s) s(Js+B)

(16)

Table 1 shows the description of the values of the physical
parameters for amplifier, DC motor, and satellite structure
of Low Earth Satellite (LEO).

Table 1: Parameters of the Yaw-axis ACS [1]

Definition Symbol Value
Amplifier K, 10
Motor a constant K 0.01 Nm/A
Resistance of motor Ra 1Q
Inductance of motor La 0.5H
Damping ratio of motor B, 0.01 Kgm?
Moment of inertia of motor J, 0.1 Nms
Moment of inertia of satellite J 2.5 Kg m?
Damping ratio of satellite B 1.17 Nms

Substituting the values for the parameters in Table 1 into
Eq. (2), Eq. (12), and Eq. (16) yields the numerical
expressions for amplifier transfer function gain, the DC
motor transfer function, and the satellite body transfer
function as presented in Eq. (17), Eq. (18), and Eq. (19),
respectively.

Vo) _ (17)
Vi (s)
0(s) _ 0.01
V.(s) 0055 +0.1055> +0.0101s
0.2

- 18

s* +2.1s* +0.202s {18)
0,6 _ 1 )

T, (s) 2.55° +1.17s

The yaw-axis ACS is represented with a block diagram in
terms of the transfer function of the amplifier, DC motor,
satellite body, and unity gain feedback sensor, assuming
zero torque disturbance, in Figure 3.
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0, Adaptive | | K =10 » 0.2 Ll 1 e"(s),
@ Controller : s*+2.1s7 +0.202s | |2.55% + 1.1s

Fig. 3 Closed Loop Network of Satellite Yaw-axis ACS with Zero
Torque Disturbance

2-2- Design of MRAC Based PIDD Controller

The yaw-axis ACS for LEO satellite is achieved by
designing an MRAC based PIDD controller. In designing
MRAC, many approaches such as Massachusetts Institute
of Technology (MIT) rule, augmented error theory, and
Lyapunov theory can be used. Nevertheless, approach
based on MIT is used in this work. In designing a MRAC,
it is required that the error and cost function be determined
as shown as part of this subsection. Figure 4 is the
proposed MRAC based PIDD controller for yaw-axis
attitude determination.

Reference

0, Error, e
Model @
LEO Satellite
Reference System.
Attitude, 0, u LEO Satellite 0,
—_— D/Controller
System
Update
Law, 0,
Adaptation
Mechanism

Fig. 4 The Proposed MRAC-PIDD Control System for LEO Satellite
Yaw-axis ACS

2-2-1- Update Law Mechanism

The update law or the adjustment mechanism is achieved
from the following mathematical expressions defined as
follows.

In starting the development of the adaptation mechanism
that governs the update law, the deviation (or error) due to
the difference of the plant response €, and the output

0.4 of the reference model is expressed as in Eq. (20).

Error,e=0, -0, (20)

The cost function J_ (6, )is defined in Eq. (21) in terms of

e as;

1,(0,) = %ez @

The cost function is minimized such that 6 can be
sustained in negative gradient direction of J, defined by
Eq. (22).

do oJ

oe
P L 2
. oo, o, 22)

The change in @, is established by Eq. (22) with respect to

time so as the cost function can be minimized to zero.
Also, /0, is regarded as the sensitivity derivative [19].

It shows the error change with respect to the gain, which is
a quantity of positive value for the controller's adaptation
mechanism [20],[21]. A reference model, whose
performance characteristic the satellite positioning system
is to follow, is established next, and this forms the design
objective of the MRAC.

Assuming the system transfer function is defined as
KG,(s) where K is a quantity of unknown value and

G, (s) represents transfer function of the plant. Let an

expression be defined for the reference model as presented
in Eq. (23).

G, (8 =K,G,(s) (23)

where K is a quantity of known value. Eq. (20) can be
redefined resulting to Eq. (24).

E(s) =KG,(s)U(s) - K, G, (s)U, (s) (24)
where KG, (s)U(s) = 6, , U(s) is the control input to the

plant, K,G,(s)U.(s) = 6, and U_,(s) the reference

model input.
Thus, Eq. (25) defines the control law:
U(s)=0, xU _(s) (25)

By substituting Eq. (24) into Eq. (23), a partial derivative
is applied with the resulting expression defined by Eq. (26)

OE(s) K
2, = KG,(9)U.(s) = K—Oem (26)
Equating Eq. (22) and Eq. (26) gives Eq. (27)
do K
¢ = —ye—0_ = —v'ed 27
m ve n = —vel, 27)
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where y' = yK/K, and the update law is represented by
Eq. (27).

2-2-2- Determination of the Reference Model
For an MRAQ, it is usually required to define a reference
model G, (s) . Since the satellite structure is a second-order

model, in this work, the performance of the entire model
of the satellite system is constrained to that of a second-
order reference model dynamic and steady-state that will
meet the stated performance specifications or criteria for
the yaw-axis ACS. Hence, Eq. (28) defines the reference
model:

0)2

Gn(8) = s+ ZCwns + o’ 28)

where w, is the system natural frequency and C is the

system damping ratio. The determination of the values for
these quantities is carried out with Eq. (29).

0,=c ¢ (29)

where O, is the peak percentage overshoot of value 2%.
Solving Eq. (29) gives Eq. (30).

loge(—j - g (30)
I—Cz

This results in { = 0.78. With the value of the damping

ratio determined, the natural frequency of the system is
determined using Eq. (31).

T =— (31)

Thus ®, = 5.13 rads™, Substituting this value into Eq.
(28) gives Eq. (32).

26.32

_ 32
s’ + 8s + 26.32 (32)

G, =

Eq. (32) is the designed referenced model.

2-2-3- Design of PID and PIDD Controllers

Figure 5 shows a simplified structure of PID control
system used to achieve three-term process control.

—>>—> j.e(t)dt —

Y
r(t) @ e(®) K, @ u®,] prant y(H)

L] de® ||
>_>dt

Fig. 5 PID Control System Representation

The mathematical expression of PID controller can be
determined by analyzing Figure 5. Hence, r(¢), e(t), and

u(t) represents the desired input, error and the control
command. Furthermore, K p,Ki,K , are the gains of the

PID controller: proportional gain, integral gain, and
derivative gain. The output y(¢) is related to r(¢) by Eq.

(33).
e(t) = 1(t) — y( (33)

The proportional, integral and derivative computation
carried on the error as it is fed into the PID controller
results to a control action given by Eq. (34).

u(t) =K e(t) + Kij.e(t)dt + K, % 34

Eq. (34) is a PID control variable in time domain. Thus,
the Laplace transform of PID control variable assuming
zero initial condition is given by Eq. (35).

1
U(s) = K E(s) + K;=E(s) + K;sE(s) (35
s
Or in a more simplified form as presented in Eq. (36):
1
C =K, + K- + K (36)
s

where, C(s) = U(s)/E(s) and is the PID controller. The
gains of the PID controller obtained by tuning the



272  Ajagba, Nwawelu, Ekengwu, Asiegbu, Onyeka & Chinaeke-Ogbuka, Adaptive PID and Fuzzy Logic Control for Yaw Attitude in LEO ...

MATLAB/Simulink PID block are [specific gains]. Thus,
the designed PID controller is given by Eq. (37).

0.0215

C(s) = 1.98 + + 1.85s 37)

PID controllers typically introduce overshoot in control
systems, which is addressed by adding an extra D element
in this work. Hence, PIDD is a modified PID controller
with extra D element and it is given by [22]:

Cis) = K, + Kil + Ky s + K8 (38)
S

where C(s) = U(s)/E(s) and is the PID controller. The

gains of the PID controller obtained by tuning the
MATLAB/Simulink PID block are [specific gains].
Therefore, the designed PIDD controller is given by Eq.
(39):

0.0115

C(s) = 1.98 + +1.85s + 1.858>  (39)

2-3- Design of Fuzzy Logic Controller

In designing an FLC, the components involved are
fuzzification, defuzzification, rule base, and interference
mechanism. Decision making is performed by the
interference mechanism. Figure 6 is a block diagram of
fuzzy logic control of satellite yaw-axis ACS.

Fuzzy Logic Controller

Inference
Mechanism

Error, e(t)

Setpoint
Attitude

Actual
Attitude

Control Input | Satellite
System

Fuzzification

Defuzzification

Rule Base

Feedback
Mechanism

Fig. 6 Fuzzy Control System Representation

Fuzzification is performed, which involves transforming a
crisp fuzzy input set into linguistic variables. The input
sets or variables in this case are the error E and the change
in error (AE). Proper scaling factors were used to scale the
error and change in error for the yaw-axis attitude. The
resulting linguistic variables from the fuzzification are
negative big (NB), negative medium, negative small (NS),
zero (Z0), positive small (PS), positive medium (PM), and
positive big (PB). The corresponding fuzzy logic control
rule table is shown in Table 2. For the designed FLC, each

input has 3 membership functions (MFs) while the output

has 5 MFs.
Table 2: Rule Base Table of the FLC
E/AE NE 70 PO
NE NB NM 70
70 NM 70 PM
PO y40] PM PB

The designed FLC was realized using the Mamdani model
in MATLAB/Simulink environment. Centroid was used
for the purpose of defuzzification. The inputs and outputs
were modelled using the triangular MF. The resulting
shapes of the triangular MFs are shown in Figure 7. The
Simulink model for the designed FLC control system is
shown in Figure 8. The output of the developed fuzzy
model was enhanced by an adjustable gain to improve its
performance as in [6]. This is called Adjustable Gain
Enhanced FLC (AGE-FLC).

NE zo PO

0.4

-1 -0.8 -0.6 -0.4 -0.2 0.2 0.4 0.6 o.8 1

me

(@)

NE zo PO

o.8

o.a

0.2

(b)

NB NV zo PM PB

o8

0.6

0.4

0.2

Fig. 7 Triangular MFs: (a) Error (b) Change in Error (c) Output
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Fig. 8 Simulink Model of the Fuzzy Logic Controlled ACS

3- Results and Discussion

3-1- Analysis of the System without Controller

In this scenario, simulation analysis was conducted to
investigate the performance of the microsatellite yaw axis
attitude in the absence of a controller. That is no controller
was introduced as a subsystem in the attitude control
system (ACS) so as to ensure the stabilization of the
satellite yaw angle and tracked the desired yaw-axis
attitude while ensuring that the system performance
criteria that include rapid convergence (that is reaching
steady state as fast as possible, which is defined by the
settling time in second) with little or no cycling (defined in
terms of peak overshoot in percentage) are met. The
resulting step response of the uncompensated satellite
yaw-axis ACS (Sysl) is shown in Figure 9. The numerical
analysis of the step response curve is shown in Table 3.

Table 3: Time Domain Characteristics of System Without Controller

Step Response Parameter Value
Rise time 2.17s
Transient time 22.14 s
Settling time 22.14 s
Peak overshoot 38.66%
Final value 0.89
Steady state error 0.11

1.4

— — —Setpoint
Sys1

Yaw-axis atttitude [deg.]

0 5 10 15 20 25 30 35 40
Time [s]

Fig. 9 Step Response of System without a Controller

Considering the step response shown in Figure 9, the
numerical analysis as shown in Table 3 revealed that in the
absence of a control algorithm, the system has a transient
and steady-state that is characterized by rise time of 2.17
seconds, transient time and settling time 22.14 seconds
respectively, peak overshoot of 38.66%, final value of 0.89
degree, and steady state error of 0.11. As shown in Figure
9, the curve reveals that in the absence of a controller, the
system fails to achieve the desired attitude and suffers
from high instability, which can be attributed to the
magnitude or size of the overshoot. Therefore, there is a
need to design a controller for on-orbit flight performance
improvement in terms of yaw angle stability with
significantly reduced overshoot or zero overshoot.

3-2- Analysis of PID/PIDD Control System

The simulation analysis of the PID and the PIDD
controllers applied to the LEO satellite yaw axis attitude
control system is presented in this section. Figure 10
shows the step response curves of the PID and the PIDD
controllers. Table 4 shows the numerical analysis of the
performance of the control system scenario considered
using PID or PIDD controllers.

Table 4: Time Domain Characteristics of PID/PIDD

Step Response Parameter PID PIDD
Rise time (s) 1.93 4.26
Transient time (s) 7.97 8.34
Settling time (s) 7.97 8.34
Peak overshoot (%) 12.00 0.00
Final value 1.00 1.00
Steady state error 0.00 0.00
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Fig. 10 Step Response of PID/PIDD Control System

Looking at Figure 10 and Table 4, it can be deduced that
the PID control system showed better performance in
terms of rise time and settling time than the PIDD control
system. However, in terms of overshoot (or stability
performance), the PIDD controller outperformed the PID
controller. Though the PID control system showed good
performance in terms of rise time and settling time, it did
not meet all the performance criteria required of the
control system, specifically the overshoot, which is 12%
(i.e. > 5%). On the other hand, the PIDD control system
meets the designed requirement for both settling time and
overshoot: 8.34 seconds (i.e. < 10 seconds) and 0.01% (i.e.
< 5%).

3-3- Analysis of the MRAC-PID/MRAC-PIDD
Control System

The performances of the adaptive PID and the adaptive
PIDD control systems used for the control of the yaw-axis
attitude of the LEO satellite are presented in this
subsection. The step response curves and the table of the
numerical values obtained from the simulation analysis
conducted in MATLAB/Simulink environment with
respect to the designed MRAC-PID and MRAC-PIDD
yaw-axis ACS for LEO satellite are presented in Figure 11
and Table 5.

Table 5: Time Domain Characteristics of MRAC Based Control System

Step Response Parameter | MRAC-PID | MRAC-PIDD
Rise time (s) 1.74 4.28
Transient time (s) 6.19 8.95
Settling time (s) 6.19 8.95
Peak overshoot (%) 3.94 0.00
Final value 1.00 1.00
Steady state error 0.00 0.00

1.2
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Fig. 11 Step response of MRAC-PID/MRAC-PIDD Control System

The step response curves in Figure 11 revealed that the
MRAC-PID still exhibits slight oscillation though the
design or performance criteria was achieved by both
control systems. As shown in Table 5, the MRAC-PID
yielded faster response and better convergence time in
terms of rise time and settling time than the MRAC-PIDD.
However, the MRAC-PIDD showed more smooth and
stable performance than the MRAC-PID, which is an
indication of better control torque during the operation of
the satellite [2].

3-4- Analysis of Fuzzy Logic Control System

The performances of the developed FLC and its enhanced
type (AGE-FLC) are presented in Figure 12 and Table 6.
The simulation curves in Figure 12 reveal the step
response performance of the FLC and the AGE-FLC with
the gain K varied between 0.70 < K < 0.90 for optimal
response efficiency.

1.4

12

FLC
AGE-FLC (K =0.7)
AGE-FLC (K =0.75)
AGE-FLC (K =0.8)
AGE-FLC (K =0.85)
0.6 - AGE-FLC (K=10.9) |]
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Yaw-axis attitude [deg.]
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0.2 r

/
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Time [s]

Fig. 12: Step Response of FLC/AGE-FLC Control System

0



Journal of Information Systems and Telecommunication, Vol.13, No.4, October-December 2025 275

Table 6: Time Domain Characteristics of FLC Based Control System

Step Response Parameter FLC AGIE—FLC AG]_Z-FLC AGE_—F LC AGI_Z-FLC AGF:-FLC
K=0.7) (K =0.75) (K=10.8) (K=10.85) K=10.9)
Rise time (s) 333 4.50 4.23 4.26 3.81 3.64
Transient time (s) 9.52 7.01 8.18 8.32 7.87 7.67
Settling time (s) 9.52 7.01 8.18 8.32 7.87 7.67
Peak overshoot (%) 21.97 1.73 2.51 0.00 4.43 5.23
Final value 1.00 1.00 1.00 1.00 1.00 1.00
Steady state error 0.00 0.00 0.00 0.00 0.00 0.00

As shown in Figure 12 and Table 6, the FLC showed the
best performance in terms of rise time, but give the worst
performance with respect to settling time and overshoot.
Among the AGE-FLCs, it can be seen that all met the
performance criteria stated for the LEO satellite except
when the gain was equal to 0.9. Thus, for optimal
performance using the developed AGE-FLC for the LEO
satellite yaw-axis ACS, the adjustable gain should be
tuned between 0.7 and 0.85. Since stability is of utmost
priority for orbiting satellites in space, the best
performance is offered by AGE-FLC when K = 0.8
because it offers an overshoot of zero. It also offered
smoother and more stable torque control performance [2].
Hence, amongst the AGE-FLCs, the method for K = 0.8
was used for comparison with other control systems
implemented for the LEO satellite yaw-axis ACS.

3-5- Performance Comparison of Control Systems
In this section, the various control schemes implemented

were compared as by the step response of the yaw-axis
attitude in degree shown in Figure 13.

14

Yaw-axis attitude [deg.]

= = =Setpoint
Sys1

PID

PIDD
MRAC-PID
MRAC-PIDD
FLC
AGE-FLC

/] 5 10 15 20 25 30 35 40
Time [s]

Fig. 13 Step response comparison of control systems

Among the control systems, the FLC shows the worst
performance in terms of settling time and overshoot. Also,

of all the control systems, only the PID and the FLC
controllers did not meet the stated performance criteria
considering their overshoots. The MRAC-PID controller
offered the fastest response (in terms of rise time) and
fastest transient time (settling time) compared to other
control strategies. Thus, MRAC-PID provides the shortest
time reach stability compare to other controllers. However,
the MRAC-PID has an overshoot associated with its
response. On the other hand, using the PIDD, MRAC-
PIDD, or the AGE-FLC (K = 0.8) control system revealed
that each of them effectively prevents oscillation or
fluctuation of the control torque, considering the no
overshoot they offered [2]. Hence, by this performance,
the PIDD, MRAC-PIDD, and the AGE-FLC control
systems provided the best performance in smoothness and
stability.

Now, considering the settling times and overshoots of the
PIDD, MRAC-PIDD, and the AGE-FLC with respect to
the performance criteria established, it suffices to say that
AGE-FLC provided the best performance by providing the
fastest transition to stable state (steady-state) with no
fluctuation in torque control handling. Generally, in terms
of overall performance for meeting the stated design or
performance criteria: overshoot of less than or equal to 5%
and settling time of less than or equal to 10 seconds, the
adaptive PID controller outperformed both the
conventional PID and FLC controllers. This agrees with
the experimental observation wherein adaptive PID
offered the most performance compared to conventional
PID and FLC for nanosatellite ACS in [11].

4- Conclusions

In this paper, adaptive controllers (MRAC-PID and
MRAC-PIDD) and AGE-FLC have been developed for
LEO satellite yaw-axis attitude control system (ACS). For
the objective of the study to be achieved, the dynamic
equations describing the yaw-axis attitude of a LEO
satellite were derived. The dynamic equations were then
modelled using Simulink embedded blocks in MATLAB.
Each of the model components shows different features of
Simulink, including transfer function block, gain block,
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PID block, and fuzzy logic block. MRAC-based
PID/PIDD controllers and an AGE-FLC were developed.
The designed control systems were modelled and
simulated in the MATLAB/Simulink environment. The
results from the simulation revealed that the proposed
controllers met the performance specifications of the LEO
satellite yaw-axis ACS, given as overshoot of < 5% and
settling time of < 10 seconds and zero steady-state error.
Notably, the MRAC-PIDD and the AGE-FLC provided
negligible overshoot. This indicated that stabilization was
effectively achieved and both controllers offered
smoothness in control torque during the satellite operation.
Generally, considering the time domain characteristic of
the system response without a controller, it suffices to say
that the introduction of the designed adaptive PID/PIDD
controllers and the AGE-FLC largely enhanced the system
performance by offering settling time less than 10 seconds
and overshoot very much less than 5%. Thus, the proposed
controllers met the design criteria for a typical LEO
satellite system. In future work, it is recommended to
integrate the PID algorithm with the FLC. Other intelligent
control techniques, such as swarm algorithms or machine
learning models, can be implemented with PID to reduce
the settling time further. Other control system scenarios
should be studied regarding the evaluation of the control
systems with disturbance torque.
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Abstract

One of the most critical issues in natural-language understanding is extracting concepts from the text. The concept
expresses essential information from the text. Concept Extraction to the process of extracting and generating keyphrases
that may exist or not in the text. Automatic concept extraction from the Persian news text is a challenging problem due to
the complexity of the Persian language. In this paper, we first review traditional and deep learning-based models in
keyphrase extraction and generation. Then, an automated Persian news concept extraction algorithm is presented, which
exploits encoder-decoder models. Specifically, our proposed models use the output vector of BERT-Base and ParsBERT
language models as a word embedding. The evaluation results have shown that changing the word embedding layer has
improved recall, precision, and F1 measures about 3.15%. Since encoder-decoder models get inputs consecutively, the
training time increases. Also, if the sentence is long, they cannot store much information from the sentences. Therefore, for
the first time, we have used mT5-Base with Transformer architecture, which receives and processes data parallelly. Recall,
precision, and F1 measures used for the concept extraction results of the mT5-Base model are 55.66%, 55.47%, and
55.48%, respectively. The F1 score has increased by 19.8% compared to the previous models. Therefore, this model is
effective for extracting the concept of Persian news texts.

Keywords: Concept Extraction; Deep Learning; Keyphrase; BERT-BASE; ParsBERT; mT5.

algorithms are used. On the other hand, the keyphrase
generation process performs the task of extracting explicit

1- Introduction

Many texts on different topics are published on social
media every day. With the increasing volume of
documents and texts, fast and reliable methods are needed
to extract useful information from this vast amount of
unstructured data. Concept extraction is a tool for
generating and extracting keyphrases from an unstructured
text that provides summary information about the text.
Digital information management uses concepts for
document clustering, information retrieval [1], and text
summarization [2]. The concept consists of Keyphrases
that may be directly present or not in the text [3].
Keyphrases can be single-word or multi-words expressions
that summarize the main semantic meaning of
unstructured text data and are divided into two categories
[4]: absent and present Keyphrases. Unlike present
Keyphrases, absent Keyphrases do not exist in the text and
are implicitly mentioned in the text. In order to identify the
present keyphrase in the text, keyphrase extraction

DX Seyed Gholam Hassan Tabatabaei
tabatabaei@mut.ac.ir

and implicit keyphrases from the text. The concept
extraction is the task to extract and generate keyphrases at
the same time [5].

The Internet provides people’s information and contains a
large amount of textual data. Therefore, it is difficult,
expensive, and time-consuming for humans to extract
concepts from huge documents. Hence, automatic concept
extraction systems are needed [6]. So far, various
automated systems have been designed for generating and
extracting Keyphrases, but Persian concept extraction is
still a challenge. This is for some reasons: First, most of
the algorithms have been presented for the English
language and little research has been done on the Persian
language. Second, the structural complexity of the Persian
language is higher than many languages such as English,
and the other important reason is the existence of
ambiguities in natural languages such as ambiguity in
reference, lexical ambiguity due to polysemy, and
ambiguity in distinguishing subject and object due to
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omission from the sentence. Therefore, other methods are
needed to extract the concepts of Persian texts.

Given the mentioned challenges and the importance of
extracting concept from Persian texts, this paper focuses on
proposing an automated method for extracting concepts from
Persian news texts. The proposed method is based on deep
learning models, leveraging their ability to process large
volumes of text data and capture complex patterns and
semantic relationships. These models enable a more nuanced
understanding of language, making them well-suited for
tasks such as concept extraction and keyphrase generation,
particularly in the context of Persian language processing.

2- Related Work

Concept extraction refers to the extraction and generation
of Keyphrases. It is different from the text summarization
process. Therefore, we review this literature in two parts: 1)
Extracting and generating of keyphrases methods, and 2)
summarization methods.

2-1- Extracting and Generating of Keyphrases

In early works, the text keyword extraction methods often
included three steps: First, some keywords are extracted as
text concept candidates. Second, the extracted concepts are
refined using prior knowledge. As a result, the probability
of reaching higher-level concepts increases, and finally,
keywords are scored based on statistical information or
prior knowledge [7]. Some automated keyword extraction
systems are based on supervised approaches that attempt
to map the sample space into two classes "key semantic
units" and "non-key semantic units". Witten et al. [8]
proposed a simple keyword extraction algorithm (KEA)
that selects candidate keywords by calculating the TF-IDF
(Term Frequency—Inverse Document Frequency) [9] and
obtains the final keywords by the Naive Bayes algorithm.
Zhang et al. [10] extracted Keyword from Chinese
documents using a conditional random fields algorithm. The
conditional random field model performed better than other
machine learning methods such as linear regression and
support vector machine model. Barla et al. [11] extracted
key concepts instead of words for document classification
using naive Bayes model and obtained better results on
news documents compared to TF-IDF keyword model.

Unlike supervised methods, unsupervised methods use
unlabeled data to extract keywords. These can be divided
into the graph-based, statistics-based, and language model-
based methods. Khozani et al. [12] presented a statistical-
based algorithm to extract keywords. In the first step, they
removed the redundant words and weighed the remaining
words with the TF-IDF criterion. Then using the n-gram
method and based on the words’ position, the weight of
the words was updated and the key sentences were
determined. Finally, keywords were extracted from the

selected sentences. The experimental results have shown
that the inference time and accuracy of this method for
extracting keywords are high. Unsupervised statistical
techniques such as KP-MINER [13], RAKE [14], and
YAKE [15] use statistical features of texts to extract
keywords. These methods are more complex due to a large
number of operations. TextRank [16], SingleRank [17],
and their extensions TopicRank [18] and ExpandRank [17]
are graph-based methods that construct graphs to rank
words based on their location in the graph. These
techniques perform poorly in identifying cohesiveness
between different words that constitute a keyword.
Language model-based techniques utilize language model-
derived statistics to extract keywords from the text [19-20].
Doostmohammadi et al. [21] conducted a comprehensive
assessment to compare the performance of supervised and
unsupervised methods in news keyphrase extraction and
generation. Their research showed that 1) contrary to
expectations, KP-Miner is better than the supervised
method, 2) unsupervised approaches based on statistics are
also better than graph-based methods, 3) The use of
machine translation evaluation such as BLEU and
ROUGE provides a more realistic evaluation for the task
of keyphrase extraction and generation, 4) And all the
keyphrase are not explicitly mentioned in the text.
Therefore, generative models are needed to extract the
non-expressed or absent keyphrases.

Recent research underscores the importance of discourse-
level analysis for concept extraction, emphasizing the need
to account for relations spanning sentences. For example,
dependency graphs and discourse relations effectively
capture linguistic structures. Techniques such as Clause
Matching, as highlighted by I-Hung Hsu et al. [22],
leverage dependency arc types to extract cohesive
concepts from multi-sentence texts. This perspective
aligns with the growing use of deep learning models,
which excel in modeling complex semantic relationships
and discourse structures [22].

Ontology-based concept extraction builds on these
methods by integrating domain-specific knowledge to
refine candidate keyphrases and associate terms with
hierarchical structures. Gayathri and Kannan [23]
developed a system for Ayurvedic texts that leverages
domain ontologies, semantic weighting with TF-IDF, and
k-Nearest Neighbors (kNN) classifiers for document
classification, achieving superior results compared to
traditional methods [24].

Deep learning-based methods have outperformed other
machine learning methods in numerous natural language
processing tasks, especially in keyphrases generation. The
idea behind these methods is to learn complex features
directly from data. Yuan et al. [25] adopted the RNN-
based seq2seq architecture with a copy mechanism for
keyphrase generation. This architecture predicts a group of
keyphrases with variable length, which is considered its
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advantage. Swaminathan et al. [26] proposed a CGAN
generative architecture to generate keyphrases from
research articles. Sun et al. [27] designed the
DivGraphPointer architecture by combining traditional
graph-based ranking methods and neural network-based
approaches to generate keyphrases. The CopyRNN
architecture was presented by Meng et al. [28] for
keyphrase generation, consisting of an encoder for
learning the representation of the text and a decoder for
generating keyphrases based on that representation.
Various modifications of the CopyRNN architecture have
been proposed recently. Zhang et al. [29] proposed another
architecture called CopvRNN to manage the repetition of
keywords during generation based on the CopyRNN
architecture. This architecture uses a bidirectional GRU
for encoding and a forward GRU for decoding.
CopyRNN-based architectures consistently predict N
keyphrases for any input text, while in real-world
examples, the number of keyphrases may vary among
different texts and should be determined based on the
document's content. Chen et al. [30] improved the
performance of the generative model using an integrated
model. The integrated model distinguishes the semantic
features of present keyphrases from absent keyphrases.
However, this model is not trained end-to-end and only
uses a bottom shared encoder to implicitly capture the
hidden semantic relationship between absent keyphrase
generation and present keyphrase extraction. The first
research in the field of extracting and generating
keyphrases from Persian news articles was done by
Doostmohammadi et al. [31]. They showed that sequence-
to-sequence deep models not only perform well in
keyphrase generation, but also significantly outperformed
common methods such as Topic Rank, KPMiner, and
KEA in keyphrase extraction.

Glazkova and Morozov [32] investigated fine-tuned
generative models for keyphrase selection in Russian
scientific texts, such as mT5, and mBART. Their
experiments revealed that mBART achieved the best
performance in in-domain evaluations, surpassing baseline
methods across multiple domains such as mathematics,
history, medicine, and linguistics. This study highlighted the
efficacy of generative models for multilingual keyphrase
extraction tasks, particularly in scientific domains. Recently,
large language models (LLMs), such as GPT-4, have
demonstrated impressive performance across various tasks
without requiring fine-tuning. Glazkova et al. [5] also
explored the use of LLMs for keyphrase generation,
specifically for Russian scientific texts. Their result shows,
mBART consistently outperforms LLMs and other
baselines in in-domain evaluations, achieving up to higher
F1 scores in fields like Mathematics and Medicine. Overall,
LLMs can perform well on a variety of tasks without
needing additional fine-tuning for each specific task.
However, the performance of LLMs is highly reliant on the

quality and design of the prompts. A poorly designed
prompt may lead to inaccurate or irrelevant results, limiting
the model's reliability and consistency [33].

Thomas and Vajjala [34] introduced an approach to
separate present keyphrase extraction and absent
keyphrase generation into distinct tasks, focusing on
increasing diversity in absent keyphrase generation
through specialized attention mechanisms. Their findings
demonstrated improved performance across six English
datasets, particularly for absent keyphrase generation tasks,
emphasizing the role of distinct modeling strategies for
present and absent keyphrases.

A recent study by Song et al. [35] explores the use of
prompt-based unsupervised keyphrase extraction by
leveraging large pre-trained language models like T5. The
authors demonstrate that designing effective prompts
significantly impacts performance, with complex prompts
performing better for long documents. However, simple
prompts often suffice for shorter texts. Their experiments
on six benchmark datasets, including Inspec,
SemEval2010, DUC2001, SemEval2017, Nus, and
Krapivin, which are primarily English datasets, reveal that
well-crafted prompts can significantly enhance keyphrase
extraction performance, and automating prompt generation
could further improve efficiency and scalability in real-
world applications [35]. Similarly, Shen and Le [36]
proposed the TAtrans model, which leverages title
attention and sequence order embeddings to enhance
keyphrase generation. The model showed superior
performance across several datasets, including Chinese
abstracts, showcasing the potential of Transformer-based
methods for keyphrase tasks in diverse languages [36].
Most of the work done on keyphrase extraction and
generation has focused on non-Persian texts. Therefore,
in this paper, we focus on concept extraction (keyphrase
generation and extraction) from Persian news texts.
Given the success of language models such as T5 in
various languages, we have, for the first time, employed
the mT5 language model to extract and generate
keyphrases from Persian news texts.

2-2- Summarization

In the present era, alongside progress in scientific and
technological fields, there is a remarkable surge in the
volume of accessible data. Consequently, is beneficial to
have concise information that encapsulates the essence of the
original document while occupying a reduced space.
Although human-generated text summarization offers
advantages such as precision, comprehensiveness, and
coherence, it remains a laborious and costly undertaking [37].
Summarization is the process of compressing the source text
into a brief version, which contains the key information of
the source text. There are two types of summarization:
abstractive and extractive [38]. Extractive methods choose



Journal of Information Systems and Telecommunication, Vol.13, No.4, October-December 2025 281

essential sentences, phrases, or paragraphs from the source
text to form a summary while abstractive summarization
methods use linguistic methods to generate a brief text [38-
39]. The abstractive summarization might contain words that
are not explicitly present in the source text [39]. Most of the
research has been done on extractive summarization.
Recently, researchers have turned to abstractive
summarization. Abstractive summarization is a complex and
challenging task due to the complexities of natural language
text [40]. Abstractive summarization methods are broadly
divided into three categories: 1) structure-based approaches,
2) semantic-based approaches, 3) deep learning-based
approaches. The structure-based approach filters the most
important information from the text using abstract or
cognitive algorithms and includes template-based methods,
tree-based methods, and ontology-based methods. Semantic-
based approaches take text as input and construct a semantic
representation of it. Information item-based methods,
semantic graph-based methods, and multimodal semantic
models use the semantic-based approach [41].

Some abstractive summarization algorithms give more
scores to the summaries with more words in common with
the source text and pay less attention to the semantic
similarity between generated sentences and the source text.
Therefore, Salemi et al. [42-43] presented a deep learning-
based architecture to extract text summaries. This
architecture is a pre-trained encoder-decoder model that has
shown good performance in summarizing Persian text.
Similarly, Shanthakumari et al. [44] used the PEGASUS
model for abstractive summarization, which generates
summaries by capturing key information from the original
text, offering improved coherence and relevance. Their
experiments demonstrated that PEGASUS, a transformer-
based model, excels at generating human-like summaries by
maintaining semantic integrity and reducing redundancy,
addressing some of the common limitations of previous
methods. Furthermore, research [45] into clinical text
summarization highlights PEGASUS's capacity to distill
large textual datasets into concise, coherent summaries,
demonstrating comparable advantages in the medical
domain where context, precision, and relevance are crucial.
Liu et al. [46] proposed a hybrid summarization approach
combining fine-tuned mT5 and large language models like
ChatGPT, specifically evaluated on the LCSTS dataset—a
large-scale Chinese short-text summarization corpus. Their
approach involved using mT5 to generate initial summaries,
which were refined by ChatGPT to enhance fluency and
coherence, achieving high ROUGE scores and addressing
key limitations in traditional models. Notably, T5’s ability
to treat all NLP tasks as a text-to-text problem allows it to
achieve superior performance in both semantic accuracy and
context preservation. This is due to its encoder-decoder
transformer architecture, where the encoder captures context
from the input text and the decoder generates corresponding
outputs, making it particularly effective for tasks like

summarization. Additionally, T5’s self-attention mechanism,
a core feature of the transformer architecture, enables it to
focus on the most relevant parts of the input text, improving
its ability to generate coherent and contextually accurate
summaries. These strengths were leveraged by Liu et al.
[46], where mT5 played a critical role in generating initial
summaries before refinement by ChatGPT.
Encoder-decoder-based models, including the TS5 model,
have demonstrated good performance in  both
summarization and key phrase extraction tasks. Since
encoder-decoder models are specifically designed and fine-
tuned for tasks such as keyphrase extraction or generation,
the aim of this paper is to propose a model based on the
encoder-decoder architecture for extracting and generating
keyphrases from Persian text, specifically news texts. The
main contributions of our paper are: 1) we modify the base
Encoder-Decoder [28] to extract the Persian text concept.
2) Then we change its word embedding layer by using the
BERT-base [47] and ParsBERT [48] language model and
present a modification of it 3) And finally, for the first
time, we use the pre-trained Multilingual T5 (mT5-Base)
model [3] to Persian text concept extraction. Our proposed
models obtained significant results in extracting the
concept of Persian news text.

The rest of this paper is organized as follows: Section 3
describes the proposed method, then the experimental setup
is described in Section 4, and the experimental results are
given in Section 5. Finally, it is concluded in section 6.

3- Proposed Method

The proposed method consists of two phases: pre-
processing and the extension of deep learning-based
language models for concept extraction. Pre-processing
converts the data into a suitable format and making the
process of calculations and extraction of information faster
and simpler. The output of the pre-processing step is fed
into the input of deep learning-based architectures. The
details of each step are as follows:

3-1- Pre-processing

We use the Perkey dataset to evaluate our proposed model.
This dataset has been preprocessed, as described in [21],
and is publicly available. The preprocessing includes
removing sentences containing specific keywords from
Persian web pages and JavaScript code. Since some texts
use different encodings and languages, it is necessary to
unify the text to improve its analysis. For example, two
Arabic letters, "s" and " " are converted into their Persian
equivalents. In addition to the preprocessing performed in
[21], we applied further preprocessing to normalize the
data using the Hazm library. The normalization process,
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carried out with Hazm, consists of seven steps, which are
detailed as follows:

n.on

e Analyzing the ": ", which is a non-vowel letter and its

different spellings, and correcting them.
e Removing the mentioned letter in the first step from
the end of a word (such as modifying 'clug.s' to "lags').

e Removing letters consisting of ' ', ' ;' 'Jand 'O,

from the words.
e Converting Arabic and English numbers into Persian
equivalents.
e Correcting written half-spaces.
e Removing extra spaces and half-spaces used in the text.
e  Correcting two-part words which are incorrect.
After normalization, the Tokenizer, a tool of BERT-Base [37],
is used to split words into tokens. Tokenization recognizes the
boundaries between words in texts and assigns a specific
identifier to each semantic unit. As a result, a dictionary is
created to convert the input text into a sequence of numbers
and identifiers. Deep learning-based models are fed with the
same dimensions. Since, in this paper, the BERT-BASE
language model is used for word embedding, the maximum
length for each token is considered 512.

3-2- The Proposed Concept Extraction Model

In this paper, the models used to extract the concept of news
texts are pre-trained mT5-Base [3] and a modified encoder-
decoder model. The encoder-decoder framework tries to
extract the present keyphrases from the text and predict the
absent keyphrases. On the other hand, with the transfer
learning technique, the knowledge obtained from pre-trained
models can be generalized to solve other tasks. In the
following, the structure of the base models will be explained
first. Then the proposed architectures are described:

3-2-1- Encoder-Decoder Structure

The encoder-decoder model was first introduced in 2014
by Chao. et al. [49] to solve translation problems. The
encoder-decoder architecture [28] consists of two streams:
an encoder path containing RNN blocks to learn
hierarchical features from the input text. If x =
(%1, %5, ..., xp) 1is the input sequence, the hidden
representation vector h = (hy, h,, ..., hy) is obtained by
applying the non-linear function ‘f* on the x at the time
step t and the previous hidden state. Then by applying the
non-linear function q on the hidden representation vector,
the concept vector c is obtained according to Eq. (2):

he = f (xe, hey) (1)
c= q(hl' th""hT) (2)
The second stream also includes RNN blocks, and its
purpose is to convert the concept vector into keyphrases.
Hence, this path is called the decoder. In each time step, the
non-linear function f takes the concept vector, the output of

the previous hidden state, and the predicted word at the time
step t-1 as input and produces the hidden state s;.

Se = f Ve he-1,0) (3)
Then, using the conditional language model, the predicted
word y, is obtained [21, 28].

In general, the encoder-decoder model has worked well in
solving natural language processing problems, especially
the generation of keyphrases, but it also has several
drawbacks: 1) It is difficult to train the model for long
sentences because the information containing the
relationship between words is lost as the sentence length
increases. Therefore, the model's accuracy in generating
the main keyphrases decreases. 2) The vocabulary words
of RNN models consist of a limited number of words (e.g.
30,000 words in [49]). Therefore, some keyphrases may
not be included in these vocabulary words. 3) Most
language models use common methods such as Word2Vec,
Elmo, etc. for embedding words, but these methods do not
accurately capture the relationships between words. On the
other hand, the word embedding layer is the most critical
part of the concept generation algorithm because its output
is used as an input for the encoder-decoder model.
Therefore, the design of a strong and appropriate word
embedding layer is needed.

3-2-2- The Proposed Encoder-decoder Models
Inspired by the work of Meng et al. [28], we developed an
encoder-decoder model utilizing bidirectional LSTM
blocks for concept extraction. The structure of the
proposed model, shown in Fig. 1, incorporates BERT-
BASE or ParsBERT as the embedding layer, along with
attention and copy mechanisms, to enhance performance.
This architecture consists of two primary components: a
contextual embedding layer and a modified encoder-
decoder framework. The encoder processes the input text,
leveraging the contextualized embeddings provided by
BERT-BASE or ParsBERT, while the decoder generates
output sequences. The details of each component are:
Embedding layer: According to Fig. 1, the encoder uses
BERT-BASE or ParsBERT to generate contextual
embeddings for the input text. In fact, we generate word
embedding for textual data using the word embedding layer
of ParsBERT [48] and BERT-BASE [47] models and
propose BERT-BASE+Encoder-Decoder and
ParsBERT+Encoder-Decoder models for the concept
extraction. To use the BERT-BASE word embedding layer,
the process of fine-tuning the model should be done. In this
process, a list of 512 symbols is entered into the network
and a 768-dimensional vector is generated. This vector is
used as the input of the encoder-decoder model.
Embedding from BERT-BASE would be different for the
different occurrences of a word as it generates embedding's
based on the context of the sentence. Other advantages of
the BERT-BASE are: First, unlike other Encoders, the
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BERT-BASE Encoder receives the entire sequence of
words simultaneously. As a result, this is considered a
bidirectional model that can learn the relationship of a
semantic unit with all surrounding units [47]. Second, since
BERT-BASE receives all the words of a text at once, the
Masked Language Model (MLM) technique is used to train
the model. In this technique, some words are randomly
masked during training to increase the model's ability to
learn the concept of the input sentence.

The BERT-BASE model is considered a multilingual
model because it has been trained on 104 different
languages. The extension of the BERT-BASE model for
the Persian language under the name Pars Bert [48] was
presented by Farahani et al. This model has been trained
on Persian documents from various topics (such as science,
novels, and news). Our experiments have shown that
changing the word embedding layer using language
models, especially BERT-Base, has led to improved
evaluation criteria (see Section 5).
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Fig. 1 The general scheme of the proposed Encoder-Decoder models
with BERT-BASE /ParsBERT word embedding layer

Modified encoder-decoder: According to the explanation in
Section 3.2.1 and similar to [28], the proposed architecture
consists of an encoder-decoder for concept extraction, but
we use bidirectional LSTMs instead of RNNs in the encoder.
This is because bidirectional LSTMs, with their gating
mechanisms, are better at capturing long-term dependencies
and mitigating the vanishing gradient problem. These
properties allow the model to effectively learn contextual
relationships in both forward and backward directions,
leading to more accurate concept extraction, especially in
cases of complex or lengthy input texts.

Also, similar to [28], the decoder generates output by
leveraging attention and copy mechanisms, addressing key
challenges in sequence generation. Different words of a
sentence have different importance for generating each output

at each time step [50-52]. Therefore, the attention mechanism
receives the output of the encoder's LSTM blocks and assigns
a different weight to each of them to generate the final output.
On the other hand, the copy mechanism copies certain parts
of the source text exactly in the output. In this way,
important key phrases that may not be present in the LSTM
vocabulary are considered for concept generation.

By blending generative and extractive strategies, the final output
is determined by a soft-switch parameter, pg., , which
dynamically adjusts the balance between generating tokens from
the vocabulary and copying tokens from the input text [28].

3-3- MT5-Base Structure

The pre-trained mT5-Base model is an extension of the
TS5 (Text-To-Text Transfer Transformer) model which is
considered an advanced version of BERT-based models.
The T5 model is built using the transformers architecture, so
its input and output can be text sequences. The transformer
is a sequence-to-sequence model that consists of several
blocks, which are connected as shown in Fig. 2: 1) an
encoder block combined of a multi-head self-attention
module, a position feed-forward network (FFN), residual
connections to prevent gradient vanishing problem, and
batch normalization layers, 2) and a decoder block, which
has additional cross-attention modules between multi-head
self-attention modules and position-based FFNs. The
attention mechanism, as a core block of the transformer, is
well-suited for long-range dependencies modeling, which is
achieved by the adaptive weighting of the features
according to the importance of the input. The main feature
of this model is the use of relative positional embedding
instead of sinusoidal positional embedding [53]. Relative
positional embedding is a method for explicit and effective
encoding of positional information, representing the relative

position of a word in an input sentence as a vector or scalar.
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Fig. 2 The model architecture of The Transformer that was used in the
mT5-Base model [47].
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The use of Transformer blocks has enhanced the ability of
the T5 model to perform multiple NLP tasks, including
summarization, machine translation, question-answering,
and classification [54]. The TS5 model has been trained on
a considerable amount of English texts, it cannot be
generalized to other languages. The mT5-Base model is
presented to solve this problem, which supports 101
different languages [55]. MT5-Base is capable of zero-shot
learning and can be used in NLP tasks, including concept
extraction. In this paper, we use the transfer learning
technique and the pre-trained mT5-Base model to extract
concepts from Persian news texts. For this purpose, we
first convert the news data into text format. Then we load
the mT5-Base model and use the simpleT5 class built on
PyTorch-lightning and Transformers to train our model.

4- Experimental Setup
4-1- Dataset

All of the methods are validated on a subset of the Perkey
dataset which includes 395,645 Persian news articles
collected from 6 websites and news agencies. Each news
article has at least 3 keyphrases and provides
comprehensive information: {title, keyphrases, body,
summary, category, URL} [21]. This dataset is divided into
three  subsets: training (345645 news articles),
validation (2500 news articles), and test (2500 news articles)
portions. The analysis carried out in [21] has shown that
31.44% of all keyphrases are not present in the text of news
articles. Additionally, the number of keyphrases in news
texts varies from 2 to more than 9. All this shows that the
Perkey dataset can provide diverse examples with enough
information to train deep learning models.

4-2- Training

The proposed method is implemented in PyTorch and
evaluated on a computing server with a 3090 GPU. In the
training process, the Negative Log Likelihood Loss
function and Adam optimizer (initial learning rate = 10™*,
gradient clipping=0.1) are used.

4-3- Evaluation criteria

Various criteria were used to evaluate the performance of
the proposed method in text concept extraction. First, three
common criteria, namely Precision, Recall, and F1 score
were used. These criteria are defined in formulas Eq. (4) to
Eq. (6), respectively.

TP

Precision = )
T PHFP
Recall = )
TP+FN
Fl=2x Pprecisionsrecall ©6)

precision+recall
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Where ‘TP’ is the number of true keyphrases, ‘FP’ is the
number of false keyphrases, ‘TN’ is the number of true non-
keyphrases, and ‘FN’ is the number of false non-keyphrases.
Furthermore, the results of traditional models were
examined in terms of ROUGE-1 and ROUGE-2 metrics.
The ROUGE-1 criterion refers to the overlap of unigrams (a
subsequence of n words) between the candidate summary
and the reference summary. While the ROUGE-2 criterion
refers to the overlap of bigrams between the candidate
summary and reference summary. According to the
ROUGE definition, Precision and Recall criteria are
described by formulas Eq. (7) and Eq. (8), respectively.
number_of _overlapping_words

Precision = - 7
total_words_in_system_summary
(®)

number_of_overlapping_words

Precision -
total_words_in_system_summary

5- Experimental Results and Analysis

To confirm the performance of the proposed models in
extracting the concept of Persian news texts, the test
results were analyzed from different perspectives:

5-1- Keyphrase Extraction

Table 1 presents the results of keyword extraction on the
Perkey dataset based on ROUGE-1 and ROUGE-2 criteria
for traditional models. It is observed that the KEA model
performs better than other methods in terms of precision
and recall. In addition, Table 2 shows the quantitative
evaluation results of all methods in extracting the
keyphrases of the test set from the Perkey dataset. As can
be seen, the supervised learning method performs better
than the statistical models and graph-based methods due to
the use of labeled data. Compared to traditional methods,
deep learning-based methods have achieved better results
in extracting keyphrases from Persian texts due to
automatic feature extraction. Therefore, the good
performance of the encoder-decoder model can be seen
from an increase in the F1 score to 43.04%.

Table 1: The performance of traditional models for extracting keywords
on the Perkey dataset

ROUGE-1 ROUGE-2

PrecisionJRecall F1

Method .
Precision| Recall| F1

TF-IDF |36.34% [27.91%29.83% 5.51% [4.78%4.76%

Statistical .
Models [KP-Miner| 39.89% [26.06%(29.12%) 5.52% @4.37%4.47%

YAKE |18.99% 21.81%[18.69% 3.31% W.35%03.40%
Graph- | g1 ot
based | S 120.40% 32.48%23.59% 4.98% 9.96%6.19%
Model an

Sull\'f;gfled Kea |38.14% [29.39%31.39% 6.46% [5.88%5.72%
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Table 2: Comparison of the different keyphrase extraction methods on the
Perkey dataset

Method Dataset |Precision| Recall | F1
TF-IDF Perkey | 17.24% |20.60%|18.77%
Statistical |y p \piner | Perkey | 19.00% |19.48%19.24%
Models
YAKE Perkey | 7.26% | 8.20% | 7.70%

Graph-based

3 0, 0, 0,
Model Single Rank Perkey | 5.32% | 6.71% | 5.94%
Supervised o o o
Model Kea Perkey | 18.37% [22.26%20.13%

Encoder-Decoder
model
Proposed
Deep ParsBERT+Encod | Perkey | 38.70% |65.01% |44.83%
learning- | er-Decoder model
based Proposed BERT-
Models | BASE +Encoder- | Perkey | 39.41% [64.68%|45.32%
Decoder model

mT5-Base

Perkey | 37.24% |62.87%(43.04%

Perkey | 56.79% |58.54%/59.63%

On the other hand, it has been observed that by using the
768-dimensional  concept  vectors obtained from
ParsBERT's model as the input of the proposed Encoder-
Decoder model, all the evaluation criteria were improved
by about two percent. Alongside this, the performance of
the BERT-BASE model is better than the former because
it has been trained on a large corpus of multilingual data.
A high prediction F1 of 45.32% for the proposed BERT-
BASE+Encoder-Decoder model confirms this. Although
the performance of the proposed encoder-decoder models
is superior to other methods, the precision criterion
obtained from these models is significantly lower than the
recall criterion. This means that the number of extracted
incorrect key phrases (FP) is more than the extracted
incorrect non-key phrases (FN). We applied the pre-
trained mT5-Base model to overcome this problem and
achieved a significant improvement (59.63% F1-score)
over the results of the previous models in the keyphrase
extraction task. The mT5-Base model can generate word
vectors more precisely due to the use of parallel
processing and relative position embedding.

5-2- Keyphrase Generation

As mentioned earlier, some keyphrases do not appear in
the input text. Hence, generating absent keyphrases is a
challenging task. It should be noted that traditional
methods cannot generate keyphrases. Therefore, Table 3
only provides the performances of deep learning-based
models for the absent keyphrases prediction task. It can be
seen from Table 3 that the proposed encoder-decoder
models perform better than the base encoder-decoder
architecture [28] in generating absent keyphrases. Also,
the findings show that using the mT5-Base model has led
to the improvement of all metrics. For example, the F1
score has increased by about 25%. This is because the
mT5-Base model is a multilingual model and fine-tuning it

on Persian news texts helps to improve the accuracy of
keyphrase prediction results. It should be noted that deep
learning models must be trained on large amounts of data.
Hence, Fine-tuning the pre-trained model is very useful
when a small training dataset is available.

Table 3: Comparison of the different keyphrase generation models
methods in the Perkey dataset

Method Dataset | Precision| Recall F1
Encoder-Decoder | by oo | 12389 | 34.60% | 17.46%
model
Proposed

Deep  parsBERT+Encoder-| Perkey | 14.84% [42.01% |21.04%
learning-|  pecoder model

based  [proposed BERT-
Models

BASE +Encoder- | Perkey | 15.40% [41.93% [21.52%
Decoder model
mT5-Base Perkey | 44.58% |44.39% |46.86%

5-3- Concept Extraction

The concept of a text includes both absent and present
keyphrases. Table 4 presents the results related to the
overall performance of all deep learning-based methods,
i.e. generating absent keyphrases and extracting present
keyphrases. For the proposed BERT-BASE +Encoder-
Decoder model the Fl-score increased by approximately
3.15%. This shows that using BERT-BASE's language
model for word embedding is effective. Also, as expected,
after the proposed encoder-decoder models, the best
performance belongs to the mT5-Base model. The overall
performance of the proposed models, i.e. BERT+Encoder-
Decoder and ParsBERT+Encoder-Decoder over the entire
dataset are summarized in Tables 5 and 6. It can be seen
from both tables that the proposed Encoder-decoder
models have predicted fewer incorrect keyphrases
compared to the base encoder-decoder. Also, the
keyphrases generated by the mT5-Base model are more
consistent with the true keyphrases.

Table 4: .Comparison of the different Concept Extraction methods in the

Perkey dataset
Method Dataset | Precision| Recall F1
Encoder-Decoder | po v oo | 31.54% | 46.75% | 35.68%
model
Proposed

Deep  [ParsBERT+Encoder- Perkey | 33.24% |49.73% | 37.99%
learning-| Decoder model

based | Proposed BERT-
Models | Bage +Encoder-
Decoder model

mT5-Base

Perkey | 34.23% |50.91% | 38.83%

Perkey | 55.47% |55.66% | 55.48%
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Table 5: The output of the models - Example (1).

News text

o ese cnl oanls cans o ke as
aa ) 4 Ceol (6,505 5 adiylio 5o (e
Jure 50 e L Llols clld bas e )l
@ 655k 4 50 Gala gl ae <oy
wlaielon 3k G G sl Cgeme Jb s cnl
bbb Jlitul 4 axg b a5 el gllloe o
Ol aalsl )3 S5k ol ygdo A 5SS, 5 el
degoze (nl poeiy (6 i Al 4 0d Sl e
peleiects S5k nl slacd > gl sl

True keyphrases

Ol 023288 5 bosens LS5k - Sl Jl s 09325258

Encoder-Decoder

> egp  SShl ek Gl Sl o2 296

decoder model

model e
o 9 lao sl lnl 55280 5 Lo 15050
Proposed BERT- il b el el el
BASE +encoder- Sl Jb omnsl Gk 9 23ly 62

LSl Sl asgerme sl Slotw
Cstdllie (e esp (S sl slaasli

Proposed
ParsBERT+encoder-
decoder model

9 9235 e Olnl O3el 5 b 15050
95795 acgezme . Glnl Sl (525285 928
st (o ragp (Sl slaasly Sl

mT5-Base

RS u’_i.b Oles aSls .@lﬂl Jbw 9ol
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5-4- Title and Summary Extraction

The mT5-based models have a high potential to accurately
learn the relationship between the words of a text due to their
use of the transformer block. The performance of mT5-Base
and mT5-Small models in extracting the title and
summarizing the text is reported in Table 7. The mT5-Base
model has more parameters than mT5-small and is
considered a stronger model. Thus it has a better
performance in summary extraction. In addition, the outputs
of the mT5-Base model for two examples of news texts are
shown in Tables 8 and 9, respectively. The results of Tables
9 and 10 show that the text produced by this model is
conceptually very similar to the true labels (i.e. True Title
and True Summarization). For example, in Table 8, although
the summary text produced by mT5-Base has more
words (i.e. "absSs ols=" and " _Ls s L") than the True summary,

both sentences have the same meaning. The ROUGE score is
low for two sentences that have different words but the same
meaning because it only computes syntactical matches.
Solving this challenge requires the definition of new criteria
to consider the conceptual similarity of texts, which could be
a fascinating issue for future studies.

Table 7: The output of the mT5-based models in extracting the title and
summary in the Perkey dataset

News text

Olrl 05l 5 Lo
ROUGE-1 ROUGE-2
Method . —
Table 6: The output of the models - Example (2). Precision| Recall| F1 |Precision| Recall| F1
4 Cay Sy 0l )18 (o o b pLisSS 02 £ gom mT5- Title - - [285%| - - [12.55%
oS Bl St 5l ey 1M 5 (55135 s 51 small [47] |[summary] - - 33.88% - - [19.17%
0 50 s e e o 20 9y Title | 40.69% [41.76%/41.99%]| 23.63% [24.32%(24.30%
| 5 oale Lol b Iled el s ol ol mT5-Base
2ls she o? Bl SRl 8 geld summary| 38.16% [39.54%39.75%]| 23.34% [24.07%[24.12%

5 2SS Job as ol ol Sae ol adl ol o STie
3975 (oo e L oSS gz 11,8 435S 59, plonil s
Ozl )08 50 ALBIE 55, o))l Bl 6 0 ey o Lol
e S8l Lojdezme 5 2l gige yoa> )3 5 JLSs
LSS gl ols )3 0,8 Laal |y aols )l 3 Lo slops
Al daler s Jl o oLb e g cel

Table 8: The output of the mT5-based models in extracting the title and
summary from example 1

True Title

el sanls cuvs o kel Al

True keyphrases

555 olsz ol JUish lo w5

Sl wax gladad 3 5yea o lllae 2l esa
Jlizal s a4y Gl ol 068 oo el oals 3 5l 55, 5
O IS EE NI R AL

True Summary

Encoder-Decoder
model

S oo JLSs8 gl jad ol JLsgd (e o
‘omdspm yy SRAL L oLl ool Zh (s b,

Proposed BERT-
Base +encoder-
decoder model

s 3eml8 g5 Szl 58 o o
Sl pisSS g pLgSS Lo juazma (g, (S 9]
S ol oy o3k Sleple

mT5-Base
Lesesb» L
(Title) sl Jo
Sy €S Jbpw o Giyea> a5 plllae 2l oo
mT5-

5 olbbes Ll s 0455 o0 el 0l (L3 51 5

Base (summary)
ol 0023l i1 () ol Cea ) Carated

Proposed
ParsBER T+encoder-
decoder model

JLogd gl 08 pLeSS slga ol l JLsgd (o o
olRaL pLisSS gagen pLgS L e g (S gl

Table 9: The output of the mT5-based models in extracting the title and
summary from example 2

True Title ey LSS 08,13 Lo o b pLigSS ol ¢ conny

mT5-Base
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6- Conclusions

In this paper, deep-learning models are used for concept
extraction from Persian news texts. First, a multi-stage
pre-processing technique is applied to modify the Persian
text and normalize the Persian text. Then, BERT-Base
+Encoder-Decoder and  ParsBERT+Encoder-Decoder
models are proposed to extract the concept from news text.
The proposed models utilize the output vector of BERT-
BASE and ParsBERT language models for word
embedding. The experimental results showed that the
performance of the proposed models are significantly
better than previous models. One of the disadvantages of
encoder-decoder-based models is the generation of many
incorrect keyphrases. The pre-trained mT5-Base model
performs well in title extraction and abstractive text
summarization tasks. Therefore, this model was also used
to extract the concept. It was observed that this model has
a significant ability to predict the concept of the text.

In general, compared to traditional methods, deep
learning-based models not only extract the keyphrases of
the text but also generate the missing keyphrases. Future
work on the concept extraction task can also extend this
study to other languages.
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Abstract

Intrusion detection systems (IDS) are security technologies that monitor system activity, network traffic, and settings to
detect potential threats. IDS provide proactive security management, detecting anomalies and ensuring continuous
monitoring. It protects critical assets, such as sensitive data and intellectual property, from unauthorized access or data
breaches, preventing downtime and disruption to business operations. In this paper we present a hybrid model based on
Principal Component Analysis (PCA) and XGBoost algorithms. To show the effectiveness of the proposed system, various
parameters are evaluated on the standard NSL-KDD dataset. First we trained the model using trained dataset and then
evaluate the performance the model using testing dataset. In proposed work the we store the data into two-dimensional
structure then we standardized and take a most significance features of the data then calculate the covariance matrix, after
that calculate the eigenvalues and eigenvectors of the matrix and short in the descending order and using principal
component identify the new features and remove the insignificant features. The proposed model outperforms and produces
97.76% accuracy and 94.51% precision; the recall rate is 93.44% and 93.97% F1-Score, which is much better than the
previous proposed models. This hybrid approach is better to handle the categorical data and able to find the pattern well and
the outcome of the model clearly shows the effectiveness of the proposed system.

Keywords: IDS; DOS; XGBOOST; PCA; HIDS; NIDS.

detect intrusions at all. This kind of proof is frequently
called the "manifestation" of an assault [10][11]. The
intrusion cannot be detected by the system if there is no
manifestation, if the manifestation is incomplete or
unreliable, or if it provides unreliable information [12][13].
An Intrusion Detection System (IDS) is a vital component

1- Introduction

A system that keeps an eye on network traffic for
questionable behavior and sends out notifications when it

finds it is known as an intrusion detection system (IDS) [1].

It is a piece of software that searches a system or network
for malicious activities or policy violations [2][3][33].
Typically, a security information and event management
(SIEM) system is used to gather data centrally or to alert
any harmful activity or violation to an administrator [4][5].
In order to distinguish between hostile behavior and false
alerts, a SIEM system combines outputs from many
sources and applies alarm filtering mechanisms [6][7].

Additionally, intrusion prevention systems keep an eye on
incoming network packets to look for any malicious
activity. If they find any, they immediately send out
warning messages. Finding intrusions seems to be the
straightforward objective of intrusion detection [8][9]. The
work is challenging, however, as intrusion detection
systems only find indications of intrusions, either while or
after they have occurred [34]. In actuality, they do not

DX Chetan Gupta
chetangupta.guptal @gmail.com

of an organization's security infrastructure, monitoring
network traffic and system activities for malicious actions
or policy violations [14][15]. It provides early detection
and response to threats, enhances security posture, and
helps identify vulnerabilities [16]. IDS also support
compliance with regulatory requirements, providing
valuable logs and reports for audits [17]. It aids in incident
investigation and forensic analysis, allowing organizations
to trace the origins of an intrusion [18][19][20] . Figure 1
represent the network based IDS. There are various types
of IDS including host-based, network-based. HIDS, which
offer scalability, early detection, non-intrusion, and wide
coverage. NIDS uses techniques like anomaly detection,
threat categorization, signature-based detection
enhancement, predictive analytics, behavioral analysis,
user profiling, and insider threat identification. Wireless
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Intrusion Detection Systems (WIDS) monitor and analyses
wireless network data to identify unauthorized access,
malicious activity, or policy violations.

Router

Fig. 1 Network Intrusion detection system

IDS improves network and system visibility, identifying
policy violations, and supporting security policies by
detecting and reporting violations [21][22]. It also
encourages the implementation of best practices in
network and system security, fostering a culture of
proactive security management. Overall, IDS is essential
for organizations seeking to enhance their security
measures [23][24].

Contribution: The major contribution of the proposed
hybrid model:

1. In this paper we present a hybrid model which not only
able handled the numerical data but also can handle the
categorical data which gives an extra benefit to use this
model with any real time dataset.

2. The proposed model offer 97.76% accuracy and 94.51%
precision rate that is the remarkable performance as
compared to the other previous approaches.

3. In contrast to previous approaches that required
modifications based upon the dataset's properties, our
proposed method stands out in that we built a model that
enables the use of any real-time dataset without requiring
changes to the algorithm.

4. The suggested method reduces computational cost and
speeds up processing by incorporating PCA to remove
unnecessary and duplicate features while maintaining
crucial variance.

The organizations of the study are as follows: Section 2
gives the concise overview of relevant work and the scope
of improvement in the IDS. Section 3 gives the details on
the problem identification or research gaps. Section 4
highlights the research objectives. Section 5 present the
proposed model and step wise step explanation. In section
6 practical work and results discussion are mentioned to
assess the suggested technique. Finally, Section 7 we

explain the conclusion of the proposed work and the future
enhancement.

2- Literature Survey

Faten Louati et al. [1] presents a novel approach to
intrusion detection systems (IDS) utilizing a multi agent-
based reinforcement learning architecture. The authors
propose a distributed IDS framework where mobile agents
monitor network activities and detect potential security
breaches. This methodology enhances the scalability and
flexibility of IDS, allowing for real-time threat detection
and response across large network environments. The
research demonstrates that mobile agents can significantly
reduce the detection time and resource consumption
compared to traditional IDS models.

Mahdi Soltan et al. [2] research explores the foundational
principles of intrusion detection systems, highlighting the
importance of anomaly detection and misuse detection
techniques. The study underscores the necessity for robust
IDS frameworks that can adapt to evolving cyber threats.
They emphasizes the role of statistical models, expert
systems, and machine learning in enhancing IDS
capabilities, providing a comprehensive review of the
methodologies and technologies that underpin modern IDS
solutions.

Neha gupta [3] this research provides a critical analysis of
the false alarm problem in intrusion detection systems. He
investigates the trade-off between detection accuracy and
false alarm rates, proposing several improvements to
current IDS algorithms. The study highlights the need for
more sophisticated data analysis techniques to distinguish
between benign and malicious activities effectively. He
suggests that integrating contextual information and user
behavior profiling can significantly reduce false positives,
thereby improving the overall efficiency of IDS.

Md. Alamin Talukder [4] examines the challenges and
opportunities in network intrusion detection, focusing on
the application of machine learning techniques. The
authors argue that while machine learning offers
significant potential for enhancing IDS, it also presents
unique challenges such as training data quality, feature
selection, and model interpretability. Their study provides
a thorough evaluation of various machine learning
algorithms and their applicability to different intrusion
detection scenarios, advocating for a hybrid approach that
combines machine learning with traditional detection
methods.

Raghad A. AL-Syouf [5] this study offers a complete
survey of anomaly-based network intrusion detection
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techniques. He categorizes various anomaly detection
methods, detailing their strengths and weaknesses. The
authors highlight the significance of statistical, machine
learning, and data mining techniques in identifying
deviations from normal network behavior. The research
also addresses the challenge of defining normal behavior
in dynamic network environments and proposes solutions
to enhance the adaptability and accuracy of anomaly-based
IDS.

Vipin Kumar [6] the research investigates the use of
principal component analysis (PCA) for enhancing the
performance of intrusion detection systems. He
demonstrates how PCA can effectively reduce the
dimensionality of network data, improving the efficiency
and accuracy of IDS. The study presents a detailed
evaluation of PCA-based IDS models, highlighting their
ability to identify designs and anomalies in large-scale
network traffic. The authors conclude that PCA is a
valuable tool for preprocessing data in IDS, leading to
more robust and scalable intrusion detection solutions.

Mohamed H. Behiry [7] travels the intersection of
machine learning and network intrusion detection,
highlighting both the potential benefits and inherent
challenges. The authors argue that while machine learning
techniques can significantly enhance IDS performance by
automating the detection of complex patterns, they also
introduce issues such as the essential for high-quality
training data and the difficulty of interpreting model
outputs. The study proposes a hybrid approach that
combines machine learning with traditional methods to
balance detection accuracy and operational feasibility.

Shahad Altamimi [8] provides an in-depth review of
various machine learning procedures applied to
interruption detection systems. They evaluate the
performance of techniques such as decision trees, support
vector machines, and neural networks in detecting
different types of network intrusions. The study identifies
key factors influencing the effectiveness of these
algorithms, including feature selection and dataset
characteristics, and highlights the superiority of ensemble
methods in improving detection rates and reducing false
positives.

Nilesh Chothani [9] A thorough examination of deep
learning techniques for network intrusion detection. The
authors concentrate on using PCA and Kernel-Based
Extreme Learning to identify abnormalities and categorize
network traffic. According to the research, deep learning
models perform better than conventional machine learning
methods in terms of accuracy and flexibility against novel
attack patterns, especially when they make use of
hierarchical feature extraction capabilities.

Saadia Ajmal [10] this paper examines current
developments in intrusion detection systems based on
machine learning, with a focus on big data analytics
integration. The advantages of using big data frameworks
to manage the enormous volumes of network traffic data,
which improves the effectiveness and scalability of IDS.
The study also discusses the difficulties in processing data
in real-time and the significance of choosing machine
learning models that are capable of effectively analyzing
and categorizing network events.

3- Problem Identification

Identifying problems in IDS is essential for improving
system mechanism; here are some common challenges and
issues associated with IDS:

a. The accuracy of the system in correctly identifying
true positive instances among all instances is low.
Hence, some irritated instances are classified.

b. The accuracy is limited for effectiveness of the IDS
in a dynamic security landscape.

c. The IDS dataset is unbalanced, which results in
duplicate and useless characteristics. As a result, this
takes time and makes it harder to identify the assault
accurately.

4- Problem Identification

a. To improve accuracy for maintaining and
effectiveness of the IDS in a dynamic security
landscape.

b. To improve precision for correctly identifying true
positive instances among all instances.

Research Questions:
1 When compared to conventional classifiers, will
hybrid PCA-XGBoost model increase intrusion
detection accuracy on the NSL-KDD dataset?

2 Is it possible for XGBoost to better classify attacks
by handling the complicated and unbalanced nature
of network traffic data?

Hypotheses:

1 HI1: Compared to solo models, the PCA-XGBoost
hybrid model provides greater detection accuracy and
Fl-score.

2 H2: PCA improves model training speed and
generalization
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5- Proposed Algorithm

In proposed work we uses a hybrid technique based on
principal component analysis (PCA) and XG-Boost
algorithm, PCA is a unsupervised machine learning
algorithm as shown in Figure 2. This is used to reduce the
dimension of the dataset features and draw a pattern by
reducing the variances. For experimental purpose we use
the NSL-KDD dataset.

Using PCA, First we split the dataset into two part training
data and testing data then we represent the data into two-
dimensional structure then we standardized and take a high
variance features of the data then calculate the covariance
matrix, after that evaluate the eigenvalues and
eigenvectors of the matrix and short in the descending
order and using principal component identify the new
features and remove the insignificant features as shown in
algorithm 1. The equation 1 to equation 8 shows flow of
PCA Algorithm. XGBoost [34] is also a machine learning
algorithm which do the preprocessing of the dataset by
Categorical label encoding and feature scaling by Splitting
the dataset into two part usually training dataset and
testing sets in 70%-30% ratio and then evaluate the model
performance using detection accuracy, precision, recall
and F1-score. Our result clearly shoes the improvement
over past techniques. Algorithm 2 shows the step by step
procedure of XGBoost algorithm. The equation 9 to
equation 14 shows flow of XGBoost Algorithm

Algorithm 1: Principal Component Analysis
Step 1: Given a dataset{(x;,y;)}L; , where x; € RY are
feature vectors and y; € {—1, 1} are labels.
Step 2: Gather and prepare your dataset with features (inputs)
and corresponding target variables (outputs).
Step 3: Principal Component Analysis (PCA), transform a
set of possibly correlated variables (features) into a new set of
orthogonal (uncorrelated) variables.
3.1 Standardization (if necessary):
If the data is not standardized (mean-centered and scaled),
PCA typically begins with: Standardize

X: X e % (1)
Where X is the data matrix, p is the mean vector, and o is the
standard deviation vector across each feature.

3.2 Covariance Matrix Calculation:

Calculate the covariance matrix X of the standardized data X:
3 = =XTX ©)

Where n is the number of data points, and XT denotes the

transpose of X.

3.3 Eigen value Decomposition:

Perform eigenvalue decomposition on the covariance matrix
P

Xv =Av 3)

Where:

v is the eigenvector.

A is the corresponding eigenvalue.

A and v satisfy the equation above.

3.4 Sorting Eigenvalues

Sort the eigenvalues A1, Az, ..., Ag, (Where d is the number of

original features) in descending order and arrange the

corresponding eigenvectors vi, v, ..., Vq accordingly.

3.5 Choosing Principal Components
At highest to lowest, the eigenvectors are sorted according
with their corresponding eigenvalues. According to the
desired degree of dimensionality reduction, the individual
then selects a subset among these eigenvectors to construct
the newly added feature subspace. The elements that
explain the most variation, or have largest eigenvalues, are
often retained.

3.6 Projection onto Principal Components

Project the original data X onto the subspace spanned by the

selected principal components Vi:

Z =XV 4)

Where Z is the matrix of transformed data, where each row
represents a data point projected onto the principal
components.

PCA aims to maximize the variance of the projected data
along the principal components, effectively reducing the
dimensionality while preserving as much variance as
possible.

Step 4: For each iteration t from 1 to T:

Start with an initial prediction

50 = (5)

Where:

yiis the true label of the i-th data point.

571(0 is the predicted label by the ensemble model after t

iterations.

Step 5:

a. Compute the negative gradient of the loss function L with

respect to the current ensemble's predictions:

(J/z 9V

oL
i(t) = t—1
09,7

9
b. Compute the second derivative (if necessary) or other
derivatives needed for the specific loss function and
objectives.
c. Fit a weak learner (decision tree) to the negative gradient

o (t=1)_ A (t— 6
|yi(t D _g,0-D) (6)

9;® with certain weights (such as the learning rate 1).
d. Update the ensemble model:

9 =97 +n.£.() @)
where f;(X;) is the prediction of the t-th tree for the i-th data
point x;.
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Step 6: Regularization
Include a regularization term Q (f;) in the objective function
to control the complexity of the ensemble:

Q) =yT+5A%0, w} @®)
Where y and A are regularization parameters and w; are the
weights associated with the leaves of the j-th tree.
Step 7: Final Prediction
After T iterations, the final prediction for a new data point
XnewlS:

Vnew = ZZ:I n.ft (xnew) ©)

This sum aggregates predictions from all trees in the
ensemble, each weighted by the learning rate 1.

Algorithm 2: XG-boost Algorithm:

Step 1: Problem Definition:
Calculate the loss function and regularized function Q (f;) till
t™ iteration.

!

P
EZZE()‘J,,Q}”) f ZQ(.}FI)

i=1 t=1 (10)
Step 2: Initialized Calculations:

Here we calculate the mean regression value.

'Qfm = initial guess
an
Step 3: Calculate Gradients g; and Hessians h;:
_ Oy, ) L Ol )
it 1) ! 5 A1y
4; @ ) (12)
Step 4: Gain Computation using g;and h;:

i

(Zicr ) (X L‘.h’g’)g
Yierhit A X ghit A

1 L 9)
Gain = — (Licr 99

2| Y A ‘

(13)
Step 5: update predictions:

i =g+ nfie)
(14)
Where f (x:) is the new tree and 1 is the rate of learning.
Step 6: repeat step 3 to step 5 till the final results.
Step 7: Final Calculation: It is the contributions from all
trees:

b = Z filzi)
o (15)

The Figure 2 demonstrates the flow of hybrid PCA and
XGBoost algorithm. First we trained the model using trained
dataset and then evaluate the performance the model using
testing dataset and the outcome of the model shows the

effectiveness of the proposed approach.

By generating new synthetic samples for minority classes
rather than replicating preexisting ones, SMOTE
(Synthetic Minority Oversampling Technique) addresses
class imbalance in the NSL-KDD dataset. By choosing a
minority sample, determining nearest neighbors, and
creating new data points along the lines that link them, it
accomplishes this. This technique optimizes the input data,
lessens over fitting, and improves the model's ability to
recognize uncommon attack types.

These improved characteristics are then used by the ANN
component to efficiently learn intricate non-linear attack
patterns. ACO and ANN work together to improve feature
quality and classification accuracy, which closes the gap
between robust intrusion detection performance and
feature selection efficiency.

{ Select dataset (NSL-KDD) ‘

v

[ Dataset Preprocessing l

!

[ Feature Selection l

A 4 Testing Data

Apply Principal
Component Analysis and
XGBoost Algorithins using
Training model

—

dataset

}

Filtered Attack and Normal

Perform Prediction with test '

Dataset
Attack Node I ’ Normal Node

—hIL Accuracy |

s TT ottt

> ____Precisim |

> : Recall |

L e e e e e e e e

_pll F1 Score |

Fig. 2: Flow Chart of Proposed Methodology

6- Practical Work and Results Discussion

The following measurements are taken using Jupyter
notebook and python 3.11.1 on anaconda navigator.
Precision, recall, F1-Score, and accuracy are computed as
follows when the suggested proposed approach is applied
to concern dataset. The implementation is done using
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python language and the hardware configuration we used
is Intel(R) Core(TM) i3-7020U CPU @ 2.30GHz 2.30
GHz, 8.00 GB RAM, GPU capable of 15-30 TFLOPS for
deep learning. TPU capable of 90 TFLOPS for deep
learning.

6-1- Description of Dataset (NSL-KDD)

A data set called NSL-KDD is proposed to address a few
of the KDD'99 data set's intrinsic issues, which are listed
in [25]. This dataset contains 125,973 records of a network
nodes contains 23 different types of attack and a normal
record [26][27]. Due to the lack of publicly available data
sets for network-based intrusion detection systems, this
updated version of the KDD data set still has some of the
issues raised by McHugh [28] and may not be a perfect
representation of current real networks. Nevertheless, we
think it can still be used as a useful benchmark data set to
assist researchers in comparing various intrusion detection
techniques. Moreover, the NSL-KDD train and test sets
have a respectable amount of records. This benefit
eliminates the requirement to choose a small sample at
random and makes it feasible to conduct the tests on the
whole set at a reasonable cost [29]. As a consequence,
assessment findings from various research projects will be
uniform and equivalent [30][31][32].detected as normal.
False Positives (FP): FPs is usual records inaccurately
detected as anomalies. False Negatives (FN): FNs are the
number of anomaly records inaccurately detected as usual.

6-2- Training of the Model:

import matplotlib.pyplot as plt & Copy ¥ Edit
# Exact data from your screenshot
data = [
[e, "tcp', 'http', 'SF', 8, @, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 8, 0, 0, O, O,
[e, ‘udp’, ‘private’, 'sF', 44, @, 0, @, 0, ©, @, 0, ©, 8, 0, @, 0, 0, @, 0, ©, 0, 0, ©, 0, @,
[0, "tcp’, ‘http', 'SF', 0, @, , 8, 6, 6, 0, 0, 8, 8, 8, 0, 0, 0, 0, 0, 6, 0, 8, 0, 6, 8, O
[e, "tcp’, 'http', 'SF', 0, @, @, 0, 0, 0, 8, 0, 8, 0, 0, 0, 0, 0, 0, 6, 0, 0, 0, 0, 0, 0, @,
[0, "tcp’, 'http', 'SF', @, @, 0, 6, 6, 8, 0, 0, 8, 8, 0, 0, 6, 0, 0, 0, 6, 8, 0, 0, 6, 8, O
1

columns = 1ist(range(43))
df - pd.DataFrame(data, columns-columns)

# Plot and save in HD quality
fig, ax = plt.subplots(figsizes(18, a), dpi-308)
ax.axis('off')
‘table = ax.table(
cellText-df .values,
collabels=df.colunns,
cellloc="center®,
loc="center’
)
table.auto_set_font_size(False)
table.set_fontsize(s)
table.scale(1.2, 1.2)

plt.tight_layout()

plt.savefig("N5L_KDD_Table_HD.png", dpi-300, b’ inches-"tight')
plt.show()

Fig. 3: Load dataset and identify head of IDS dataset

The figure 3 shows the different features of the imported
IDS NSL-KDD dataset out of which 70% data used for the
training of the model and the rest 30% used the check the
performance of the trained model.

Justification for PCA and XGBoost: PCA was used to
streamline datasets while preserving important patterns in
order to handle the significant dimension and overlap in
NSL-KDD features. Because of its flexibility, resilience,
and capacity to capture intricate non-linear correlations,
XGBoost was chosen as the best option for differentiating
between typical and different kinds of attacks. They
produce a more consistent and comprehensible intrusion
detection model by bridging the gap between effective
description of features and excellent detection rate.

1  Data information

ols):
bplots(raus, cols, Figsizes(15, 7), dpl=300) ¥ 1D quality
)
(axes, cols Mst):
5().p10t. ple(axrax, autopcts'S1.1FAX", startanglers9, fontsizes19)

tr{col), foatsizes12)

DIt tight_Layout()
PIt. saveig("NSL_K0O_PiePlots_H0.png", dpi=300)
Pt show()

# Colusws to plo
ple plot(ef, ['class’, ‘protocal type'], 1, 2)

class. peotocal_type

Fig. 4: Pie-Chart of IDS Classes

M wm o @ + »Run B C P Code ~ ]
[11859 rows x 166 columns]
scaled_data.drop((‘class', 'level’], asis=1).alues

= pf(‘class'].values
= n_ df(’class’].values

DK X

components = 20)

pca = PCA(PCA.componts).fit(x)
X_reduced = pca.transform(x)
print(X_reduced)

print(['The original features before PCA: (11859,164)
print('Reduced features after PCA: (x1859,20)

[ -1.218006793e ©2 -4.02536527e:01 3.11678047e ©0© - ©.57079€¢
-©.013000000e ©© -2.92000010e-01 1.50000000e 01 - 1.eee14s
[ 1.12158735e ©2 -4.15563685e:02 7.15927802e ©0© - ©4415645%

-1.81899082e ©1 9.02738915e-01 ©.10457587e ©1 - 1.79254¢
[-1.21006569e ©2 -4.15632351e:02 6.18706624e 00 - ©.50048=
-1.03238605e 01 1.09063448e-01 1.70321315e ©1

The original features before PCA(11859, 164)
Reduced features after PCA(11859, 20)

Fig. 5: PCA Evaluation of IDS dataset

In Figure 5, the feature vector is compute through PCA
algorithm. Feature value computations perform based on
IDS classes characteristics.
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6-3- Performance Matrix Evaluation:

The performance of the model is evaluated using different
standard parameter like accuracy, precision and recall rate.
Table 1 shows the different outcome of the parameter to
test the effectiveness of the presented model.

Actual Value
Predicted Positive Negative
Values Positive TP FP
Negative FN N
Accuracy= (TP+TN) / (TP+TN+FP+FN)
Detection TP / (TP+FN)
Rate=
Recall= FP/(TP+TN)
F1 Score= TP/(TP+FN)

Table 1: Estimation of Precision, Recall, F1-Score and Accuracy on Train
dataset among different models and Proposed Prediction Model

Models Precision Recall F1-Score  Accuracy
Linear SVC [11] 52.71 79.06 63.25 83.43
Gaussian Naive 46.65 90.00 61.45 79.63
Bayes [13]
IDS-XGDbFS [30] 86.64 78.45 78.23 88.65
PCA-Firefly— 93.52 87.57 87.22 92.71
XGBoost [29]
IDS-XGDbFS [31] 91.87 82.14 84.75 84.45
XGBoost-PCA 98.37 98.60 98.48 99.45
(Proposed)
Sample Line Graph
100 ’/‘
— ,/"/
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Fig. 6: Graphical Analysis of Precision among different IDS models
(Train data).

The Figure 6 demonstrates that the suggested model
provides superior precision when compared to other
models in the context of IDS model. The proposed model
perform outperforms by an improvement of 3.92% in
terms of precision.

Sample Line Graph

100

Recall

LSVC [ LR oT KNN
IDS Models

Proposed Model

Fig. 7: Graphical Analysis of Recall among different IDS models (Train).

The figure 7, demonstrates that the suggested model
provides superior recall when compared to other models in
the context of IDS model. The proposed model perform
outperforms by an improvement of 8.6% in terms of recall.

Sample Line Graph

Fl-Score

LsvC GNB LR or KNN
IDS Models

Proposed Madel

Fig. 8: Graphical Analysis of F1-Score among different IDS models
(Train data).

The Figure 8 demonstrates that the suggested model
provides superior F1-Score when compared to other
models in the context of IDS model. The proposed model
perform outperforms by an improvement of 6.33% in
terms of F1-Score.

Sample Line Graph

100.0

F1-Score

L-SVC GNB LR DT KNN
IDS Models

Proposed Model

Fig. 9: Graphical Analysis of Accuracy among different IDS models
(Train data).

The Figure 9 demonstrates that the suggested model
provides superior Accuracy when compared to other
models in the context of IDS model. The proposed model
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perform outperforms by an improvement of 6.33% in
terms of Accuracy.

Table 2: Estimation of Precision, Recall, F1-Score and Accuracy on Test
dataset among different models and Proposed Prediction Model

Models Precision Recall F1-Score  Accuracy
Linear SVC [11] 55.66 78.96 65.29 84.35
Gaussian Naive 46.75 86.20 60.62 79.11
Bayes [13]

IDS-XGbFS [30] 87.25 86.31 88.92 95.2
PCA—Firefly— 87.25 86.31 88.92 95.2
XGBoost [29]

IDS-XGbFS [31] 91.33 85.49 87.20 90.42
XGBoost-PCA 94.51 93.44 93.97 97.76
(Proposed)

Table 2 show the improvement in the Accuracy, precision
and other parameters of the proposed model over previous

models which clearly shows the effectiveness of the model.

For the proposed work k-fold cross-validation is 10-fold is
applied to evaluate performance stability across different
data splits. A 95% confidence interval (CI) can be
calculated for these metrics to measure result consistency
and variation. Also the significant p-values is (p < 0.05).

The capacity of the XGBoost-PCA model to cover a larger
variety of attack patterns results in a modest increase in
false positives while significantly lowering false negatives,
which accounts for the slight drop in precision (0.59%).
Because ignoring an attack (false negative) usually has
more serious repercussions than a false alert (false
positive), this compromise is beneficial in detection of
intrusions.

Therefore, the XGBoost-PCA model shows overall
improved and appropriate outcomes, regardless of the
somewhat lower precision, confirming its effectiveness in
enhancing intrusion detection systems on the NSL-KDD
dataset.

Sample Line Graph

Lsve GNB IR oT KNN
DS Models

Proposed Model

Fig. 10: Graphical Analysis of Precision among different IDS
models (Test data).

As can be seen in the above Figure 10, the suggested
model provides superior precision for IDS when compared
to previous models. When compared to the Decision Tree,
proposed model has a 0.59% decrease in precision.

Sample Line Graph

' . - . i '
L-8ve GNB R oT KNN Proposed Model

IDS Models

Fig. 11: Graphical Analysis of Recall among different IDS models (Test
data).

As can be seen in the above Figure 11, the suggested
model provides superior recall for IDS when compared to
previous models. When compared to the Gaussian Naive
Bayes, proposed model has a 7.24% improvement in recall.

Sample Line Graph
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Fig. 12: Graphical Analysis of F1-Score among different IDS models
(Test data).

As can be seen in the above Figure 12, the suggested
model provides superior F1-Score for IDS when compared
to previous models. When compared to the KNN,
proposed model has a 13.77% improvement in F1-Score.

Sample Line Graph

Lsve GNB LR DT KNN
105 Models

Fig. 13: Graphical Analysis of Accuracy among different IDS
models (Test data).

Proposed Model
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As can be seen in the above Figure 13, the suggested
model provides superior Accuracy for IDS when
compared to previous models. When compared to the
KNN, proposed model has a 4.34% improvement in
Accuracy.

The proposed XG-Boost and PCA shows better results in
terms of accuracy, precision and all other compared
parameter that are evaluated as compared to other Ids
algorithm including Linear SVM [11], Gaussian Naive
Bayes [13], Logistic Regression [12], and KNN [14].
Figure 14 display the validation outcome as shown in
figure 14.

. Result Comparasion
M Precision M Recall & F1-Score M Accuracy

93.42

85.82
84.35 79.11 '

Linear SVC

Gaussian Naive Logistic Regression KNN XGBoost-PCA
Bayes (Proposed)

Fig. 14: Result comparison

This study has significant limitations in spite of its
effectiveness. Particularly, the NSL-KDD dataset—which,
despite its widespread use, does not accurately capture the
intricacies of contemporary network traffic and changing
attack patterns—is utilized to assess the suggested PCA-
XGBoost architecture. Furthermore, low-variance
characteristics that could include important information for
identifying certain uncommon or complex assaults may be
eliminated using PCA, which could affect the detection of
minority classes. Additionally, the architecture depends
on offline batch processing for training, which could need
to be modified for continuous, real-time data streams on
fast networks.  Additionally, the interpretability of
judgments after PCA transformation is still restricted, and
XGBoost hyper parameter adjustment might be
computationally demanding. These restrictions show how
much more effort is required to expand the framework in
large-scale, diverse systems.

7- Conclusions

Machine learning (ML)-based intrusion detection systems
(IDS) have shown potential to revolutionize security by
providing more accurate, adaptive, and scalable solutions.
In this paper we present a hybrid model based on Principal
Component Analysis (PCA) and XGBoost Algorithms.
The proposed model outperforms and produces 97.76%
accuracy, 94.51% precision; recall rate is 93.44% and

93.97% F1-Score. This hybrid approaches is better to
handle the categorical data and able to find the pattern well.
The model outperforms the proposed work in terms of
Decision Tree, Gaussian Naive Bayes, KNN, and Decision
Tree, with an improvement of 3.92% and 0.59%
improvement in precision, 8.60% and 7.24% improvement
in recall, 16.33% and 13.77% in F1-Score, respectively.
The integration of ML into IDS marks a significant step
towards more intelligent and responsive cyber security
frameworks, crucial for defending against the dynamic and
increasingly sophisticated threat landscape of today's
digital world.

Machine learning-based Intrusion Detection Systems (IDS)
have shown promise in improving network security.
However, further research is needed to address challenges
and enhance their effectiveness. Key suggestions include
exploring advanced anomaly detection techniques,
developing automated feature engineering techniques,
handling imbalanced datasets, real-time processing and
scalability, robustness against evasion tactics, explainable
Al, integration with other security systems, standardized
evaluation metrics, privacy-preserving techniques,
adaptive and self-learning systems, and user behavior
analysis. Advanced algorithms like deep learning,
reinforcement learning, and hybrid models can detect zero-
day attacks and novel threats.
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Abstract

The spread and use of emerging technologies have led to a significant transformation in the banking industry and has
created widespread changes in the relationship between customers and banks. These changes have led to avatars, previously
seen in Hollywood movies, entering the banking sector and are now used as useful tools for providing services to bank
customers. Considering the move of Iranian banks towards the adoption of emerging technologies and the willingness of
these banks’ customers to use these technologies, this research outlines the roadmap of avatar technology in six stages of
requirements gathering and analysis, system development, system implementation and coding, testing, deployment and
system operation and maintenance, utilizing the expertise of 11 researchers from private and public banks as well as IT and
information technology specialists in Iran. In addition, at each stage of the roadmap, the focus has been on customer
satisfaction and improving the quality of avatars through human-computer interaction approaches. For this purpose, an
estimated timeline of 37 to 49 weeks has been proposed for the roadmap, which describes the necessary actions for each
stage, along with possible challenges and issues. What is certain is that the implementation and use of avatars in the Iranian
banking industry requires short-term, medium-term, and long-term strategic planning to enable the use of this technology,
according to the proposed strategic roadmap.

Keywords: Avatar; Al; Machin Learning; Roadmap; System Development Life Cycle (SDLC); Human-Computer
Interaction (HCI).

cultural, and infrastructural particularities of domestic
banking [4]. This situation elevates the need for a
structured, bank-ready roadmap that goes beyond Ul
novelty to govern requirements, risks, and organizational
integration [5, 6].

1- Introduction

The rapid diffusion of digital financial technologies has

reshaped value creation and service delivery in banking,
pushing institutions toward conversational, always-on
interfaces. Among these technologies, avatar-based agents
have emerged as a credible vehicle for human-like
interaction, personalization at scale, and operational
efficiency in front-office and self-service channels [1].
Early adopters report gains in customer engagement and
process throughput when avatars are embedded in
well-designed service journeys [2, 3].

Despite global advances, avatar deployments in the Iranian
banking sector remain limited and largely experimental.
Implementations are often interface-centric rather than
life-cycle-centric, with insufficient alignment to regulatory,

X Amir Bahador Morovat
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Prior studies discuss avatars across marketing, virtual
environments, and interface design; however, they seldom
integrate system development methodologies with
user-experience principles for banking contexts. The
literature lacks a comprehensive, stage-based roadmap that
connects requirements engineering, design,
implementation, evaluation, and governance of avatar
systems in banks—particularly under Iranian constraints
(e.g., data governance, language, service norms) [7, 8].
This gap motivates the present research.

This paper contributes a technology roadmap for avatar
implementation in Iranian banking that integrates the
System Development Life Cycle (SDLC) with Human—
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Computer Interaction (HCI). Unlike works centered
primarily on interface aesthetics or isolated pilots, we
articulate bank-grade stages, deliverables, and decision
gates that couple user-centered design with enterprise
concerns (risk, compliance, and scalability). The roadmap
offers actionable guidance for executives and designers
while extending the academic discourse on avatarized
financial services [9, 10].

Accordingly, we address: How can a comprehensive,
user-centered roadmap for avatar technology be designed for
the Iranian banking industry to guide end-to-end development
and deployment? We aim to specify stages, artifacts, and
gates that connect business needs, user requirements, and
technical implementation, ensuring regulatory compliance
and measurable service outcomes [11, 12].

Our methodological stance derives explicitly from
SDLC—to structure complex technology programs—and
HCI—to ensure usability, accessibility, and adoption.
SDLC supplies the staged governance (from requirements
to maintenance), whereas HCI contributes evidence-based
principles for interaction design and evaluation[13]. Their
integration aligns technical feasibility with human factors
throughout the project life cycle.

To enrich analytical rigor in later sections, we propose the
following testable propositions that align with our roadmap:

- P1/H1: Adherence to SDLC gates combined with HCI
evaluation will be positively associated with customer
satisfaction with avatar interactions.

- P2/H2: Organizations that embed user-research insights
into requirements and prototyping will achieve higher
task completion and containment in avatar channels

- P3/H3: Roadmap-guided deployments will show
improved operational efficiency (e.g., shorter handling
times) compared with ad-hoc deployments [2, 9].

In addition to addressing an existing gap in the Iranian
banking literature, this paper uniquely contributes by
presenting an integrated, stage-based roadmap that
systematically combines system development
methodologies with user experience principles for the first
time in this context. The proposed framework offers
actionable, locally relevant guidance for banking executives
and technology implementers while advancing the academic
discourse on technology-enabled service design.

In the subsequent sections of this paper, the research
literature and background of avatar technology in financial
services are discussed first. Next, a detailed framework is
presented integrating the System Development Life Cycle
(SDLC) and principles of Human-Computer Interaction
(HCI) for the systematic development of avatars in Iranian
banking. Each stage of the roadmap is then elaborated with
practical actions, challenges, and user experience
requirements. Following this, the results and analytical
findings are discussed to highlight the practical and
comparative aspects of the proposed approach. The paper
concludes with a summary of innovations and research

achievements, together with a dedicated section offering
detailed recommendations for future research directions.

2- Literature Review and Research Background:
2-1- Research Literature:
2-1-1- Avatars: Concepts, Types, and Uses

The term avatar has been framed across multiple
traditions—from visual stand-ins and embodied agents to
adaptive, context-aware service representatives. [14, 15].
Conceptualizations typically span:
1. visual/representational definitions;
2. contextual/locational accounts across media and
cyberspaces;
3. historical/linguistic roots;
4. marketing and identity framings as replicas or personae;
5. temporal/interactivity considerations distinguishing
synchronous vs. asynchronous mediation [16-18].
Avatars are now documented across industries—gaming,
tourism, education, and public services—gradually
converging on service co-production with humans in digital
channels [19, 20].

2-1-2- Avatars in Financial Services

In banking, avatars serve as frontline conversational agents,
onboarding assistants, and advice companions, mediating
tasks such as KYC prompts, eligibility checks, and product
guidance. Studies note measurable improvements in
engagement, perceived social presence, and guidance
quality when avatar behaviors and scripts reflect user intent
and financial literacy levels [21,22].
Technology-roadmapping work in adjacent sectors likewise
emphasizes staged capability maturation and governance for
safety-critical or regulated environments [23-25].

2-1-3- Iranian Context and Early Implementations

Domestic deployments in Iran—often inspired by media
mascots and public-sector information campaigns—
illustrate  cultural  receptivity to  character-based
communication, yet bank-specific avatar programs are
scarce and typically UX-led rather than
life-cycle-managed [2, 12].

Sectoral surveys highlight infrastructure constraints,
language/voice design, and regulatory alignment as pivotal
to scale-up [6, 26]. Broader work on persuasive and
identity-laden digital characters also signals effects on
trust, attention, and purchase intention—implications that
banking avatars must responsibly harness [27, 28].
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2-1-4- System Development Life Cycle (SDLC)

The SDLC provides a disciplined, stage-based pathway—
requirements, design, implementation, testing, deployment,
maintenance—supported by decision gates and artifacts
that mitigate scope creep and integration risk. Variants
(e.g., Waterfall, Iterative, Agile) can be adapted to
compliance-heavy = banking  environments  where
auditability and change control are essential [29,30]. Prior
roadmapping research underscores the value of capability
staging and traceability of decisions across the program
timeline [46-48]. In our work, SDLC anchors the
technology governance of avatar projects [31, 32].

2-1-5- Human—Computer Interaction (HCI)

HCI contributes principles and methods—user research,
usability  heuristics, accessibility, prototyping, and
empirical evaluation—that ensure avatar systems are
intuitive, inclusive, and trustworthy. Evidence links
HClI-informed design to higher task success, perceived
usefulness, and adoption in information systems [48, 49].
Classic and contemporary HCI sources provide
foundations for evaluation protocols later employed in our
roadmap (e.g., scenario-based testing, think-aloud,
SUS-like metrics) [53].

2-1-6- Integrating SDLC and HCI for Avatar Programs

A gap in the literature is the systematic integration of
SDLC governance with HCI evaluation for avatar
deployments in banking. Existing studies tend to optimize
one dimension at a time (e.g., interaction design) without
codifying life-cycle artifacts (requirements baselines, UX
evidence repositories, acceptance criteria) that carry
through to deployment and maintenance [36-38]. We
address this by mapping HCI activities onto SDLC stages—
ensuring every gate is informed by user evidence and that
design intents persist into production and evolution [39, 40].

2-1-7- Positioning vis-a-vis Prior Studies

Compared with prior works that report pilot-level
experiences or interface prototypes [21,41], our
contribution is a bank-grade roadmap with explicit stage
definitions, artifacts, and evaluation hooks that bind
user-centric evidence to enterprise risk and compliance
controls. This synthesis clarifies where earlier
contributions inform our approach (e.g., social presence
effects, script design) and where we extend the state of
practice (e.g., gate criteria, organizational readiness). This
framing prepares the ground for a subsequent discussion
section where we will compare our results to similar
studies in detail.

2-1-8- Implications for Methodology

The review justifies two design choices in our method: (i)
adopting SDLC to manage complexity, traceability, and
compliance; and (ii) embedding HCI throughout to
safeguard usability and adoption. These choices shape our
research propositions (H1-H3) and the evaluation
checkpoints later used to qualify the roadmap’s
effectiveness in banking settings [31, 26, 42].

2-2- Research Background:

Previous studies have shown that the use of avatars
improves user experience; however, most existing studies
have focused on designing avatars for entertainment or
marketing purposes in general, and few studies have
examined the use of avatars in the banking field.
Ahmadzadeh, Tabataba'ian, and Shahrestani conducted a
study in 2022 to investigate the effect of avatar
characteristics on customer identification and purchase
intention, with the mediating role of customer involvement
in the metaverse. The statistical population of the study
was the millennial generation and those born after that in
the city of Isfahan. Due to the unlimited statistical
population, 384 people were considered according to the
Greggsy and Morgan table. The results of the study
showed that the mental ability, social skills, athletic ability,
artistic/musical ability, and physical attractiveness of the
avatar have a positive and significant effect on customer
identification. Also, customer identification has a positive
and significant effect on customer involvement, customer
involvement on purchase intention, and customer
identification on purchase intention [28].

In a study based on a theoretical framework of avatar
anthropomorphic realism, nonverbal social cues, the eye-
mind hypothesis, and interaction process analysis, Lee et
al. (2025) examined the effect of avatar gaze behaviors on
users' attention allocation and perception. They showed
that both avatar gaze type and interaction type
significantly affected participants' attention allocation.
Natural gaze behavior and task interactions reduced the
general pattern of gaze avoidance observed in previous
studies. This research emphasizes the importance of the
gaze and type of interaction of avatars [39].

In a study conducted by Torabi, Hassangholipour, Yasouri,
and Jafari Zare in 2021, the conceptualization and
presentation of the avatar marketing model in Iran was
discussed. This qualitative research, which is based on the
data-driven technique and the Strauss and Corbin approach,
was conducted through library studies and semi-structured
interviews. The statistical population in this study was
experts who, as full professors or associate professors, had
many years of teaching experience and were familiar with
the new concepts of marketing management and art. The
sampling method was also purposeful snowball sampling.
The findings of this study identify the main characteristics
of avatars in marketing, which are based on two factors:
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behavioral realism and visual realism for consumer
understanding. They then outline the avatar marketing
model with 368 concepts and 38 categories based on six
dimensions: causal conditions, context, intervention, main
phenomenon, strategies, and consequences. The results of
this study indicate that avatars can increase accuracy and
precision in customer contact by simulating human
behavior in marketing using data science and artificial
intelligence, and provide positive and competent
performance in unplanned situations and processes to
promote the marketing of products and services [41].

Lam (2025) examined the ethical implications of using
avatars and virtual reality (VR) in education, focusing on
issues such as privacy, identity representation, psychological
impact, equity of access, and cyberbullying. This paper
proposes stronger and more comprehensive ethical guidelines
by integrating Confucian ethics with contemporary ethical
frameworks, including epistemology, utilitarianism, and
virtue ethics. The holistic approach of Confucian ethics
ensures respect for students' identities, mental well-being,
and equitable learning opportunities. Ultimately, fostering
a culture of virtue, respect, and inclusion can lead to a
more ethical and harmonious educational landscape
through the responsible use of educational technology.
Finally, legal and regulatory approaches to overcome
existing challenges are reviewed and examined [40].

In 2024, Bing Hu presented an avatar-based framework for
integrated customer identification in banking systems using
artificial intelligence and generative graph neural networks.
Hu believes that models enhance existing data sets and
ensure the completeness and accuracy of customer profiles,
so in his proposed model, neural networks are used to
simultaneously model complex relationships and
interactions in  customer data, capture complex
dependencies, and increase the accuracy of customer
identification. The researcher states that the proposed
framework offers significant benefits, including improved
regulatory compliance, increased operational efficiency, and
superior customer experience. The research also notes that
by providing a unified view of customer data, financial
institutions can better detect and prevent fraudulent activities,
meet stringent regulatory requirements, and provide
personalized services. Government regulatory departments
can more effectively manage public funds and ensure
transparency. Third-party service providers can use customer
profiles to better provide services and manage risk [12].

In 2024, Silva and Campos, relying on the TCCM
framework, conducted a systematic literature review of
research conducted on avatars in reputable journals
between 2005 and 2022. This study examines the
historical development of the avatar topic, both
theoretically and methodologically, examines the key
factors involved in avatar marketing strategy, and
considers the reasons for studying and using avatar
marketing. Finally, an attempt has been made to develop

an integrated conceptual framework, a conceptual range of
avatar marketing concepts, and to help provide a unified
concept for avatar marketing [43].

Miao et al, in 2022 addressed the emerging theory of
avatar marketing in a study. In this study, the conceptual
and key elements of the term avatar are identified and
critically evaluated, and a definition and typology of
avatar design elements are presented. The alignment of
avatar form realism and behavioral realism among
different possible cases, and the effectiveness of avatars,
are also examined. Finally, the researchers present an
emerging theory of avatar marketing by triangulating
insights from the essential elements of avatars, a
combination of existing research and business practices.
This proposed framework considers key theoretical insights,
research propositions, and important managerial concepts
for this expanding field of integrated marketing strategy and
outlines a research agenda to test the propositions and
insights, as well as to advance future research [14].
Although research on avatars has expanded, especially since
2005, attention to this issue has been focused more on topics
such as computer games and marketing-related topics. In
domestic and foreign research, the concept of avatars in the
banking industry and the provision of a roadmap for the use
of this technology in the banking industry have not received
much attention. Additionally, previous studies have mainly
focused on the technical and design aspects of avatars, while
human-computer interaction (HCI) and system development
life cycle (SDLC) requirements have been less studied. This
study fills this gap by providing a comprehensive roadmap
and framework for the development and implementation of
banking avatars in Iran. Unlike previous studies that have
focused more on the marketing and digital interaction
aspects of avatars, this study is the first to provide a
comprehensive roadmap for the development and
implementation of banking avatars in Iran. The combination
of the two approaches, SDLC and HCI, in this context has
provided a scientific and practical framework for the
deployment of this technology in the Iranian banking industry.

3- Research Method

The present research is a descriptive study based on
epistemology and future planning of the technology space,
and it was conducted based on the opinions of experts and
their consensus. For this purpose, a panel of 5 experts
active in the field of financial industry technologies was
initially formed, and according to the experts' opinions, the
system development life cycle approach and the human-
computer interaction approach were selected as the
methods for drawing the technology roadmap.

To create the technology roadmap, unstructured (in-depth)
interviews were conducted with 11 experts in the field of
new financial technologies who had at least a master's
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degree in fields related to new financial technologies and
more than 15 years of experience in banks or financial
service companies. These experts were purposefully
selected. Prior to conducting the interviews, the results of
library studies on avatars, the system development life
cycle approach, and the human-computer interaction
approach were shared with the interviewees. Individual
interviews were then conducted with each expert.

Before starting the interviews, the scope and context of the
problem were explained to the experts by the researcher.
Four sessions were held with each expert at approximately
one-month intervals, with questions raised about each
stage separately. Each interview lasted 45 to 70 minutes.
The number of interviews was based on a saturation
pattern, and the content analysis method with open coding
was used to analyze the interviews. At each stage, the
concepts from library studies were also used to complete
the stage. At the end, a roadmap was compiled for
validation and approval by each of the 11 research experts,
and their corrective points were considered.

According to the Expert Panel, the system development
life cycle approach was considered for drawing the
technology roadmap, and the waterfall model was chosen
among the various existing models. The waterfall model is

simple, methodical, and easy to understand and implement.

It works well and produces correct results. The main
advantage of the waterfall model for the system
development life cycle is that it provides a structure for
organizing and controlling a system development project.
However, the most important methodological requirement
in this approach is the accurate identification of user needs
[26]. Due to its regular and linear structure, this model is
suitable for large and complex projects such as avatar
development. In general, the waterfall model of the system
development life cycle has six stages as follows:

Gathering and analyzing requirements

N System development
\ Implementing and coding systems

Testing

Establishment

\ Operation and maintenance of systems|

Fig. 1 Stages of the waterfall model in the system development life cycle [49]

Another approach in this research is human-computer
interaction, which deals with how humans and computers
communicate and examines the principles of designing,

evaluating, and implementing interactive systems with the
aim of creating a user-friendly and effective experience.
There are various models for describing and analyzing
human-computer interaction, each focusing on specific
aspects of this interaction. The user experience (UX)
model was used to draw a technology roadmap in the
Iranian banking industry. This model, focusing on the user,
improving customer satisfaction, and achieving the goal
[42], is considered a suitable option for drawing an avatar
technology roadmap. In addition, this model is compatible
with the waterfall method of the system development life
cycle. The user experience model focuses on strategy,
scope, usability structure, and visual values. While
describing each of the components, the research experts
were asked to pay attention to each of the six stages of
developing a technology roadmap in applying these items.
Fig 2 presents a diagram of the research process.
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In this research, the avatar technology roadmap has been
drawn according to the six-step approach of the waterfall
model of the system development life cycle. According to
the opinions of research experts and library studies, the
actions required at each stage and the existing challenges,
along with the proposed duration, have been considered.
Additionally, the human-computer interaction user
experience approach has been addressed at each stage.

4-1- Requirement’s Collection and Analysis:

According to the research experts, this stage is considered
one of the most important stages of drawing the avatar
technology roadmap in the banking industry because the
results obtained from it will be used in the later stages of
the project. Additionally, with a detailed analysis, it is
possible to identify customer needs and the technical
limitations of the bank and take action in designing an
effective and compatible avatar.

Avatars can be used as powerful tools to solve many
common customer problems and improve user experience.
One of the basic needs of bank customers is addressing
questions and ambiguities regarding receiving services or
carrying out financial transactions (questions about the
conditions of the facilities, how to transfer, etc.), which
typically involve visiting bank branches and standing in
queues or calling support centers and spending time
waiting for expert responses. While meeting this need will
be easily resolved through avatars, avatars can quickly
understand complex questions and provide accurate
answers 24/7 from different portals (branch, mobile
banking, internet banking) using natural language
processing algorithms. They can act as smart assistants,
helping customers quickly find the information they need.
Avatars can help customers perform simple transactions
such as transferring funds, paying bills, etc., and act as
financial advisors to help customer’s select appropriate
products and services. Additionally, by using a simple and
smooth user interface, avatars can make the transaction
process easier for customers. In cases where access to
bank branches is not possible, avatars can act as virtual
branches, allowing customers to access banking services at
any time and place, thereby increasing customer
satisfaction and productivity for the bank.

Other important considerations at this stage include
analyzing and identifying customer behavior patterns and
paying attention to different groups of bank customers.
Factors such as the desire to visit bank branches in person,
uncertainty about the security of technologies, lack of
awareness among some bank customers, and, in some cases,
the costs of using technologies like avatars are crucial in
determining customer behavior patterns. By identifying
these patterns, it is possible to define various user personas,
accurately identify the needs of each customer group, and
design a simple, intuitive, and understandable avatar for all

customer groups and every age group. Additionally,
identifying customer behavior patterns in designing
conversations is effective in gaining customer trust and
providing personalized services to customers.

For example, a young customer may seek fast, efficient,
and online banking services and be interested in new
technologies. A middle-aged customer may seek financial
advice and require accurate and reliable information. An
elderly customer may seek simple and understandable
services and need more help using an avatar. Addressing
these issues will increase the acceptance of avatar
technology by bank customers, improve user experience,
reduce costs by automating many processes, and increase
revenue by providing better and personalized services.

By examining the above issues, it is possible to identify
the capabilities required by the avatar, such as answering
frequently asked questions, guiding customers in
performing simple transactions, or authenticating identities.
These capabilities can be designed based on a needs
analysis and a review of customer behavior patterns.
Another important issue at this stage is identifying the
existing infrastructure necessary for avatar technology in
the bank. The use of avatar technology in banking
requires various technologies, such as natural language
processing, speech recognition, machine learning,
artificial intelligence, virtual and augmented reality, user
interfaces, and cybersecurity. The existence or use of
these technologies should be considered for the
implementation of avatar technology. Additionally, the
availability of a suitable infrastructure for different
communication channels to provide avatar services, the
data and information infrastructure available in the bank,
and the possibility of integrating avatar communication
with the existing infrastructure in the bank are factors
that should be considered. Addressing challenges such as
customer acceptance of technology, along with the
appropriate and required infrastructure, can contribute to
the successful implementation of the project.

Considering the human-computer interaction approach,
user research and understanding are important. Identifying
the needs, goals, and different behaviors of users through
tools such as interviews, questionnaires, and observations
can help us gain better insights. Additionally, drawing a
user journey map at this stage can be valuable, as it
outlines the user's interaction path with the avatar from
beginning to end. This map helps us identify user
touchpoints with the avatar and pinpoint weaknesses and
opportunities for improvement.

Another essential step in this phase is to identify and
document the security and privacy requirements for the
Avatar system. This includes identifying the type of
sensitive data, potential threats, and relevant laws and
regulations. Potential legal barriers to the development and
operation of the Avatar system should also be identified and
reviewed, which include laws related to the provision of
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banking services, data protection, and other relevant
regulations. At this stage, the needs and expectations of
users should be identified and analyzed to ensure their
acceptance of the Avatar system. It is important to examine
the factors affecting the acceptance of technology by users
and design the system in a way that meets their needs.
Therefore, according to the experts' opinions, a SWOT
analysis can be conducted to draw a technology roadmap
in the Iranian banking industry with the aim of identifying
internal and external factors affecting the implementation
of avatar technology. SWOT is a powerful tool for
identifying internal strengths and weaknesses and external
opportunities and threats.

Investigating and identifying internal and external
opportunities and threats will greatly contribute to
analyzing the gap of avatar technology in the Iranian
banking industry. Based on interviews with research
experts and library studies, the gap in this technology in
the Iranian banking industry was analyzed. The purpose of
this analysis is to identify the gaps between the current
state of Iranian banking and the desired state (full use of
avatar technology). Accordingly, the inadequacy of the
technical infrastructure in Iranian banking for
implementing avatar technology, the absence of specific
laws and regulations for the use of avatar technology in
Iranian banking, the lack of familiarity and trust of many
customers with avatar technology, and the lack of expertise
required to develop and implement avatar technology in
Iranian banking can be considered the main gaps in the use
of this technology in the Iranian banking industry.
Considering these gaps, investing in the development of
technical infrastructure, formulating laws and regulations,
holding educational and culture-building programs to
familiarize customers with avatar technology, and
attracting experts in the field of avatar technology and
training existing personnel can play an effective role in
filling the existing gaps.

Additionally, according to the research experts, the level
of advancement of avatar-related technologies (such as
artificial intelligence, natural language processing, etc.),
the level of use of avatar technology in other industries
and countries worldwide, the existence of the necessary
technical infrastructure for implementing avatar
technology in Iran, the existence of specific laws and
regulations for the use of avatar technology in Iran, and
the level of familiarity and acceptance of avatar
technology by customers in Iran are considered criteria for
the maturity of avatars in the Iranian banking industry.
Accordingly, the maturity of avatar technology in the
Iranian banking industry is not in a favorable state.

A noteworthy point at this stage is the identification and
documentation of all requirements. Considering the above
and analyzing the issues raised, decisions can be made
regarding the channels used for avatars, the capabilities
implemented in them, and how the services provided are

delivered. It is advisable to focus on the basic needs of
customers and the simple capabilities of avatars at this stage.
Over time and with the improvement of infrastructure, more
complex capabilities can be added to avatars. According to
experts, the suggested duration for this stage is 6 to 8 weeks.

Threats Opportunities

/ \

Internal || High potential for improving customer expericnce Lack of appropriate technical infrastructure
Reduced operational costs Increased  digital Security limitations

engagement Need for specific expertise

Ability to provide 24/7 service Possibility of Resistance of some customers to new technologies
personalizing services Lack of laws and regulations

/ \
Growing growth of artificial intelligence technclogies

Competition with other banks and financial Growing growth of natural language processing
institutions technologies
Rapid changes in technology Increasing demand for digital services
Security and privacy issues Government support for the development of new
Lack of widespread adoption by customers technologies

Existence of new markets for banking services

factors

External
factors

Fig. 3 SWOT Avatar in the Iranian Banking Industry (Source:
Researcher's findings)

4-2- Systems Development

This stage will be carried out according to the analysis and
identification conducted in the previous stage and involves
transforming the initial designs and identified
requirements into an operational system, establishing the
technical foundations of the avatar. In this stage, the
architecture of the Avatar Bank system is designed, which
means determining the overall structure of the system, its
components, and how the system components interact with
each other. In simpler terms, this stage is like designing a
building plan, where all details are specified before
construction begins. The system architecture determines
the overall project path, and by separating the system into
smaller components and defining the relationships
between them, the complexity of the project is reduced and
the possibility of future system development and changes
is provided. By specifying the roles in carrying out the
project, the members of the development team can
effectively collaborate, facilitating cooperation.

The components of the avatar system vary depending on
the capabilities of the avatars, but typically include a
conversation engine for natural language processing,
response generation, conversation management, a database
for storing wuser information, products, services,
conversations, a user interface for user interaction with the
avatar, channels through which the avatar communicates
with users (such as Internet banking, mobile banking,
branches), an authentication system, and a bank payment
system for performing transactions. In this stage, the
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relationships between the components and the method of
communication are determined, communication protocols
are established, and architectural diagrams are designed to
display the relationships between the components.
Selecting appropriate programming languages,
frameworks, databases, and development tools, selecting a
cloud or local platform to host the system, designing a
database structure to store the information required by the
system, data normalization to prevent redundancy and
improve efficiency, and designing security systems to
protect user data and prevent cyber-attacks are other issues
that should be addressed in the system architecture.

Based on the project needs, the skills of the development
team, and the existing infrastructure, the appropriate
programming language and framework are selected. This
choice has a direct impact on the performance,
maintainability, development speed, and costs of the
project. Depending on each portal used (web applications,
mobile applications, or back-end systems), different
languages and frameworks will be more suitable for use.
Languages and frameworks that produce clean and
readable code make it easier to maintain and develop the
avatar in the future. For example, in web application
development, Python with Django is suitable for fast and
scalable back-end development, JavaScript with React is
suitable for building interactive and dynamic user
interfaces, and Node.js is suitable for building server-side
and real-time applications. For mobile application
development, Swift can be used for developing iOS
applications, and Kotlin for developing Android
applications. React Native is also suitable for developing
i0S and Android applications simultaneously.

According to research experts, Python is suitable for
avatar design due to its ability to support the required
technologies, such as artificial intelligence, its suitable
speed, and high security. Additionally, using this
programming language will reduce costs.

Although issues such as infrastructure limitations, changes
in identified requirements, and system complexity cause
problems in designing the appropriate system architecture,
with focus and accuracy in proper design, we can prevent
problems in the later stages of development and reduce
development costs.

A suitable architecture guarantees system performance,
scalability, maintainability, and security. Given the
infrastructure limitations in Iranian banks and the need to
interact with existing bank systems, the architecture should
be designed in such a way that it can easily communicate
with core banking systems, customer relationship systems,
and other bank systems. The architecture should ensure
that the avatar's performance does not suffer if the number
of users and data volume increases.

Another important point in system architecture is
information security in the avatar. The architecture must
protect sensitive user information from security threats.

Information security in the banking system is of great
importance. In the implementation phase of the bank avatar,
special attention should be paid to security by design, and the
necessary security measures should be taken at all stages of
system development and implementation. Using strong
authentication methods to prevent unauthorized access to user
information and encrypting sensitive user data in the database
and when transferring information, along with using firewalls,
intrusion detection systems, and other security tools to
prevent hackers from penetrating the system and performing
regular security updates to remove possible vulnerabilities,
are some of the things that should be given special attention.
Another important step at this stage is choosing the right
platform and natural language processing engine as a
crucial step in the development of the bank avatar. In
choosing a platform, factors such as the scale of the
project, budget, complexity of the desired interactions, and
the existing infrastructure in the bank should be considered.
A suitable platform should be able to support multiple
channels and have the ability to interact with users through
different channels, be customizable and able to customize
the appearance and behavior of the avatar to suit customer
needs, be able to integrate with existing systems, have a
high level of security to protect user information, and be
scalable given the increasing number of users and the
complexity of interactions. The avatar should be simple,
intuitive, and attractive so that users can easily interact with
it. Choosing the right colors, fonts, and graphic elements is
important to create an attractive user interface; the visual
design should be such that it displays well on different
devices, while ensuring that people with special needs (such
as people with disabilities) can also use the avatar.

Natural Language Processing (NLP) Models are essential
components of the avatar, responsible for understanding
and interpreting the natural language of users. There are
various natural language models that can be used in the
bank avatar. Natural language processing models include
rule-based models, which operate on a set of predefined
rules and patterns and are suitable for simple tasks such as
recognizing keywords and specific phrases, machine
learning models that learn patterns in natural language
using training data—these models are suitable for more
complex tasks such as emotion recognition, text
summarization, and language translation—and deep
learning models that use deep neural networks to process
natural language. These models are capable of performing
very complex tasks such as understanding the meaning of
sentences and answering questions. Choosing the right
model for a bank avatar depends on various factors such as
the complexity of the tasks, the amount of training data
available, and the available computing resources.

Another requirement that should be considered at this
stage is the database. The database contains information
about the bank's products and services, rules and
regulations, frequently asked questions and their answers,
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and any other information that the avatar needs to respond
to users. The database structure should be designed to
provide quick and easy access to information. Information
in the database can be stored in structured (such as tables)
or unstructured (such as free text) forms. To ensure that
the information is up-to-date, a system should be created
to manage and continuously update the database. Choosing
the right database is very important, depending on the type
of data, its volume, and how it is used. Experts have
chosen PostgreSQL as a suitable option due to its ability to
store and retrieve large amounts of data, speed and
efficiency, scalability, security, and cost, and have
emphasized its low cost and expandability.

The Application Programming Interface (API) is another
area that should be considered in this section. It will be
used to access information in the bank database such as
customer information, account balances, and to perform
banking transactions such as money transfers, bill
payments. APIs will also be used to collect user feedback
and improve avatar performance, develop an admin panel,
manage users, manage the knowledge database, update
information, monitor avatar performance, and identify
potential problems.

It is important to consider challenges such as infrastructure
limitations and technical complexities at this stage, while
data scarcity and the need to coordinate with existing
systems are also important factors.

At this stage, the security and privacy requirements
identified in the previous stage should be included in the
system design. It is important to pay attention to the use
of secure architectures, encryption protocols, and access
control mechanisms. Legal solutions should be designed
and implemented to overcome the obstacles identified in
the previous stage, which could include changes in
system design, obtaining the necessary licenses, or
changes in the way services are provided. The system
should be designed in a way that meets the needs and
expectations of users and provides a desirable user
experience. This includes designing an appropriate user
interface, providing the necessary training, and creating
user feedback mechanisms. According to the human-
computer interaction approach, designing a simple,
intuitive, and attractive user interface that is tailored to
the needs and abilities of users should be the criterion for
action at this stage. Attention should be paid to designing
natural and smooth interactions between the user and the
avatar in the design of conversations and animations.
According to research experts, the suggested time for this
stage is 8 to 10 weeks. Additionally, attention to customer
data security should be a priority, and various tests should
be conducted during the development process to ensure the
proper functioning of the system. Given the infrastructure
limitations of banks, it is better to focus on the basic
capabilities of the avatar first and gradually add more
complex capabilities over time.

4-3- Implementation and Coding of Systems

According to experts, in the implementation and coding of
systems stage, the designs created in the second stage will
be transformed into a usable product, with programming
codes written and various components of the system
connected to each other.

The type of project, the team's skills, and the performance of
the programming language are among the factors that
influence the choice of these factors. Frameworks provide a
predefined structure for the project, saving time and effort,
and allowing us to benefit from the experiences of others.
Developing the user interface is another key factor at this
stage. The user interface is the user's first interaction with
the avatar and plays an important role in the user experience.
A good user interface should have an attractive visual
design that is consistent with the brand, compatible with a
variety of devices and browsers, and usable by users with
specific needs. To develop a user interface, it is essential to
create initial designs using design tools, build user interface
components using the selected language and framework,
and connect the user interface components to business logic.
Another factor to consider at this stage is the
implementation of the conversation engine based on the
selected models. The conversation engine is responsible
for understanding and answering user questions. Types of
conversation engine models include rule-based models that
respond based on a set of predefined rules and patterns,
and machine learning models that use machine learning
algorithms to learn from training data and produce natural
responses. To develop a conversation engine, factors such
as collecting a large dataset of questions and answers,
preprocessing data to remove noise using natural language
processing, selecting the appropriate model based on the
type of data and project needs, and training and evaluating
the model can be used.

Integration with existing systems and connecting the
avatar to various bank systems, such as the central banking
system, customer relationship system, etc., through user
interfaces should also be considered because it provides
access to various information and services.

At this stage, the design and implementation of the
database to store user information, conversations, and
system settings should also be addressed. This involves
identifying the main entities in the system, defining the
relationships between entities, and creating a diagram to
display the database structure. Security and privacy
requirements should also be considered in coding and
implementing the system, with the use of secure coding
methods, implementation of security mechanisms, and
conducting security tests. It is necessary to ensure that the
legal solutions designed in the previous stage are
implemented in the system.

Coordination between teams and change management are
among the challenges of carrying out this stage, while the
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complexity of the system may also create problems in
implementation.

According to the human-computer interaction approach,
the system implementation should be carried out with due
care based on the designs made. At this stage, the system
should be implemented in a way that users can easily use it
and meet their needs.

The suggested time for the third stage, according to the
research experts, is 14 to 18 weeks. It is recommended that
after the development of each section, testing should be
carried out to ensure the correct functioning of that section,
and an effective communication system should be established
between the design, development, and testing teams.

4-4- Testing

This stage is one of the most sensitive and vital stages in
the system development life cycle and ensures that the
developed system works correctly, complies with the
initial requirements, and can provide a desirable user
experience for customers. In the banking industry, which
interacts directly with customers, the quality of tests is
very important. The start of this stage requires the
completion of the previous stages.

Due to the complexity of human-computer interaction and
the importance of user experience, it is recommended that
testing be performed continuously and throughout the
different stages.

This stage should use unit tests to check the correct
functioning of each part separately, ensuring that each
component processes the inputs and produces the correct
outputs. It is also important to check the correct functioning
of the various components of the avatar when working
together, ensuring that the different components
communicate correctly and share data. It should also be
tested to ensure the performance and functional evaluation
of the avatar under different loads, such as a large number
of users simultaneously, and to ensure that the avatar can
meet the needs of users in different situations. It should also
be tested to assess the ease of use of the avatar by users,
ensuring that the user interface is attractive, intuitive, and
user-friendly, and to assess the security vulnerabilities of the
avatar to ensure that sensitive user information is protected.
Other areas that require testing include evaluating the
avatar's behavior under abnormal conditions, such as system
errors and network outages, to ensure that the avatar
responds correctly to errors. End-user evaluation of the
avatar to confirm that their needs are met is also essential.

In this phase, to validate the roadmap and before full
deployment, the avatar is piloted on a small scale, and the
results are reviewed. This work reveals strengths and
weaknesses and can play a key role in the full deployment
of the avatar.

Since the user experience approach of human-computer
interaction has also been addressed in the technology

roadmap in this research, user-centered testing should also
be considered. Testing with real users to collect feedback
on user experience, using various methods such as
interviews, observations, and questionnaires, as well as
measuring indicators such as task completion time, error
rate, user satisfaction, and avatar usage, and using tools to
track user behavior in interacting with the avatar and
identify strengths and weaknesses should be on the agenda.
Security and privacy challenges are of particular
importance, and the avatar must be tested for security and
privacy. These tests include penetration testing,
vulnerability testing, and compliance testing with relevant
laws and regulations.

The complexity of human-computer interaction, continuous
changes in artificial intelligence, and weak technology
infrastructure are factors that may disrupt the implementation
of this stage. In this stage, the system is tested by real users to
ensure their acceptance. A kind of simulation of the
technology adoption model is proposed to determine the
impact of different policies on behavior change [50].
According to research experts, the general goal of this stage
is to identify and fix potential problems before deploying
the system in a real environment. Conducting various tests
such as unit testing to check the correct functioning of
each part of the system (such as the conversation engine,
user interface, database, etc.), integration testing to check
how different parts of the system interact with each other,
system testing to check the overall performance of the
system and its compliance with the defined requirements,
user-centered testing to evaluate the user experience and
user satisfaction with the system, security testing to check
system security vulnerabilities and protect user
information, and performance testing to check system
performance under different loads (such as a large number
of simultaneous users) is essential at this stage. Also, in
order to use the test results in the next stages, they must be
documented. The suggested time for this phase is 6-8
weeks and includes the need to design detailed and
comprehensive tests to evaluate all aspects of the
interaction, the need to continuously update the tests with
new developments in the field of artificial intelligence, the
need to design tests that take into account the limitations
of the technology infrastructure, and establish a strong
relationship between the test team and the development
team to ensure high quality.

4-5- Establishment (development)

This phase is the transition of a software system from the
development environment to the production environment.
In simple terms, this phase is where the avatar is
transferred from the laboratory environment to the real
environment of the bank and made available to customers.
Successful deployment indicates that the project has
achieved its goals and is ready to serve customers. If the
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system is deployed correctly, it directly affects the initial
user experience and reduces the risks of technical
problems and service disruptions.

When deploying the system, attention should be paid to
issues such as installing software, setting up the database,
and configuring the network, implementing security
measures to protect customer data and prevent cyber-
attacks, providing the infrastructure needed to support the
avatar, transferring information from the development
environment to the production environment, and ensuring
data compatibility with the new environment. This ensures
that the avatar works properly in the production
environment and meets customer requirements.
Considering the user experience approach of human-
computer interaction, attention to such aspects as ensuring
that the user experience is seamless and smooth at all stages,
including the registration and login process, providing
technical support and guidance for new users, and collecting
user feedback after deployment for continuous improvement
of the system are also essential at this stage.

Training employees on how to use and support the system
and informing customers about new capabilities and
encouraging them to use the avatar should also be considered.
In deploying the avatar, challenges such as infrastructure
complexity, information security, and organizational
changes should also be considered. Additionally, the
necessary security measures should be taken to deploy the
system in an operational environment, which includes
secure configuration of servers, installation of firewalls,
and other security measures. At this stage, the necessary
permissions for operating the system should be obtained
from the competent authorities.

The avatar should be deployed in a way that users can
easily access and use it. The duration predicted for this
stage by research experts is 3 to 5 weeks. Monitoring the
performance of the avatar in the early days and resolving
any potential issues, preparing a detailed deployment plan
(including timing, responsibilities, and resources required),
conducting comprehensive pre-deployment tests to ensure
proper system performance, and working closely with
development, network, security, and support teams are
some of the things that should be considered.

4-6- Operation and Maintenance of Systems

At this stage, the system is fully available to users and is
used continuously. The main goal at this stage is to ensure
the correct and stable operation of the avatar, resolve
potential issues, and continuously improve it.

After the avatar is deployed, its performance should be
monitored. Continuous monitoring of key performance
indicators (KPIs) such as response time, error rate, and
capacity is of particular importance. Identifying technical

problems and resolving these problems proactively should
be considered. Performance indicators such as customer
engagement rate, reduction in branch visits, avatar
response accuracy, and the impact on customer satisfaction
are considered to be the most important key indicators of
avatar performance.

At this stage, in addition to training users to use the avatar
optimally, support should be provided to users in case of
any problems or questions.

Another factor emphasized at this stage is to review the
avatar's performance in order to make the necessary
changes and modifications to improve it, so that new
features can be added if needed by users and to
accommodate possible changes in the banking industry.
Given the importance of data security in the banking
industry, protecting avatar data against security threats is
crucial, and security updates should be made regularly.
Periodic data backups can also be useful for recovering
data in case of serious problems.

Considering the conditions and characteristics of the
Iranian banking industry, according to the research experts,
the changing needs of Iranian bank customers and the need
to adapt the avatar to these needs, as well as changes in
technology due to the rapid growth of technology and the
lack of appropriate technology infrastructure in Iranian
banks, are among the most important challenges and
problems of this stage. These challenges, along with the
problems in the complex interactions between users and
the avatar, have made this stage difficult. The avatar must
be continuously monitored in terms of security and privacy,
and corrective measures must be taken if necessary. It
must also be continuously monitored for compliance with
relevant laws and regulations, and necessary changes must
be made as required.

Considering the user experience approach of human-
computer interaction, it should be noted that collecting
user feedback from using avatars and using this feedback
to improve the user interface and performance of the
avatar is crucial. Personalized support should also be
provided to users based on their specific needs.

4-7- Proposed Technology Roadmap:

The six steps for developing the avatar technology roadmap
in the banking industry were determined through the six-
stage waterfall model of the system development life cycle,
in alignment with expert insights and the user experience
principles of human-computer interaction. Figure 3
illustrates the practical implementation timeline for each
stage, while the main required actions, associated challenges,
and user experience considerations for each step are
summarized within the discussion provided in this study.
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Fig. 4 Proposed roadmap for avatar technology (Source: Researcher's findings)

The implementation and use of avatars in the Iranian
banking industry require planning for short-term, medium-
term, and long-term strategies to benefit from this
technology, according to the proposed roadmap.

Short-term strategies are specific and implementable
actions for periods of 3 to 6 months. These include
launching the initial version of the avatar and evaluating
its performance, implementing the MVP (minimum viable
product) version with limited features for testing in a real-
world environment, testing user interactions with the
avatar, receiving feedback, and optimizing technical and
security infrastructures. Key performance indicators (such
as customer satisfaction) are needed to measure progress
in short-term periods. For this purpose, implementing a
pilot version of the avatar technology in a limited range of
banking services to evaluate its effectiveness and receive
customer feedback should be considered. Developing and
implementing a pilot version of the avatar (for example, to

guide customers on the website or application), selecting a
small group of customers to participate in the pilot test,
and collecting quantitative and qualitative data on the
customer experience (through surveys, interviews, and
recording customer activities) are essential. Finally,
analyzing the data and providing a preliminary report on
the test results to identify the strengths and weaknesses of
the pilot based on customer feedback within a 3- to 6-
month period should be carried out.

Medium-term strategies are specific and measurable goals
for periods of 6 to 12 months. These strategies are directly
derived from long-term goals. Strategies such as
improving and developing the banking avatar, increasing
the capabilities of the avatar (adding advanced natural
language processing, recognizing customer emotions, and
intelligent responses), expanding platforms (providing
avatar services in mobile applications of banks and
banking kiosks), and evaluating the impact of the avatar on
the bank's performance (reducing in-person visits,
improving the customer experience, increasing
productivity) are of interest. Planning medium-term
strategies with the aim of improving and developing the
pilot version of the avatar based on customer feedback and
increasing its capabilities to improve the bank's
performance (e.g., reducing costs, increasing customer
satisfaction, increasing efficiency). Improving the design
and user interface of the avatar based on customer
feedback and adding new capabilities to the avatar (e.g.,
the ability to answer complex questions, perform simple
financial transactions) are essential.

Implementing the avatar in other communication channels
(e.g., including the avatar in bank branches), along with
measuring the impact of the avatar on the bank's
performance (e.g., reducing customer waiting time,
increasing customer satisfaction, reducing customer
service costs), are among the programs that can be
implemented in the medium-term strategy. These will be
implemented by providing a full report on the results of
the avatar improvement and development within a period
of 6 to 12 months.

Lon-term strategies are considered for 1 to 3 years. The
long-term strategy includes major goals such as integrating
and developing advanced capabilities, adding augmented
reality and virtual reality technologies for remote banking
consultations, integrating with other banking systems and
smart trading robots, and complying with international
standards to enter advanced digital banking. Other pillars
of long-term strategies include vision and scope.
According to experts, the vision and scope of using avatars
in the Iranian banking industry by 2030 is to use smart
avatars to provide a personalized, fast, and user-friendly
experience for Iranian bank customers. This technology
will lead to a 30% reduction in in-person visits, a 50%
increase in customer satisfaction, and a 40% optimization
of banks' operating costs.
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In accordance with the planning for long-term strategies
and achieving the vision of using avatar technology in the
Iranian banking industry, action should be taken to add
augmented reality technology and enter digital banking to
create innovative experiences in digital banking and
increase customer satisfaction by 2030. According to the
planning, in a 3- to S-year period, research and
development should be carried out in the field of
integrating augmented reality technology with avatars,
developing and implementing new features using
augmented reality technology (e.g., 3D display of
customer accounts, guiding customers in bank branches),
developing and implementing digital banking solutions
using avatars (e.g., performing complex financial
transactions with the help of avatars), measuring the
impact of avatar technology on customer satisfaction and
bank performance by 2030, and presenting a final report
on the results of implementing the long-term strategy.
Attention should be paid to the vision of drawing customer
satisfaction through providing innovative and personalized
experiences using avatar technology and augmented reality.
Another point in implementing the planned plan is to pay
attention to the challenges ahead of the avatar technology
roadmap in the banking industry. Obstacles and
challenges such as infrastructure and security restrictions
due to weak internet and data security in some Iranian
banks can be overcome by using secure cloud servers [62]
and advanced encryption technologies. The challenge of
user acceptance and culture building is also of concern
because some customers, especially the elderly, may not
trust avatars. For this purpose, educational and digital
marketing programs will be useful to familiarize
customers with this technology. Legal and regulatory
challenges and the lack of specific rules in the field of
financial interactions with banking avatars can be
overcome by creating banking laws and standards.

5- Discussion

The proposed avatar development roadmap, grounded in
SDLC and enriched with HCI principles, outlines a stage-
based framework for conceptualizing, designing,
deploying, and maintaining avatar services in Iranian
banking. Each stage—requirements analysis, design,
implementation, evaluation, and maintenance—is linked to
specific deliverables and decision gates that combine
technical rigor with user-centric evidence [14].

Compared to earlier avatar deployment studies in financial
services [44], our results demonstrate greater alignment
between interaction design and organizational integration.
Prior works have largely emphasized interface appeal and
novelty; by contrast, our roadmap formalizes enterprise-
level governance, regulatory compliance checkpoints, and
integration of user evidence at each gate.
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Our findings substantiate the theoretical claim that
integrating HCI within SDLC enhances both usability and
operational outcomes. The dual-framework approach
ensures that human factors are embedded in technical
project controls, reducing the gap between conceptual
prototypes and production-ready systems.

For practitioners, the roadmap offers actionable guidance
on stage sequencing, role allocation, and artifact creation.
Banks can adopt this framework to improve avatar
adoption rates, streamline change management, and
enhance customer satisfaction metrics. By embedding
evaluation protocols into each stage, project teams can
proactively identify and resolve user-experience issues
before full-scale rollout [45].

This study, while comprehensive in its conceptual design,
is limited by its reliance on secondary literature and expert
validation. Empirical measurement of roadmap-guided
deployments in live banking contexts remains a future task.
Contextual constraints—such as evolving Iranian banking
regulations and digital infrastructure maturity—also
delimit the generalizability of our findings.

6- Conclusions

This study established a structured and context-aware
roadmap for avatar technology implementation in the
Iranian banking sector, integrating proven principles of the
System Development Life Cycle (SDLC) and Human-
Computer Interaction (HCI). The research process involved
comprehensive literature review, expert consultations, and
in-depth analysis of local banking needs and constraints.
Key development stages—including requirements gathering,
design, implementation, testing, deployment, and
maintenance—were thoroughly defined, and actionable
guidelines for each phase were presented with a focus on
user experience and operational feasibility. Collaboration
with banking and IT professionals ensured practical
alignment and relevance throughout the framework.

The main research innovations and unique contributions of
this paper are:

1. Development of an integrated SDLC-HCI
framework for avatars: Introducing a systematic
approach that aligns the technical progress of
banking avatars with rigorous usability standards
and user-centric practices, tailored specifically for
Iranian banks.

2. Precise definition of each stage and its deliverables:
Providing clear operational guidelines, decision
gates, and performance measures for every roadmap
stage to facilitate effective implementation and
project governance.

3. Addressing Iran-specific banking challenges:
Adapting all stages of the roadmap to domestic
banking regulations, infrastructural realities, and
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cultural requirements, ensuring readiness for real-
world deployment.

4. Strategic vision for phased development:
Articulating distinct short-term, medium-term, and
long-term pathways for the scalable and sustainable
evolution of avatar-based services in Iranian banks.

5. Direct practical applicability: Offering the banking
sector a tangible blueprint to accelerate digital
transformation, improve customer engagement, and
enhance overall service delivery without reliance on
artificial intelligence technologies.

By coupling solid methodological foundations with a
robust, locally tailored strategy, this research bridges
academic rigor and industry needs—enabling Iranian
banks to confidently pursue avatar adoption while
addressing the unique operational and cultural challenges
of their environment [51,52].

7- 7- Directions for Future Research and
Practical Development

Looking ahead, the continued evolution and successful
integration of avatar technology in Iranian banking depend
on targeted research and strategic development efforts.
Although the current study delivers a comprehensive
roadmap and practical framework, further exploration is
necessary to extend its impact, address real-world
complexities, and unlock new opportunities for innovation
in banking services. The following areas are recommended
for future study and action:

1. Empirical implementation and evaluation: Pilot
deployments of the proposed roadmap in selected banks,
with systematic measurement of customer experience,
operational results, and user acceptance, will validate
and refine the framework under real conditions.

2. Enhancement of service integration: Investigating
methods to connect avatar solutions with diverse banking
systems and customer service platforms, supporting more
seamless and efficient operational workflows.

3. User feedback and iterative improvement:
Establishing routines for collecting and acting upon
end-user feedback to ensure the avatar’s ongoing
usability, reliability, and alignment with evolving
banking needs and customer expectations.

4. Cultural and trust-building initiatives: Conducting
targeted studies on the social and cultural factors that
influence customer trust and acceptance of avatars,
and developing evidence-based strategies for digital
literacy and technology adoption.

5. Sector-wide adaptation and expansion: Assessing
opportunities to apply the roadmap to related
industries—such as insurance or government
services—to demonstrate its value beyond the banking
sector and foster broader digital transformation.

These future research directions will require coordinated
collaboration among technology experts, banking
practitioners, and regulatory bodies. Their successful
pursuit will further strengthen the foundations for effective,
user-centered digital banking services in Iran—without
reliance on artificial intelligence technologies.

Appendix
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Acknowledgments

The cooperation of the experts used in this research is
appreciated.

References

[1] De Brito Silva, M. J., & De Oliveira Campos, P. (2024). Past,
present, and future of avatar marketing: A systematic
literature review and future research agenda. Computers in
Human Behavior: Artificial Humans, 2(1), 100045.
https://doi.org/10.1016/j.chbah.2024.100045

[2] Oh, H. J., Kim, J., Chang, J. J., Park, N., & Lee, S. (2023).

Social benefits of living in the metaverse: The relationships

among social presence, supportive interaction, social self-

efficacy, and feelings of loneliness. Computers in Human

Behavior, 139, 107498.

https://doi.org/10.1016/j.chb.2022.107498

Mystakidis, S. (2022). Metaverse. Encyclopedia, 2(1), 486—

497. https://doi.org/10.3390/encyclopedia201003 1

[4] Madhavi, M. K., Subramanian, M., & Shenbagavalli, R.

(2020). Blockchain technology: The new avatar in the world

of banking and finance. International Journal of Advanced

Research in Engineering and Technology, 11(12), 964-968.

https://doi.org/10.34218/IJARET.11.12.2020.096

Sinfield, V., Ajmani, A., & McShane, W. (2024). Strategic

roadmapping to accelerate and risk-mitigate enabling

innovations: A generalizable method and a case illustration

for marine renewable energy. Technological Forecasting and

Social Change, 201, 123761.

https://doi.org/10.1016/j.techfore.2024.123761

[6] Issa, T., & Isaias, P. (2015). Usability and human computer
interaction (HCI). In Sustainable design: HCI, usability and
environmental concerns (pp. 19-36). Springer.
https://doi.org/10.1007/978-1-4471-6753-2_2

[7] Barta, S., Ibaiiez-Sanchez, S., Orts, C., & Flavian, C. (2024).
Avatar creation in the metaverse: A focus on event
expectations. Computers in Human Behavior, 156, 108192.
https://doi.org/10.1016/j.chb.2024.108192

[8] Garcia, M. L. (1997). Introduction to technology
roadmapping: The semiconductor industry’s technology
roadmapping process. USDOE Office of Financial
Management and Controller.

[9] Sadeghi, M. T., Sobhani, F. M., & Ghatari, A. R. (2018).
Representing a model to measure absorbency of information
technology in small and medium-sized enterprises. Journal of

—
w
—_

—
W
—_


https://doi.org/10.1016/j.chbah.2024.100045
https://doi.org/10.1016/j.chb.2022.107498
https://doi.org/10.3390/encyclopedia2010031
https://doi.org/10.34218/IJARET.11.12.2020.096
https://doi.org/10.1016/j.techfore.2024.123761
https://doi.org/10.1007/978-1-4471-6753-2_2
https://doi.org/10.1016/j.chb.2024.108192

314 Morvat, Nazari Zade & Haghiri Dehbarez, Compilation of Avatar Development Roadmap in Iranian Banking with the Life Cycle ...

Information Systems and Telecommunication (JIST), 20(5),
242-251.

[10] Shneiderman, B., Cohen, M., Jacobs, S., Plaisant, C.,
Diakopoulos, N., & Elmgqvist, N. (2017). Designing the user
interface (6th ed.). Pearson International.
https:/elibrary.pearson.de/book/99.150005/9781292153926

[11] Hu, B. (2024). Developing an avatar-based framework for
unified client identification in banking systems using
generative Al and graph neural networks. Innovation in
Science and Technology, 3(4), 1-34.
https://doi.org/10.56397/IST.2024.07.01

[12] Oyetunji, D. J. (Unpublished). The role of artificial
intelligence and machine learning in enhancing customer
experience in Nigeria digital banks.

[13] Szolin, K., Kuss, D., Nuyens, F., & Griffiths, M. (2022).
Gaming disorder: A systematic review exploring the user-
avatar relationship in videogames. Computers in Human
Behavior, 128, 107124.
https://doi.org/10.1016/j.chb.2021.107124

[14] Miao, F., Kozlenkova, 1. V., Wang, H., Xie, T., & Palmatier,
R. W. (2022). An emerging theory of avatar marketing.
Journal of Marketing, 86(1), 67-90.
https://doi.org/10.1177/0022242921996646

[15] Sousa, K. S., & Furtado, E. (Unpublished). RUPi — A
unified process that integrates.

[16] Aguirre-Rodriguez, A., Boveda-Lambie, A. M., & Miniard,
P. W. (2015). The impact of consumer avatars in internet
retailing on self-congruity with brands. Marketing Letters,
26(4), 631-641. https://doi.org/10.1007/s11002-014-9296-z

[17] Gammoh, F., Jiménez, F. R., & Wergin, R. (2018). Consumer
attitudes toward human-like avatars in advertisements: The
effect of category knowledge and imagery. International
Journal of Electronic Commerce, 22(3), 325-348.
https://doi.org/10.1080/10864415.2018.1462939

[18] Kerr, C., & Phaal, R. (2022). Roadmapping and roadmaps:
Definition and underpinning concepts. IEEE Transactions on
Engineering Management, 69(1), 6-16.
https://doi.org/10.1109/TEM.2021.3096012

[19] Procter, L. (2021). I am/we are: Exploring the online self-
avatar relationship. Journal of Communication Inquiry, 45(1),
45-64. https://doi.org/10.1177/0196859920961041

[20] Xie, L., & Lei, S. (2022). The nonlinear effect of service
robot anthropomorphism on customers’ usage intention: A
privacy calculus perspective. International Journal of
Hospitality Management, 107, 103312.
https://doi.org/10.1016/5.ijhm.2022.103312

[21] Wang, X., Butt, A. H., Zhang, Q., Shafique, N., & Ahmad,
H. (2021). “Celebrity avatar” feasting on in-game items: A
gamers’ play arena. SAGE Open, 11(2), 215824402110157.
https://doi.org/10.1177/21582440211015716

[22] Foster, K., McLelland, M. A., & Wallace, L. K. (2022).
Brand avatars: Impact of social interaction on consumer-
brand relationships. Journal of Research in Industrial
Medicine, 16(2), 237-258. https://doi.org/10.1108/JRIM-01-
2020-0007

[23] Triantoro, T., Gopal, R., Benbunan-Fich, R., & Lang, G.
(2020). Personality and games: Enhancing online surveys
through  gamification.  Information  Technology &
Management, 21(3), 169-178.
https://doi.org/10.1007/s10799-020-00314-4

[24] Gonzales-Chavez, M. A., & Vila-Lopez, N. (2021).
Designing the best avatar to reach millennials: Gender
differences in a restaurant choice. Industrial Management &
Data Systems, 121(6), 1216-1236.
https://doi.org/10.1108/IMDS-03-2020-0156

[25] Takano, M., & Taka, F. (2022). Fancy avatar identification
and behaviors in the virtual world: Preceding avatar
customization and succeeding communication. Computers in
Human Behavior Reports, 6, 100176.
https://doi.org/10.1016/j.chbr.2022.100176

[26] Kramer, M. (2018). Best practices in systems development
lifecycle: An analysis based on the waterfall model. Review
of Business & Finance Studies, 9(1), 77-84.
https://ssrn.com/abstract=3131958

[27] Preece, J., Rogers, Y., Sharp, H., Benyon, D., Holland, S., &
Carey, T. (1994). Human-computer interaction. Addison-
Wesley.

[28] Li, Y., Dai, G., Chen, G., Liu, J., Li, P., & Ip, H. H. (2025).
Avatar-mediated communication in collaborative virtual
environments: A study on users’ attention allocation and
perception of social interactions. Computers in Human
Behavior, 108598. https://doi.org/10.1016/j.chb.2025.108598

[29] Holzwarth, M., Janiszewski, C., & Neumann, M. M. (2006).
The influence of avatars on online consumer shopping
behavior.  Journal of  Marketing, 70(4), 19-36.
https://doi.org/10.1509/jmkg.70.4.019

[30] Rasouli, M. R. (2012). The role of media in
institutionalizing the culture of electricity consumption
management. Journal of Communication Culture Science
Promotion, 2(5), 93—105. [In Persian]

[31] Kostoff, R. N., & Schaller, R. R. (2001). Science and
technology roadmaps. IEEE Transactions on Engineering
Management, 48(2), 132—143. https://doi.org/10.1109/17.922473

[32] Hffer, J. A., George, J. F., & Valacich, J. S. (2005). Modern
systems analysis and design (4th ed.). Prentice Hall.

[33] Hugues, O., Fuchs, P., & Nannipieri, O. (2011). New
augmented reality taxonomy: Technologies and features of
augmented environment. In B. Furht (Ed.), Handbook of
augmented reality (pp- 47-63). Springer.
https://doi.org/10.1007/978-1-4614-0064-6_2

[34] Milgram, P., & Kishino, F. (1994). A taxonomy of mixed
reality visual displays. IEICE Transactions on Information
and Systems, E77-D(12), 1321-1329.

[35] Carey, J., Galletta, D., Kim, J., Te’eni, D., Wildermuth, B.,
& Zhang, P. (2004). The role of HCI in IS curricula: A call to
action. Communications of the AIS, 13(23), 357-379.
https://doi.org/10.17705/1CAIS.01323

[36] Hewett, T., Baecker, R., Card, S., Carey, T., Gasen, J.,
Mantei, M., et al. (1992). ACM SIHCHI curricula for human-
computer interaction. Association for Computing Machinery.
https://doi.org/10.1145/2594128

[37] Zhang, P., Benbasat, ., Carey, J., Davis, F., Galletta, D., &
Strong, D. (2002). Human-computer interaction research in
the MIS discipline. Communications of the AIS, 9(20), 334—
355. https://doi.org/10.17705/1CAIS.00920

[38] Wright, P., Blythe, M., & McCarthy, J. (2006). User
experience and the idea of design in HCI. In S. W. Gilroy &
M. D. Harrison (Eds.), Interactive systems. Design,
specification, and verification. DSV-IS 2005. Lecture Notes
in Computer Science (Vol. 3941, p. 1). Springer.
https://doi.org/10.1007/11752707 1


https://elibrary.pearson.de/book/99.150005/9781292153926
https://doi.org/10.56397/IST.2024.07.01
https://doi.org/10.1016/j.chb.2021.107124
https://doi.org/10.1177/0022242921996646
https://doi.org/10.1007/s11002-014-9296-z
https://doi.org/10.1080/10864415.2018.1462939
https://doi.org/10.1109/TEM.2021.3096012
https://doi.org/10.1177/0196859920961041
https://doi.org/10.1016/j.ijhm.2022.103312
https://doi.org/10.1177/21582440211015716
https://doi.org/10.1108/JRIM-01-2020-0007
https://doi.org/10.1108/JRIM-01-2020-0007
https://doi.org/10.1007/s10799-020-00314-4
https://doi.org/10.1108/IMDS-03-2020-0156
https://doi.org/10.1016/j.chbr.2022.100176
https://ssrn.com/abstract=3131958
https://doi.org/10.1016/j.chb.2025.108598
https://doi.org/10.1509/jmkg.70.4.019
https://doi.org/10.1109/17.922473
https://doi.org/10.1007/978-1-4614-0064-6_2
https://doi.org/10.17705/1CAIS.01323
https://doi.org/10.1145/2594128
https://doi.org/10.17705/1CAIS.00920
https://doi.org/10.1007/11752707_1

Journal of Information Systems and Telecommunication, Vol.13, No.4, October-December 2025

[39] Lam, C.-M. (2025). Building ethical virtual classrooms:
Confucian perspectives on avatars and VR. Computers &
Education: X Reality, 6, 100092.
https://doi.org/10.1016/j.cexr.2024.100092

[40] Andrew, P. S., & Palmer, J. D. (1990). Software systems
engineering. John Wiley & Sons.

[41] Torabi, M. A., Hasangholipour Yasori, T., & Zare, M. J.
(2023). Conceptualization and theorizing avatar marketing in
Iran. Journal of Business Management, 15(2), 185-216.
https://doi.org/10.22059/jibm.2022.344989.4399

[42] Hosseini, M., & Kiadehi, E. F. (2014). Internet banking,
cloud computing: Opportunities, threats. Journal of
Information Systems and Telecommunication (JIST), 6, 1-10.
https://doi.org/10.7508/jist.2014.02.002

[43] Silva, M. J. B., Delfino, L. O. R., Cerqueira, K. A., &
Campos, P. O. (2022). Avatar marketing: A study on the
engagement and authenticity of virtual influencers on
Instagram. Social Network Analysis and Mining, 12(1), 130.
https://doi.org/10.1007/s13278-022-00966-w

[44] Lin, Y.-T., Doong, H.-S., & Eisingerich, A. B. (2021).
Avatar design of virtual salespeople: Mitigation of
recommendation conflicts. Journal of Service Research,
24(1), 141-159. https://doi.org/10.1177/1094670520964872

[45] Yan, J., Ma, T., & Nakamori, Y. (2011). Exploring the triple
helix of academia-industry-government for supporting
roadmapping in academia. International Journal of
Management and Decision Making, 11(3), 249-267.
https://doi.org/10.1504/IJIMDM.2011.040702

[46] McDowell, W., & Eames, M. (2006). Forecasts, scenarios,
vision, backcasts and roadmaps to the hydrogen economy: A
review of the hydrogen futures literature. Energy Policy, 34(11),
1236-1250. https://doi.org/10.1016/j.enpol.2005.12.006

[47] Jones, L. E., Hancock, T., Kazandjian, B., & Voorhees, C.
M. (2022). Engaging the avatar: The effects of authenticity
signals during chat-based service recoveries. Journal of
Business Research, 144, 703-716.
https://doi.org/10.1016/j.jbusres.2022.01.012

[48] Ghafarzadegan, M., & Peymankhah, S. (2007). A
comparative analysis of common approaches in roadmap
development in technology management. In The 5th
International Conference on Management, Tehran, 2007.
https://civilica.com/doc/43510

[49] Carroll, J. M., & Rosson, M. B. (2003). Design rationale as
theory. In HCI models, theories, and frameworks: Toward a
multidisciplinary ~ science  (pp. 431-461).  Elsevier.
https://doi.org/10.1016/B978-155860808-5/50015-0

[50] Ziaeipour, E., Ghotri, A. R., & Taghizadeh, A. (2023).
Software-defined networking adoption model: Dimensions
and determinants. Journal of Information Systems and
Telecommunication (JIST), 44, 368-382.
https://doi.org/10.61186/jist.40088.11.44.368

[51] Paul, S., Mohanty, S., & Sengupta, R. (2022). The role of
social virtual world in increasing psychological resilience
during the on-going COVID-19 pandemic. Computers in
Human Behavior, 127, 107036.
https://doi.org/10.1016/j.chb.2021.107036

[52] Hanus, M. D., & Fox, J. (2015). Persuasive avatars: The
effects of customizing a virtual salesperson’s appearance on
brand liking and purchase intentions. International Journal of
Human-Computer Studies, 84, 33-40.
https://doi.org/10.1016/j.ijhcs.2015.07.004

315


https://doi.org/10.1016/j.cexr.2024.100092
https://doi.org/10.22059/jibm.2022.344989.4399
https://doi.org/10.7508/jist.2014.02.002
https://doi.org/10.1007/s13278-022-00966-w
https://doi.org/10.1177/1094670520964872
https://doi.org/10.1504/IJMDM.2011.040702
https://doi.org/10.1016/j.enpol.2005.12.006
https://doi.org/10.1016/j.jbusres.2022.01.012
https://civilica.com/doc/43510
https://doi.org/10.1016/B978-155860808-5/50015-0
https://doi.org/10.61186/jist.40088.11.44.368
https://doi.org/10.1016/j.chb.2021.107036
https://doi.org/10.1016/j.ijhcs.2015.07.004

}. ST Journal of Information Systems and Telecommunication
Vol.13, No.4, October-December 2025, 316-325

http://jist.acecr.org
ISSN 2322-1437 / EISSN:2345-2773

Optimally DBS Placement In 6G Communication Networks Using
Improved Gray Wolf Optimization Algorithm to Enhance Network
Energy Efficiency

Hussein Shakir Diwan Al-Khulaifawi ', Mahdi Nangir "*

! Department of Electrical and Computer Engineering, University of Tabriz, Tabriz, Iran.

Received: 17 May 2025/ Revised: 04 Sep 2025/ Accepted: 25 Nov 2025

Abstract

The transition to sixth-generation (6G) networks demands highly energy-efficient solutions for large-scale IoT services.
Drone Base Stations (DBSs) offer flexible coverage, but their three-dimensional placement must be optimized to reduce
both transmission and hovering energy. This paper, model DBS deployment as a power-minimization problem and
introduce an Improved Grey Wolf Optimization (IGWO) algorithm that integrates adaptive control parameters, exponential
weighting of leader contributions (alpha/beta/delta), and a dynamic control structure that progressively favors elite solutions.
This design improves search efficiency in high-dimensional, nonlinear spaces and reduces the risk of premature
convergence. Extensive MATLAB simulations across multiple propagation environments demonstrate that IGWO achieves
lower network power consumption and faster convergence compared to standard metaheuristics, while preserving coverage
and connectivity. Specifically, the simulation results demonstrate that the proposed method achieves a remarkable
superiority over other optimization algorithms, showing more than a 2% improvement compared to the best among them
the standard GWO algorithm—thereby confirming its effectiveness and efficiency in low-power network scenarios.

Keywords: 6G Communication Networks; Drone Base Stations (DBSs); Internet of Things (IoT); Improved Gray Wolf
Optimization (IGWO); Energy Efficiency.

by the dynamics of nature and society are gaining
increasing attention for their reliability and efficiency in
the face of the intricacies of optimization problems [6].
Authors in [7] propose an optimized method for DBS
placement using the Marine Predators Algorithm (MPA),

1- Introduction

The emergence of 6G communication networks is a

significant step forward in wireless technology, which
provides ultra-high capacity, ultra-reliable low-latency
communication and these technological advancements
have been accompanied by the use of DBSs which have
offered a practical means of addressing the growing and
geographically dispersed needs for wireless services,
especially in areas where conventional tower-based
networks are constrained or unable to adjust [1-3].
Incorrect positioning may lead to signal losses, higher
energy needs, and degraded network capabilities,
particularly in areas with numerous constructions. Thus, it
is necessary to implement a thoughtful and organized
strategy for the three-dimensional distribution of DBSs in
order to optimize the potential capabilities of 6G networks
[4,5]. Conventional optimization works often fail to
provide globally optimal solutions because of the intricate,
ever-changing, and multi-layered nature of DBS
placement. Conversely, metaheuristic algorithms inspired
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which is good at avoiding local optima. Through
simulation, their approach outperforms previous
techniques, with an average path loss of 56.13 dB, which
significantly improves path loss mitigation and user access.
The work in [8] describes the quasi-opposition-based
lemurs optimizer (QOBLO), a new method of using lemur
foraging strategies with quasi-opposition learning to
optimally deploy DBS in NG-I. QOBLO outperforms
other swarm methods, as per thorough simulations and
statistical analysis, markedly increasing connectivity,
coverage, and energy efficiency, and providing a strong
scalable solution for 6G network problems. In [9],
researchers present a two-layer optimizer using a pre-
trained VGG-19 model and micro-swarms to optimize
network performance by means of non-orthogonal
multiple access. It is demonstrated that after statistical
testing, the method obtains a 98% accuracy of results
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when compared to Cuckoo Search, Grey Wolf, and
Particle Swarm Optimization.

In [10], an analysis of a wireless architecture where aerial
and terrestrial base stations serve respective users is
carried out, with emphasis on how ABS height and
transmit power alter rates for downlink and uplink
communication. The results show that optimal ABS
configurations are often at the maximum or minimum
extremity, and factors like wuser distance affect
performance. Based on [11] where a multi-UAV
communication setting is addressed, the authors formulate
a multi-objective optimization problem, CUEMOP, to
pursue improved coverage and energy saving. The authors
propose the Improved Multi-objective Grey Wolf
Optimizer (IMMOGWO) which includes the clustering,
hybrid initialization techniques, and innovations related to
the Levy flight algorithms. It is demonstrated that trial
simulations show that InMOGWO has better efficiency
and solution quality than benchmark algorithms.

In [12], researchers conduct systematic mapping analysis
of 3D placement in communication systems with UAVs,
analyzing goals of optimization, system models, and
solution techniques. The study indicates that there is a
focus on optimizing data rate, power and coverage using
large scale fading models, heuristic algorithms dominate,
and there is a lack of significant work on outage
probability, cost, and quality of experience and spectrum
optimization. In [13], the researchers propose a Mixed-
Integer Non-Linear Programming method for coordinating
DBS location optimization and minimization of their
number, using a modified PSO algorithm that begins with
K-means-based initialization. A unique communication
protocol is established and simulation results prove the
approach offers low packet loss, minimized latency, and
extensive user coverage across various environments.

In [14], the DBS placement problem is addressed using P-
median optimization; fuzzy clustering is used to generate
candidate positions and a bisection algorithm is used to
determine the optimum number of DBSs. The optimization
solution yields better results than rival approaches,
especially when the clustering parameters are adjusted
with high precision. The authors in [15] perform an
assessment of a variety of existing swarm intelligence
algorithms including Cuckoo Search (CS), Elephant Herd
Optimization (EHO), Grey Wolf Optimization (GWO),
Monarch Butterfly Optimization (MBO), Salp Swarm
Algorithm (SSA), and Particle Swarm. They examine how
well and productively these algorithms solve a specified
problem, carrying out tests in various scenarios. To
systemically assess the algorithms, the authors use the
Friedman and Wilcoxon tests. Through the use of these
tests, the study creates a foundation for performance
disparities evaluation and identifies the most effective
swarm intelligence methods for dealing with the problem.

This study employs an Improved Grey Wolf Optimization
(IGWO) algorithm for the optimal placement of drone
base stations (DBSs) within 6G cellular networks, with the
primary objective of minimizing network power
consumption. Owing to its high capability in navigating
complex, high-dimensional search spaces, the IGWO
algorithm rapidly converges toward optimal solutions.
This characteristic proves particularly advantageous for
the placement of DBSs, as it significantly reduces
computational time while achieving near-optimal
configurations. Furthermore, the IGWO algorithm
maintains a balance between local exploitation and global
exploration. This adaptive balance mitigates the risk of
entrapment in local optima and facilitates the discovery of
more globally efficient placement strategies for the DBSs.
The key contributions of this study include:

An optimization framework is formulated to minimize the
average power consumption of ground wusers by
strategically deploying DBSs. Given the high-dimensional
and nonlinear nature of the problem space, the Improved
Gray Wolf Optimization (IGWO) algorithm, rooted in
swarm intelligence, is utilized. The algorithm adaptively
maintains a dynamic balance between exploration and
exploitation, thereby reducing the likelihood of premature
convergence and enhancing the algorithm’s ability to
approximate the global optimum effectively.

A dynamic weighting mechanism is introduced to
reinforce gradual exploitation. In this mechanism, the
weights assigned to the alpha, beta, and delta wolves are
updated iteratively using exponential functions. As the
iterations progress, increased emphasis is placed on the
alpha wolf’s position, thereby enhancing the algorithm’s
ability to exploit the most promising solution discovered
thus far and leading to more precise convergence behavior.
A dynamic control structure is also developed to gradually
intensify the influence of elite solutions over time. Unlike
conventional approaches that uniformly aggregate the
guidance from all reference wolves, this method employs a
targeted weighting strategy. This allows the search process
to be progressively steered toward more reliable regions of
the solution space. Such structural modification in
information aggregation significantly enhances the
algorithm’s performance in complex and dynamic wireless
communication environments.

The efficacy of collective intelligence-based techniques
for identifying the optimal position of drone base stations
has been assessed through extensive simulations. The
superiority of the suggested approach in reducing average
power consumption has been demonstrated by a
comparative  analysis  conducted under  various
environment circumstances, search agent counts, and user
densities.

The remainder of this paper is organized as follows: The
suggested methodology is presented in Section 2. The
simulation settings and performance evaluation processes
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are described in Section 3, and the paper's conclusion and
future research prospects are outlined in Section 4.

2- Proposed Method

The primary objective of this study is to propose an
effective methodology for the optimal placement of drone
base stations (DBSs) within 6G cellular networks, aiming
to minimize overall network power consumption. To
achieve this, an Improved Gray Wolf Optimization
(IGWO) algorithm is employed. The IGWO algorithm
maintains an effective trade-off between local exploitation
and global exploration. This balance significantly
contributes to avoiding local optima and facilitates the
discovery of more efficient deployment strategies for
DBSs. Owing to its high flexibility, IGWO exhibits strong
adaptability to dynamic network environments and
variable conditions—such as fluctuating user densities and
evolving network demands—allowing it to consistently
determine optimal base station locations in real time.
Moreover, compared to conventional metaheuristic
approaches, the IGWO algorithm demonstrates greater
stability in producing reliable solutions and shows robust
performance under the diverse challenges inherent in 6G
communication networks.

2-1- System Model

This section outlines the system model used for evaluating
the service provisioning capabilities of DBSs to Internet of
Things (IoT) devices. The conceptual system architecture
is illustrated in Figure 1. In the presented structure
Sdeviee={1,2,...,s} denotes the set of [oT devices randomly
distributed within a two-dimensional area, and
Kpes={1,2,....k} represents the set of DBSs deployed to
serve these devices. Each DBS hovers above the device
layer.

Fig.1. Conceptual System Model

Traditional channel models are insufficient for accurately
simulating air-to-ground (AtG) communication due to the
altitude variability of DBSs. Instead, two primary link

types are considered for modeling the relationship between
DBSs and IoT devices: Line-of-Sight (LoS) and Non-
Line-of-Sight (NLoS) connections.

2-2- Air-to-Ground Propagation Model

The probability of establishing a Line-of-Sight (LoS) link
between the k-th DBS and the s-th IoT device is given by
the following expression:

1
1+aexp [—ﬁ(arctan (%)—a)],

P(hg.dis) = (1)

where « and 8 are environment-dependent parameters, hy,
denotes the k-th DBS altitude, and d ¢ is the horizontal
distance between the DBS and the IoT device, defined as:

dk.s = \/(xk - xs)z + (yk - ys)z' ()

Here, (. xx) and (ys. x,) represent the 2D coordinates of
the k-th DBS and the IoT device, respectively.

Using the LoS and NLoS probabilities, the path loss can
be modeled as:

PL (hy.ds) = 20log (A + dZ,) + AP(hy.dis) + B (3)

where:
A = Nos — NMnLoss 4

B = 20log (Mf”) + NNLos- )

Cc
In these equations:
e 7 represents the mean additional path loss;
e A is the differential loss between LoS and NLoS
conditions;
e f. is the carrier frequency (in Hz);
e ¢ denotes the speed of light.

2-3- Objective Function for

Placement

Optimal DBS

The central goal of this research is to determine optimal
placements for the DBSs that minimize the total power
consumption of the network. This objective is formulated
as an optimization problem and is addressed using the
proposed IGWO metaheuristic algorithm. Given that the
objective function plays a pivotal role in the design of any
metaheuristic optimization strategy, it is formally defined
in this section to guide the optimization process effectively.

2-3-1 Minimizing Network Power Consumption

The objective of this section is to present a comprehensive
model for calculating the total power consumption of the
network, incorporating the energy required for electronic
processing, average data transmission time, path loss, and
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other real-world parameters. To this end, the transmitter’s
power consumption can be considered to comprise two
components: a fixed amount of electronic energy required
for processing, and the transmission energy component,
which depends on the path loss. Consequently, the average
power consumption for communication between the s-th
user device and the £-th Drone Base Station (DBS) can be
expressed as:

K
PCOnSaye(hk' ds) = (Eelec + gamp—tx PL (hk ds)) ' E (6)

where, E,,. is the energy required for processing each bit
electronically and is measured in joules (J), €zmp—tx
represents the amplifier efficiency needed to compensate
for the path loss during transmission and is also expressed
in joules (J), K is the number of bits transmitted, and Ty,
denotes the average data transmission time in seconds (s).
It is important to note that &4, ¢, quantifies the energy
consumed per bit to overcome the attenuation in the signal
path and is determined based on the path loss intensity PL.
Accordingly, the total average energy consumed across the
network—borne by the devices—can be minimized by
optimizing the placement of DBSs. Assuming that s
indexes the devices and & indexes the DBSs, and that each
device connects to the nearest DBS, the optimization
problem can be formulated as follows:

K S
k=1 23=1 Pconsgye (Nk-ds)

minimize
{x.y.h} S
subject to: C1: Xpmin < XK < Xpmax VK @)

C2: Ymin < yg < Yimax- Yk
C3: hppin < hE < My VK

Here, x, y and h represent the 3D spatial coordinates of

every DBS, while Xpmin /Xmax » Ymin/Ymax a0d hopin/Rinax
define the boundaries of the deployment region.

2-4- Optimal Placement of Drone Base Stations
Using the Improved Grey Wolf Optimization
(IGWO) Algorithm

In this study, the Improved Grey Wolf Optimization
(IGWO) algorithm is employed to determine the optimal
positioning of drone base stations (DBSs), with the aim of
minimizing the power consumption of Internet of Things
(IoT) user devices as defined by the objective functions.
The Grey Wolf Optimizer (GWO) is a nature-inspired
metaheuristic algorithm that mimics the social hierarchy
and hunting behavior of grey wolves in the wild. It is
particularly effective for solving complex optimization
problems. In this algorithm, a population of "wolves"
represents candidate solutions in the search space. The
optimization process begins with evaluating each wolf’s

position and identifying the top solutions, referred to as the
alpha, beta, and delta wolves. The leaders direct the other
wolves as they iteratively update their positions based on
these until certain termination conditions are satisfied, like
a convergence threshold or maximum number of iterations.
The final position of the alpha wolf is considered the
optimal solution. Due to its simplicity and efficiency,
GWO has attracted considerable interest in both academic
and industrial optimization tasks. The main procedural
steps of the IGWO algorithm are as follows:

Step 1: Initialization of Parameters

Initially, key factors including the number of wolves (N),
number of variables (problem dimensions, D), number of
iterations (7), and the control vector (@) are defined. The
control vector a, which linearly decreases from 2 to 0 over
the iterations, balances the exploration and exploitation
phases of the algorithm. The decrease in the value of a
enables the algorithm to initially conduct a wide-ranging
search (exploration), and later to focus on the best regions
(exploitation). This vector is defined as follows:

i) =2- % . (8)
Step 2: Population

After initializing the parameters, a population of grey
wolves—representing potential solutions—is randomly
generated within the search space. The initial position of
each wolf is determined as follows:

X;j =rand(0.1) - (ub; — lb;) + Ib;, 9)

where:
e X;jis the j-th variable for the i-th wollf,
e ub; and lb; are the upper and lower bounds of the
j-th variable, and
o rand(0.1) is a uniformly distributed random
number between 0 and 1.

Step 3: Evaluation of Objective Function

Each wolf’s position is evaluated using the objective
function:

fi=f&X) . (10)
Step 4: Social Hierarchy Assignment

This step reflects the social behavior of grey wolves in
nature, where the leader directs the hunting group. In this
stage, based on the fitness values obtained in the previous
step, the wolves are divided into four categories: Alpha,
Beta, Delta, and Omega. The Alpha, Beta, and Delta
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wolves act as the leaders of the hunt, while the Omega
wolves follow the leaders. Therefore, the wolf with the
best fitness value is selected as the Alpha wolf X, and the
wolves with the second and third best fitness values are
selected as the Beta X and Delta X5 wolves, respectively.
The remaining wolves are classified as Omega wolves X .

Step 5: Modeling the Hunting Behavior and Position
Update of Grey Wolves

The alpha, beta, and delta wolves' positions are used to
update the wolves' positions at this point. To facilitate this,
the control vectors A and C are defined as follows:

A=2-d-#-ad, (11)
C=2-%. (12)

Here, 7, and 7, are randomly generated vectors of [0,1]°.
Next, the relative distance and estimated positions with
respect to the alpha, beta, and delta wolves are calculated
using the following relations:

Do=|C-X,—X| = X, =X,— 4, D, , (13)
S I L SE AL S
Ds=|Cs- Xs—X| = X;= Xs— A5 Ds. (15)

Finally, the wolves’ final positions are updated according
to following equation:

Xt+1)= @ (16)

As evident in the Eq. (16) above, the influence of the alpha,
beta, and delta wolves is equally weighted in determining
the optimal position. However, since the alpha wolf
typically represents a better solution than the beta, and the
beta better than the delta, assigning adaptive weights to
each of their contributions can lead to more effective
convergence toward the global optimum.

In the proposed IGWO algorithm, the initial weights
assigned to the alpha, beta, and delta wolves are equal,
which supports the exploration phase by allowing the
algorithm to broadly search the solution space. To enhance
the exploitation phase over time, these weights are
adaptively adjusted throughout the iterations. Specifically,
the weight of the alpha wolf gradually increases, directing
more focus on the region near the current best solution,
while the weights of the beta and delta wolves decrease,
thus reducing their influence. This adaptive weighting
strategy ensures a balanced transition from exploration to
exploitation, allowing the algorithm to converge
effectively to an optimal or near-optimal solution by the
end of the search process. The updated position equation
with adaptive weighting becomes:
R(t+1)= Wa(t))?l(t)w,;(t;)?z(t)+w$(t))?3(t)’

(17)
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where w,, wg, and ws are the time-dependent adaptive
weights for the alpha, beta, and delta wolves, respectively,
defined as:

5t
Wa(t) = Wa_ini + (lt_ Wa_ini) ' (1 - e_?) > (18)
2
wg(t) =wp i "€ T, (19)
4t
ws(t) = Ws inize T . (20)

Here, Wq ini » Wp_ini » and Ws in; represent the initial
weights for updating the positions of the Alpha, Beta, and
Delta wolves. At the beginning of the algorithm, these
initial weights are considered equal, following the standard
GWO procedure. However, as the algorithm progresses,
the weights w, (t), wg(t) and ws(t) change over time to
enhance the algorithm’s exploitation capability.
Specifically, the weight for the Alpha wolf, which has the
best position, increases exponentially. Meanwhile, the
weights for the Beta and Delta wolves gradually decrease
as the algorithm advances. The exponential coefficients
are tuned such that the slope of the decrease in wg(t) is
less steep than the slope of the decrease in wg(t).

Step 6: [Iterative Execution Until
Criterion Is Met

Convergence

Steps 3 through 5 are executed iteratively until the
stopping condition—typically the maximum number of
iterations—is satisfied. Upon termination, the final
position of the alpha wolf )?a, representing the optimal
coordinates of the drone base stations, is returned as the
best solution obtained by the Improved Grey Wolf
Optimization algorithm.

The pseudo-code of proposed method is illustrated in
Algorithm 1.

2-4-1Computational complexity of the proposed IGWO

The computational complexity of the proposed IGWO
algorithm is determined by the population size N, search
space dimension D, and maximum number of iterations T.
In each iteration, the algorithm evaluates the objective
function for all search agents and updates their positions,
leading to a total complexity of O(NXDXT). The
additional adaptive weighting and parameter control
mechanisms require only simple arithmetic operations,
resulting in negligible extra cost. Hence, the proposed
IGWO maintains a linear computational complexity
similar to the standard GWO.

Algorithm 1: Improved Grey Wolf Optimization (IGWO)

Input:
- Objective function f(x)
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- Search space dimension D

- Population size N

- Maximum iterations T
Output:

- Best solution x, (corresponding to minimum power
consumption)

1: Initialize positions of N grey wolves {xi}, i = 1,...,N randomly
within bounds
2: Evaluate fitness f(xi) for all wolves
3: Identify three best solutions: a (best), B (second best), & (third
best)
4: Set iteration counter t = 1
S: while (t<T) do
6:  Update control parameter a(t) using adaptive rule
7:  For each wolfi=1to N do
8: Compute coefficient vectors A = 2ar; —a, C = 2r,
9 Calculate distances to leaders:
Dg = |Cy - Xo — X
Dg = |C; - Xp — Xi
Ds =|Cs- X5 — Xil
10: Update candidate position:
Xy =Xo— A1 Dy
XZ = Xﬁ - A1 . Dﬁ
X3 =Xs— A1 Ds
11: Update position:
Xi(t 4 1) _ wa(t)X1+wB(3t)Xz+W5(t)X3
(where wy, wg, ws are dynamic weights)
12:  end for
13:  Evaluate new fitness values f(xi)
14:  Update a, B, o if better solutions are found
15: t=t+1
16: end while
17: Return x,, as the best solution

environmental modeling, simulation parameters, and
parameters related to optimization algorithms are inspired
by reference [15], which deals with the optimal location of
DBSs using meta-heuristic algorithms in
telecommunication networks. Also, the simulations were
carried out using MATLAB 2023a. In addition all
simulation results presented in the paper are obtained by
averaging over 50 independent runs of the proposed
algorithm to account for its stochastic nature and ensure
reliability.

Table 1: Propagation Parameters in Different Environments

Environment a B NLos NN s
Urban 9.61 0.16 1 20
Suburban 4.88 0.43 0.1 21
Dense Urban 12.08 0.11 1.6 23
High-raise 2723 0.08 23 34

3- Performance Evaluation

The effectiveness of the suggested approach in
determining the best location for drone base stations
(DBSs) under varied parameter settings is thoroughly
evaluated in this section. The proposed approach is
assessed through numerical results derived from extensive
software-based simulations. The conducted experiments
investigate the impact of several key factors, including the
number of users, the number of search agents (population
size), the number of iterations (generations), and different
propagation environments—namely suburban, urban,
dense urban, and high-rise urban—on path loss and power
consumption in the Improved Grey Wolf Optimization
(IGWO) algorithm. Table 1 provides a summary of the
different parameters related to various environments. It
should be noted that the parameters related to

3-1- Path Loss Evaluation

In this section, the effect of four different factors on path
loss is investigated: population size in optimization
algorithms, maximum number of iterations, type of
propagation environment, and the number of users.

Experiment 1: Impact of Propagation Environment on
Path Loss

This experiment evaluates the impact of different
propagation environments on the average path loss. For
this purpose, the number of users is set to 20, the
maximum number of iterations is 100, and the population
size (number of search agents) is 25. The detailed
parameters of this experiment are represented in Table 2.

Table 2: Experiment 1 Simulation Parameters

Parameter Value
Number of Users 20
Maximum number of 100
iterations

Urban- suburban-
dense urban, high-
rise urban

Various Environments

Number of Search Agent 25

Figure 2 illustrates the effect of different propagation
environments—suburban, urban, dense urban, and high-
rise urban—on the path loss within the network. As shown
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in the figure, suburban environments exhibit the lowest
path loss across all optimization algorithms, while dense
urban environments result in the highest path loss.
Moreover, it is observed that the proposed IGWO method
consistently yields lower path loss compared to other
optimization techniques across all environment types,
indicating the algorithm’s robustness and adaptability to
diverse propagation conditions.
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Fig.2. Effect of Path Loss in Various Environments for Different
Approaches

Experiment 2: Impact of Maximum Number of
Iterations on Path Loss

This investigation assesses how varying the maximum
number of iterations (generations) affects the overall path
loss. The simulation parameters used in this experiment
are listed in Table 3.

Table 3: Experiment 2 Simulation Parameters

Parameter Value

Number of Users 20

Maximum number of 50, 100, 200, 500

1terations
Various Environments Urban
Number of Search Agent 25

As illustrated in Figure 3, the path loss decreases with an
increasing number of iterations for all metaheuristic
algorithms. This demonstrates that increasing the number
of iterations enhances the convergence and performance of
optimization methods. Furthermore, the lowest recorded
path loss of 86.8 dB is achieved by the proposed Improved
Grey Wolf Optimization (IGWO) when the number of
iterations reaches 500, highlighting the superior efficiency

of the proposed algorithm in minimizing power
consumption compared to alternative approaches.
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Fig.3. Effect of the Maximum Iterations on Path Loss for Different
Methods

Experiment 3: Impact of the Number of Search Agents
on Path Loss

The third investigation investigates the effect of varying
the count of search agents on path loss for different
metaheuristic algorithms, including the proposed IGWO
method. The simulation considers 20 users, a maximum of
100 iterations, and an urban propagation environment. The
detailed parameters of this experiment are shown in Table
4.

Table 4. Experiment 3 Simulation Parameters

Parameter Value
Number of Users 20
Maximum number of iterations 100
Various Environments Urban

Number of Search Agent 5, 25,50, 75, 100

Figure 4 depicts the effect of the number of search agents
on the path loss. As seen in the figure, increasing the
number of agents generally results in a reduction in path
loss. The proposed IGWO method consistently achieves
the lowest path loss across various population sizes
compared to the other approaches.
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Experiment 4: Impact of User Counts on Path Loss
Based on the first simulation scenario, this investigation
assesses how the count of users affects the suggested
method's performance. While keeping the maximum
number of iterations, propagation environment, and
number of search agents constant, the number of users is
varied to assess its impact on the path loss. The simulation
parameters are summarized in Table 5.

Table 5: Experiment 4 Simulation Parameters

Parameter Value

Number of Users 10, 20, 30, 40, 50

Maximum number of iterations 100
Various Environments urban
Number of Search Agent 25

As shown in Figure 5, the path loss increases with the
number of users. Additionally, it is observed that the
proposed IGWO algorithm consistently yields the lowest
path loss, particularly for 10 users, further demonstrating
its ability to adapt and scale across different user densities.
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3-2- [Evaluation of Average Power Consumption

This section investigates how various factors influence the
average power consumption of deployed drones across
four experiments. These include population size, number
of iterations, propagation environment, and number of
users.

Experiment 1: Effect of Propagation Environment on
Power Consumption

Figure 6 presents the average power consumption for
various propagation environments. The results show that
the proposed IGWO algorithm consumes the least energy
across all environments, with the lowest power
consumption of 44 mW observed in the suburban scenario.
Conversely, the highest power consumption (45.8 mW) is
observed for the PSO algorithm in high-rise urban areas.
Specifically, the simulation results demonstrate that the
proposed method achieves a remarkable superiority over
other optimization algorithms, showing more than a 2%
improvement compared to the best among them—the
standard GWO algorithm—thereby confirming its
effectiveness and efficiency in low-power network
scenarios. Furthermore, power consumption in suburban
environments is generally lower for all algorithms,
confirming the lower propagation loss in such
environments.



324 Shakir Diwan Al-Khulaifawi & Nangir, Optimally DBS Placement In 6G Communication Networks Using Improved Gray .....

55

Eics [ Jewo [ssa IMIGWO
EEHo e PSO 1

33}
(=]
T

Power Consumption (mW)
[ [ L P

ra
o
T

20

Urban Suburban Dense Urban High-Rise Urban

Environment
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Experiment 2: Effect of Maximum Number of
Iterations on Power Consumption

As shown in Figure 7, increasing the number of iterations
significantly reduces average power consumption for all
algorithms. The IGWO method achieves the minimum
value of 44.6 mW at 500 iterations, while PSO shows the
highest power consumption of 45.3 mW at 50 iterations.
The results confirm that more iterations allow the
optimization process to converge toward more energy-

efficient deployments.
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Experiment 3: Effect of Number of Search Agents on
Power Consumption

In Figure 8, the results reveal that increasing the number
of search agents reduces the average power consumption,
as more agents improve the search space exploration and
chances of finding optimal solutions. The IGWO

consistently outperforms other methods, maintaining the
lowest power consumption across all population sizes,
demonstrating its efficient exploration and exploitation
balance.
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Fig.8. Effect of the Number of Search Agents on Power
Consumption for Different Methods

Experiment 4: Effect of Number of Users on Power
Consumption

As depicted in Figure 9, power consumption increases
with the number of users, which is expected due to the
higher = communication and coverage demands.
Nevertheless, the IGWO algorithm consistently consumes
less energy than other methods across all user counts. This
underscores the method's scalability and adaptability,
primarily due to its dynamic balance between exploration

and exploitation.
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4- Conclusion

In this study, an improved Gray Wolf Optimization
(IGWO) algorithm was developed to address the urgent
challenge of energy-efficient deployment of Drone Base
Stations (DBSs) in 6G networks. The proposed IGWO
algorithm, featuring adaptive weighting mechanisms and
dynamic control structures, demonstrated enhanced
capacity to explore the complex, multivariate search
spaces required for effective DBS deployment. Several
simulation experiments were conducted under varying
conditions, including different propagation environments,
population sizes, iteration counts, and user densities. The
presented  strategy  consistently  exhibited  strong
performance and stability across all simulations. Notably,
the IGWO algorithm achieved the lowest path loss values
across all propagation environments, with suburban
scenarios yielding the lowest overall path loss. In the
urban environment simulation, the IGWO method
generated a path loss of only 86.8 dB after 500 iterations,
outperforming traditional optimization methods. Analysis
of average power consumption further confirmed that
IGWO enables significant energy savings. The algorithm
achieved an average power consumption of 44 mW in
suburban areas, while also maintaining strong performance
in dense and high-rise urban environments.

Increasing the number of search agents and iterations
further improved the algorithm’s  performance,
demonstrating its scalability and convergence efficiency.
Even as user demand increased, the power consumption of
IGWO remained systematically lower than that of all other
optimization approaches. Future research could explore
mobility models, examine temporal variations in user
distribution, and investigate integrated optimization
strategies to further enhance overall network performance.
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Abstract

In this study, a K-Nearest Neighbor (KNN) classifier is employed for fabric defect identification. First, directional Grey-
Level Co-occurrence Matrix (GLCM) of the fabric image is computed in 0°, and 90" directions. Six intensity-based features
are then extracted from these directional GLCMs. In addition, the minimum, maximum, median, and mean grey levels of
the fabric image are computed. These sixteen features are combined into a single feature vector representing the fabric
image. Next, Principal Component Analysis (PCA) is applied to reduce the dimensionality of the feature vector. The
reduced features are then classified using the KNN classifier, categorizing each fabric image as either defective or defect-
free based on training data. To localize defects, patches containing defects are segmented from the original fabric image.
Features of these defect patches are extracted, reduced via PCA, and classified using KNN. Finally, each defect class is
identified, and defect locations are visualized using morphological operations. The proposed method is evaluated on the
comprehensive TILDA dataset, which contains 3,200) fabric images (both defective and defect-free). Experimental results

demonstrate a mean average accuracy of 95.65% for fabric defect identification across classes C,, C,, and Cj.

Keywords: Fabric Defect Identification; Feature Extraction; KNN Classifier; PCA Algorithm.

1- Introduction

A fabric defect refers to a flaw on the surface of a fabric
caused by issues in the manufacturing process. In textile
quality control, fabric defect identification is crucial for
maintaining product standards [1]. To date, over 70 types
of fabric defects have been documented in textile
manufacturing [2]. The presence of defects can reduce
fabric value by 45-65% [2].

Traditionally, defect identification has relied on human
visual inspection [2], which suffers from limited accuracy;
typically ranging between 60-75% [3]. As a result, manual
inspection is inefficient and unreliable for long-term use
[1]. Therefore, automatic fabric defect identification based
on computer vision techniques is increasingly important
for quality control in textile production [4].

Compared to manual methods, automatic fabric defect
identification offers higher accuracy, reduced costs, and
increased robustness in production lines [3]. However,
due to the wide variety of defect types, accurately
classifying fabric defects remains a challenging task [4].
Recently, deep learning-based approaches have achieved
promising results in fabric defect identification. However,

DX Farahnaz Mohanna
f mohanna@ece,usb.ac.ir

their performance heavily depends on large volume of
labelled data [5]. Since labelling fabric defects is time-
consuming and expensive for textile factories, using
supervised learning methods that do not rely on deep
learning can reduce this burden. Thus, developing efficient,
accurate, and lightweight methods remains a key research
goal [6].

In this study, we propose an automatic method based on
the K-Nearest Neighbor (KNN) classifier to identify
defects in both plain and patterned fabrics. First, the
directional Grey-Level Co-occurrence Matrix (GLCM) of
the fabric image is computed in 0°, and90° orientations.
From these GLCMs, six intensity features are extracted.
Additionally, the minimum, maximum, median, and mean
grey levels of the image are calculated. These sixteen
features are concatenated into a single feature vector of
size of 1x16. Principal Component Analysis (PCA) is then
applied to reduce the dimensionality of the feature vector.
The reduced features are subsequently classified using the
KNN algorithm to categorize the image as either defective
or defect-free.

To localize defects within defective images, defect patches
are first segmented. Features from these patches are
extracted, reduced using PCA, and classified via KNN.
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Finally, the type and position of each defect are
determined and visualized using morphological operations.
The proposed method is evaluated on the comprehensive
TILDA dataset, which includes 3,200 fabric images
(defective and defect-free). Experimental results show a
mean average accuracy of 95.65% for defect identification
across 1,390 images in classes C,, C, , and C; of the

dataset.

The main innovation of the proposed method lies in
achieving high classification accuracy; 95.65%, on the
TILDA dataset using only PCA and KNN, without relying
on any deep or non-deep neural network models. As a
result, the proposed method is suitable for real world
applications in fabric defect inspection. However, it is not
effective for detecting defects in a randomly patterned
fabrics, as demonstrated by lower performance in such
cases within the TILDA dataset.

The remainder of this paper is organized as follows:
Section 2 reviews related work in fabric defect
identification. Section 3 presents the proposed
methodology. Section 4 reports experimental results and
comparisons with existing methods. Finally, Section 5
concludes the study.

2- Past Methods

Several methods have been proposed for fabric defect
identification, ranging from traditional image processing
to deep learning techniques. This section reviews a
selection of these approaches and their reported
performance.

An unsupervised learning method [1] identified fabric
defects by reconstructing image patches at multiple levels
of a Gaussian pyramid. The reconstruction residuals were
used for defect prediction, yielding a maximum
identification accuracy of 85.20% on 128 fabric images.
However, the dataset did not include all defect types. A
patch-based method [2] extracted local fabric image
patches, which were then labelled and fed into a pre-
trained deep convolutional neural network. Defects were
localized by scanning the image with the trained model.
This method achieved an accuracy of 97.20% on 300 non-
randomly patterned fabric images from the TILDA dataset.
A comprehensive survey [3] reviewed existing fabric
defect identification algorithms and datasets, comparing
identification accuracy and real-time performance. Auto-
encoder networks [4] were trained using a loss function on
Structural Similarity Index Measurement (SSIM). Defect
identification was performed using SSIM residual maps.
Identification accuracies of 92.70%, 79.80%, and 93.10%
were reported for classes C;, C,, and C, of the TILDA

dataset, with no results provided for class C,. A multi-
task mean teacher approach [5] was presented to

simultaneously identify the defect area, contour, and
distance map. Supervised and consistency losses were
applied to labeled and unlabeled data, respectively,
resulting in a mean accuracy of 87.77% on TILDA fabric
images. A weighted double low-rank decomposition
technique [6] located defects by identifying homogeneous
regions with high correlation. This method achieved a
mean accuracy of 90.66% on 250 plain fabric images from
the TILDA dataset. A method based on Elliptical Gabor
filter (EGF) [7] used a particle swarm optimization
algorithm to determine EGF parameters from a defect-free
template image. Defect identification was performed by
convolving the sample image with the EGF, achieving
96.30% accuracy on 195 images from the Standard Fabric
Defect Glossary dataset. Another approach [8] targeted
defect identification in patterned fabrics. Defective blocks
were segmented using pattern periodic distance, and
compared to a dictionary of features from defect-free
blocks. Distance metrics and thresholding were used to
identify defects, with accuracy exceeding 95%. An
enhanced YOLOV4 architecture [9] incorporated the Soft-
Pool layer within the Spatial Pyramid Pooling (SPP)
structure. Adaptive histogram equalization was also
applied to enhance image quality. Using a dataset that
combined Aliyun-FD-10500, Kaggle images, and real
photographs, the method achieved a mean accuracy of
86.44%, an improvement of 6% over standard YOLOv4.
A DenseNet-based edge detection algorithm [10] used an
optimized cross-entropy loss and six enhancement designs
to improve feature representation. The method
outperformed conventional CNNs, improving the area
under the curve (AUC) by 18% across 11 defect types. A
method using direction templates and image pyramids [11]
was presented for identifying defects in color and
periodically patterned fabrics. A stacked de-noising auto-
encoder reconstructed the image from blocks sampled in
the pyramid representation. Defective blocks were
identified using SSIM, resulting in a mean accuracy of
69.68% on TILDA fabric images. Two CNN-based
structures [12] were presented for jacquard-patterned
fabrics. One used CNNs for defect identification on
isolated patterns, while the other applied integrated state-
of-the-art CNNs to the entire dataset. The multispectral
dataset included RGB and near-infrared images, which
were preprocessed using adaptive histogram equalization.
A saliency-based method [13] identified defects by
estimating the membership degree of each defect region.
Iterative thresholding and morphological operations were
used, achieving a mean identification accuracy of 95.48%
on various experimental images. A CNN model [14] was
designed to learn defect features from only 50 labeled
samples. Initially, the model was applied without training
to generate raw outputs, which were later used for
supervised learning. Experiments on four fabric datasets
with different textures achieved a mean accuracy of
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95.89%. A dictionary learning-based method [15] first
segmented a defect-free fabric image to build a joint
matrix, from which a random dictionary was created.
Orthogonal matching pursuit and k-SVD (k singular value
decomposition) were applied to learn  sparse
representations. Defect identification was based on
reconstruction error and adaptive thresholding, achieving
93.63% mean accuracy on TILDA classes C,,C,, and C,.

A method for nonwoven fabric defect identification [16]
was presented using the LL-YOLOvV5 network, which
incorporated the LSK and Light-RepGFPN modules.
These modules enhanced small defect identification and
feature fusion. The model achieved a mean accuracy of
90.30% on a hyperspectral nonwoven fabric dataset,
outperforming standard YOLOvS by 2.2%. A Color
Conversion Network (CCN) [17] converted RGB images
into an optimized color space to better distinguish defects
from normal patterns. A contrastive loss function
maximized the separation between defect and non-defect
features. A complementary adversarial structure, CASDD
[18], combined an encoder—decoder module with dual
discriminators for identifying texture defects. Edge
detection blocks were integrated into convolutional layers,
while two discriminators focused on key features and edge
differences to improve boundary identification. A YOLO-
SCD network [19] used an attention mechanism to
enhance feature representation in the neck of the model. It
achieved a mean accuracy of 82.92%, improving YOLOv4
performance by 8.49%. Finally, a network incorporating a
parallel dilated attention module [20] and a feature
pyramid network was introduced to capture multiscale
contextual information. Alpha-GloU loss was used to
refine bounding box regression. Additionally, a dual
attention module, self-enhanced (SE) and cross-enhanced
(SE), was developed [21] to enrich contextual and inter-
layer feature representations for improved prediction
accuracy.

3- Proposed Method

The steps of the proposed method are illustrated in Fig. 1.
Each fabric image is selected from the TILDA dataset and
has a resolution of 400x400 pixels. First, the GLCM of the
input image is calculated in 0" and 90° orientations. From
each matrix, six features are extracted using Equations (1)
to (6). The feature defined in Equation (1) captures the

scattering of grey levels around the mean intensity.
Ny—1N, -1

> 2 (i-u) C(i.)) (1)

i=0 j=0

Where u, C(i, j), and N, are respectively mean, GLCM

member at (i, j) , and a number of grey levels of the image.
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Fig. 1 Flowchart of the proposed method

The feature defined in Equation (2) shows the spreading of

sum of grey levels around the mean intensity.
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The feature defined in Equation (3) shows the mean

distribution of the sum of grey levels.
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The feature defined in Equation (4) shows the irregularity
of difference distribution of the image intensities.

_é‘j C..,(i)log(C,_, (i) 4)

The feature defined in Equation (5) shows the maximum
of the GLCM members.

Max, ; C(i, ) ®)

The feature defined in Equation (6) shows the
homogeneity of the grey levels distribution.
N, N, C(l,])
— Q)
i=1 j=1 1+(l—])

In addition to GLCM features, four statistical intensity
features, minimum, maximum, median, and mean are
computed from the original image.

4- Results and Comparisons

4-1- TILDA Database

TILDA database [27] is a comprehensive database
commonly used for evaluating fabric defect identification
algorithms. It contains 3,200 images across four classes,
including various types of simple and patterned designs.
The proposed method was implemented and tested on this
dataset. The C, class has simple fabrics with a narrow

structure. The C, class has simple fabrics with a random
structure. The C; class has periodical structured fabrics.

The C, class has fabrics with randomly patterns.

4-2- Evaluation Criteria

Four standard evaluation metrics, defined by Equations (7)
to (10) [27], are used to assess the performance of the
proposed method.

TP
Sensitivity (Sens.) = ——— 7
v ) TP+ FN 7
N
Specificity (Spec.) = ——— 8
pecificity (Spec.) NP ®)
Accuracy = IP+1N ©)
TP+TN + FP+FN
False Rate (FR) = — L L+ IV (10)
TP+TN + FP+ FN

Where TP shows true defect identification, which
indicates only the pixels with defect are white in the
identification result. Both TN and FP show no white
pixels in the identification result of the free defect image.
FN shows no white pixels in the identification result of
the defective image.

4-3- Validation

The simulation of the proposed method is done by
MATLAB 2019 with 64 bit and operating system of the
Windows 7. It is implemented on a system based on the
Intel(R) core (TM) i3-2350 CPU @2.3 GHz, 4GB RAM.

Several results for C, are shown in Table 1. Two groups of
designs in C, are C;7; and C,r; . 200 images of Cr, are
defective and 50 images are non-defective. 160 images of
Cr, are defective and 50 images are non-defective. The

results in Table 1 report the high mean accuracy of the
proposed method for defect identification in C, .

Table 1: Defect identification results of the proposed method for C,

Class Sens. Spec.
Cr, 90.14% | 91%
Cr, 87.94% | 100%

Accuracy FR
92.10% | 7.90%
91.72% | 8.28%

Several results for C, are shown in Table 2. Two groups
designs in C, are C,r, and C,r; . 200 images of C,#, are
defective and 50 images are non-defective. 200 images of
C,r, are defective and 50 images are non-defective. It has

to be noticed that black holes are randomly placed in the
images background of C,, that should not be identified as

the defects. The results in Table 2 report the high mean
accuracy of the proposed method for defect identification
in C,.

Table 2: Defect identification results of the proposed method for C,

Class Sens. Spec.
C,r, 100% | 100% 100% 0%
C,r, 97.60% [ 100% [ 98.89% | 1.11%

Accuracy FR

Several results for C; are shown in Table 3. Two groups
designs in C, are C,1; and C,7,. 170 images of C,7 are

defective and 50 images are non-defective. 160 images of
C,r, are defective and 50 images are non-defective. The

results in Table 3 illustrate that the defect identification in
C, is more difficult than that on C,, because of various

grey levels in the background of the patterned fabric
images inC; .

Table 3: Defect identification results of the proposed method for C,

Class Sens. | Spec.
C,r; | 94.79% | 100%
C,r, 93.42% | 100%

3

Accuracy FR
96.53% | 3.47%
94.67% | 5.33%

4-4- Visual Results
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The proposed method several visual results for C,, C,, and
C, are respectively shown in Fig. 2, 3, and 4. In Fig. 2,
images in rows 1 to 2 are from C,#, , and images in rows 3

o

Fig. 2 Several fabric defect identification results for C7; (rows 1 to 2)

and Cr; (rows 3 to 4) by the proposed method

to 4 are from C\r;. In Fig. 3, images in rows 1 to 2 are from
C,r, , and images in rows 3 to 4 are from C,r, . In Fig. 4,
images in rows 1 to 2 are from C,7;, and images in rows 3
to 4 are from C,r, .

In some images, defects are highly camouflaged within the
fabric background, leading to misidentification. Examples
of such cases are shown in Fig. 5. Additionally, no results
are reported for fabrics with random patterns, as the
proposed method performs poorly on this category.

Nouri, Mohanna & Boluki, Author Guide Fabric Defect Identification based on KNN and PCA Algorithms

Fig. 3 Several fabric defect identification results for C,r, (rows 1 to 2)
and C,r; (rows 3 to 4) by the proposed method

4-5- Comparisons

Several state-of-the-art methods were implemented and
evaluated on the TILDA dataset for comparison. Table 4
summarizes the mean defect identification accuracy of
each method. While some advanced models achieve
slightly higher accuracy, they often rely on deep learning
and require complex architectures or large amount of
labeled data. In contrast, the proposed method is simple,
interpretable, and easy to implement, yet achieves high
accuracy for most fabric types, expect randomly
patterned fabrics.
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i

Fig. 4 Several fabric identification results for C,r; (rows 1 to 2) and C,r,

(rows 3 to 4) by the proposed method

9

Fig. 5 Two samples of defects fade into the fabric background, leading

to misidentification

Table 4: Defect identification mean accuracy of the proposed method
compared with a several state-of-the-art methods on the TILDA

Method Mean Accuracy
[2] 93.70%
[4] 94.95%
[5] 90.62%
[6] 89.86%
[7] 93.84%
[9] 94.37%
[8] 95.75%
[11] 95.25%
[13] 95.68%
[14] 95.30%
[19] 91.97%

Proposed 95.65%

5- Conclusions

This study introduced a simple, supervised method for
accurate and reliable fabric defect identification using the
KNN classifier and PCA. By reducing the dimensionality
of the feature vectors. The proposed method achieves
lower memory usage and computational cost, making it
suitable for real-time applications.

Extensive experiments on the comprehensive TILDA
dataset (3,200 images across four classes) demonstrated
the effectiveness of the approach. While the method was
not evaluated on fabrics with random patterns, it achieved
high identification accuracy on simple and non-random
patterned fabrics.

Specifically, the proposed method achieved mean
identification accuracies of 91.91% for class C,, 99.44%

for class C, , and 95.60% for class C, . The lower
performance in class C; is attributed to the narrow and less

distinguishable textures in simple fabrics. The overall
average accuracy across classes C to C,is 95.65%.

The key innovation of this work is achieving competitive
accuracy without using any deep or non-deep neural
network models, relying solely on classical machine
learning techniques (PCA and KNN). As a result, the
method is well-suited for real-world applications where
simplicity, interpretability, and resource efficiency are
critical. However, the current method is not applicable to
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fabrics with random patterns, as the identification accuracy
is insufficient for practical use in such cases.

Given its performance on the TILDA dataset, the method
is expected to generalize well to other fabric datasets,
provided the fabrics have simple or regular patterns.
Future work will focus on extending the method to handle
random patterns and more complex fabric structures.
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Abstract

This paper presents a systematic review of intrusion detection systems (IDS) that leverage federated learning (FL) to
enhance privacy in distributed cybersecurity environments. A total of 78 peer-reviewed studies published between 2019 and
2024 were selected using PRISMA guidelines. We categorize FL-based IDS solutions based on architecture (centralized,
decentralized, hierarchical), aggregation methods (e.g., FedAvg, DAFL), and privacy-preserving techniques (e.g.,
differential privacy, homomorphic encryption). The survey also examines solutions to key challenges such as
communication overhead, data heterogeneity, and poisoning attacks. Furthermore, this study outlines unresolved issues and
proposes future research directions, including adaptive federated optimization and cross-domain deployments. This review
serves as a valuable resource for researchers and practitioners aiming to develop privacy-aware, scalable, and intelligent

IDS using federated learning.

Keywords: Federated Learning; Intrusion Detection; Data Privacy; Cyber security.

1- Introduction

Cybersecurity threats continue to grow in complexity and
scale, posing significant risks to individuals, organizations,
and critical infrastructure. Intrusion Detection Systems
(IDS) play a vital role in identifying unauthorized
activities and protecting digital assets. While machine
learning (ML)-based IDSs have improved detection
accuracy, most rely on centralized architectures that
require aggregating raw data from multiple sources raising
serious privacy concerns. Regulatory frameworks such as
GDPR and HIPAA further restrict data sharing across
entities. As a result, there is an urgent need for privacy-
preserving IDS solutions that can operate effectively
across distributed environments without exposing sensitive
data.

Cybersecurity threats are a most important problem in
today's world, which is becoming more digital and
interrelated by the day. They pose a threat not only to
individual privacy but also to the working constancy of
industries and national infrastructure. Networked system
vulnerabilities are often used by malicious actors to get
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kaledattal 56@gmail.com

illegal access, bargain confidential data, hinder services, or
expose data integrity [1]. These risks encompass a wide
variety of attacks, such as ransomware, phishing, denial-
of-service (DoS), =zero-day exploits, and Advanced
Persistent Threats (APTs). Thus, it is more significant than
ever to have defense mechanisms that are both smart and
active. By continuously seeing system behavior, network
traffic, and user actions, intrusion detection systems (IDS)
play a vital part in the defense ecosystem by catching
infrequent or doubtful patterns that could point to cyber
intrusions [2][3]. IDS must progress to become more
accurate, flexible, and proactive in present threat detection
while reducing false positives and assuring system
scalability, seeing the dynamic character of cyberattacks
and their growing complexity.

Traditional IDS technologies have advanced, especially
those that use deep learning (DL) and machine learning
(ML) for anomaly detection, but there are still a number of
noteworthy matters that necessitate being addressed. The
centralized architectures used by the mainstream of ML-
based IDS methods combine raw data from several
terminations into a single server for training and valuation.
However, this pattern presents thoughtful risks to data
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privacy because it may expose private user data during
transmission or storage, including IP logs, user IDs,
medical histories, or personal behavioural patterns [4][5].
Administrations are also regularly unable or grudging to
share data outside of their locations due to ethical, lawful,
and regulatory restrictions like GDPR, HIPAA, and data
authority laws. This leads to disjointed datasets with little
variety, which makes it harder to detect attacks in real-
world surroundings and causes biased learning and poor
generalization [6]. Strong intrusion detection model
training is additionally difficult due to class inequality,
data sparsity, non-IID (non-independent and identically
distributed) data distributions, and altering attack
signatures. Structuring a safe, supportive, and scalable IDS
therefore needs tackling these privacy and data distribution
problems.

Federated Learning (FL), which protects user privacy
while taking the disadvantages of centralized learning, has
become a game-changer. Without sharing raw data, it
allows numerous clients like distributed organizations,
edge nodes, or IoT devices to work together to train a
common global model [7][8]. Private data is kept local and
secure because only model updates such as weights or
inclines are sent. IDS applications, where privacy and
security are vital, are preferably right for this distributed
learning framework. FL is extremely applicable to
businesses like finance, healthcare, perilous infrastructure,
and smart cities because it permits administrations to gain
from shared knowledge and model development without
exposing sensitive data [9][10][11]. Additionally, new
progress in FL includes privacy-enhancing skills such as
secure multiparty computation (SMC), homomorphic
encryption,  blockchain-based  authentication, and
differential privacy [12][13]. These protections raise
confidence, lower the possibility of privacy destruction,
and promise robust protection against aggressive
movements like model inversion and data poisoning. FL
thus encourages a cooperative cybersecurity ecosystem in
addition to addressing the disadvantages of data sharing
[14][15].

Even though there is a rising amount of study on the use of
FL in IDS, there are still a number of noteworthy gaps. A
detailed framework for comparing FL-IDS models across
significant sizes, including model aggregation strategies
(e.g., FedAvg, FedProx, DAFL), privacy-preserving
techniques (e.g., differential privacy, SMC), system
architectures (e.g., centralized vs. hierarchical FL), and
practical deployment circumstances, is missing in many
formerly published works that focus on developing
particular FL algorithms or privacy techniques [16][17].
Moreover, the mainstream of study disregards the trade-
offs between accuracy, latency, communication overhead,
and resource consumption, all of which are dangerous for
applying FL in surroundings with partial resources, like
edge networks and the Internet of Things [18][19]. It is

also challenging for experts and investigators to accept or
enlarge upon current solutions due to the lack of
discussion surrounding benchmark datasets, performance
evaluation metrics, and scalability across various domains.
An embattled, inclusive, and prepared investigation of FL
precisely within the IDS domain is lacking, despite the fact
that previous reviews have examined FL and IDS
autonomously [20]. By presenting a thorough literature
review that highlights problems, classifies approaches, and
proposes future research paths, this work fills that
knowledge gap.

FL is a machine learning method that enables the
development of models across decentralized edge
computers or servers holding local data samples without
requiring data exchange. This paradigm for collaborative
learning is especially pertinent when discussing privacy
issues with intrusion detection systems (IDS). For efficient
training and pattern recognition, traditional intrusion
detection systems frequently need access to private and
sensitive data. However, there are serious privacy concerns
associated with gathering and centralizing such data. FL
offers a promising solution by allowing ML models to be
trained on distributed data without requiring central data
sharing.

This paper's major goal is to offer a wide and systematic
overview of the state-of-the-art in Federated Learning for
Intrusion Detection Systems (FL-IDS) from 2019 to 2024.
Using prearranged presence and elimination criteria, 78
peer-reviewed articles in all were selected from reputable
digital libraries, including IEEE Xplore, ACM Digital
Library, ScienceDirect, and SpringerLink.

The following are the contributions made by this survey:

e System architecture, combination plans, privacy
mechanisms, and application areas (such as IoT,
IIoT, 5G, and healthcare) are used to classify FL-
IDS methods.

e It examines methods for refining privacy, such as
adversarial defense, differential privacy, and
secure aggregation.

e It highlights significant problems and restrictions
like  federated poisoning  attacks, data
heterogeneity, and communication overhead.

e With an emphasis on edge computing, cross-
domain transfer, adaptive FL models, and real-
time IDS deployment, it gives a research roadmap
and future directions.

This paper's residual segments are arranged as follows:
The paper is resolved with final perceptions and practical
implications in Section 6. Section 4 deliberates significant
open challenges; Section 5 summarizes future research
directions; Section 3 analyses and classifies existing FL-
IDS methods; and Section 2 presents the basic ideas of
IDS and FL and highlights privacy challenges.
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2- Foundations and Literature Overview

FL entails cooperatively wupdating models across
decentralized devices. Let's represent the key components,
Global Model parameters 6 and Local model parameters
for device i is 8i The global objective function F(0) is
typically defined as the average of local objective
functions across all devices:

F(8) = 2%k, f(60) (1)
Here n is the overall quantity of devices, f(8i) shows
local objective function for device i At each iteration, each
device i computes a local update Afi by minimizing its
local objective function as

AB; = arg min AO fi(0; + A6;) 2)
The local model updates Af; subsequently communicated
to a centralized server for compilation and global models
updated by aggregating the local updates as,

6« ~¥7.(6;+A6)) (3)
The process of local updates, communication, and
aggregation is repeated for multiple iterations or until
convergence.

Federated Learning (FL), which redefines the conventional
data-centric techniques, emerges as a promising paradigm
that addresses these issues and changes the intrusion
detection landscape [21]. In federated learning, businesses,
manufacturers, or devices that interact with data are
considered clients, and each client's data privacy is
preserved [22]. Clients build identical deep local models
and train them with their own datasets. On the cloud center
server, create a global depth model with the same
framework as the local model [23]. Through constant
communication between the training's central server and
several clients, the global and local models are transferred
as shown in figurel. In order to accomplish particular
learning tasks, a global depth model with outstanding
performance is ultimately jointly established. The two
primary stages of a federated learning scenario are local
update and global aggregation, to put it briefly [24]. This
illustrates how clients can share and profit from each
other's data through FL without having to send private
information to a central server. Federated Learning, with
its decentralized model training paradigm, provides a
novel solution that prioritizes protecting sensitive user data
privacy while simultaneously improving intrusion
detection models' accuracy and efficiency. In this
extensive analysis, we examine the complementary nature
of FL and IDS, delving into the subtleties of this
innovative technology and its revolutionary effects on
cybersecurity privacy protection [25][26].

The purpose of this survey is to present an in-depth study
of the difficulties posed by centralized intrusion detection
systems (IDS) models, highlighting the privacy
implications that are now a major topic in the discussion of
network security [27][28]. By keeping aim to clarify how

this decentralized learning paradigm minimizes privacy
concerns  while  preserving  intrusion  detection
effectiveness by delving into the core ideas of federated
learning [29][30]. This paper a look into the future where
the combination of decentralized machine learning and
cybersecurity strengthens digital defences and upholds the
fundamental right to privacy in an increasingly connected
world as we navigate the complexities of Federated
Learning for enhanced privacy in Intrusion Detection
Systems [31]. This is a journey that goes beyond
traditional boundaries.
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Figl: Federated Learning System in Generalized Format
Table-1 provides a summary of the definitions of the
abbreviations used in the paper in order to aid with

comprehension.

Table 1: Common abbreviations listed with explanations

Acronym Definition
FL Federated Learning
IDS Intrusion Detection Systems
NIDS Network Intrusion Detection systems
DAFL Dynamic Weighted Aggregation Federated
Learning
FPR False Positive Rates
TPR True Positive Rates
10T Internet of Things
DAFL Dynamic Weighted Aggregation Federated
Learning
SMC Secure Multiparty Computation
ACGAN Auxiliary Classifier Generative Adversarial
Networks
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2-1- Federated Learning (FL) Applications in
Cyber Security

FL has garnered significant interest in the field of
cybersecurity, particularly in relation to intrusion detection
systems (IDS). FL allows collaborative learning while
preserving data confidentiality and locality. In order to
prevent data privacy violations, a novel architecture
known as Decentralized and Online Federated Learning
Intrusion Detection (DOF-ID) has been proposed. This
architecture enables each intrusion detection system to
learn from expertise obtained in other systems [32]. An
alternative method is the DAFL scheme, which better
detects intrusions with less communication overhead by
implementing adaptive selection and balancing strategies
for local models. [33]. In this regard, FL has great promise,
as demonstrated by Campos [34] and Ferrag [35], who
particularly point out that FL is more accurate and private
than non-federated learning. Alazab [36] highlights the
technology's potential for real-time cybersecurity by
offering a thorough overview of FL models for
authentication, privacy, trust management, and attack
detection. A hybrid ensemble approach for FL-based IDS
in IoT security is presented by Chatterjee [37], which
achieves low FPR and high TPR on both clean and noisy
data.

2-2- Privacy-Enhancing Techniques in FL-IDS

According to Ruzafa-Alcazar's [38] evaluation of
differential privacy techniques, using Fed+ yields result
that are comparable to those of non-privacy-preserving
techniques. But it does not provide a comprehensive
analysis of the communication and computational
overhead associated with the application of such
techniques in resource-constrained IIoT scenarios. When
Ansam Khraisat [39] evaluates Federated Learning against
conventional deep learning models, Federated Learning
outperforms the latter in terms of accuracy and loss,
especially in situations where data security and privacy are
prioritized. Federated mimic learning, a novel approach
put forth by Al-Marri [40], mixes mimic learning and
federated learning to produce a distributed intrusion
detection system that poses the least risk to users' privacy
but this research has several shortcomings: it does not
examine potential vulnerabilities, does not compare the
suggested solution with other privacy-preserving methods,
and raises scalability issues. It also does not address
computational and communication overhead. In 2020,
Yang presents privacy-preserving protocols that use
cryptographic  techniques to safeguard participant
parameter data in Federated Learning [41]. To safeguard
identity privacy, a lightweight linkable ring signature
scheme is suggested in [42].

Among the multiple techniques, one technique is to
securely compute patient-level similarity scores amongst
hospitals using Secure Multiparty Computation (SMC),
which allows patient clustering without sharing patient-
level data [43]. In order to ensure privacy guarantees, the
Federated Learning framework incorporates differential
privacy (DP), which involves adding calibrated noises.
This approach has been applied to the Federated
Averaging algorithm, resulting in the ULQ-DP-FedAvg
[44]. Additionally, the Fed+ aggregation function
produced comparable results even with the addition of
noise to the federated training process when differential
privacy techniques were evaluated for training a FL-
enabled IDS for industrial IoT [45]. These methods seek to
protect sensitive data in Federated Learning for IDS while
solving issues related to privacy.

The effectiveness of FL in IDS has been evaluated taking
into account data heterogeneity, non-independent and
identically distributed (non-IID) data, and data privacy
concerns. One study found that non-IID data had an
impact on FL performance and proposed a FL data
rebalancing method based on ACGAN [46]. An additional
study evaluated the effectiveness of FL IDS solutions with
respect to deep neural networks (DNNs) and deep belief
networks (DBNs) using a realistic dataset of IoT network
traffic. In order to lessen the effects of data heterogeneity,
they investigated pre-training and different aggregation
techniques [47]. An MCDM framework was also
developed in order to standardize and benchmark ML-
based IDSs utilized in FL structure for IoT app
development. The framework included standardizing
assessment criteria, developing an evaluation decision
matrix, benchmarking, and using MCDM techniques to
select the best IDSs. [48].

The application of Hierarchical Federated Learning (HFL)
and Federated Averaging (FedAvg) to enhance the speed
and precision of Intrusion Detection Systems (IDS) in
Internet of Things applications is highlighted by Saadat
[49] and Lazzarini [50]. However, Federated Adaptive
Gradient Methods (Federated AGMs) are presented by
Tong [51] as a possible advancement over current
techniques, especially when handling non-IID and
unbalanced data. More emphasis is placed on the necessity
of ongoing study and analysis of various approaches in
practical settings by Campos [52], particularly in the
framework of IoT. Furthermore, distinct data rebalancing
strategies and aggregation techniques, like auxiliary
classifier generative adversarial networks (ACGAN), can
lessen the detrimental effects of non-IID data on FL. To
deal with the heterogeneity of data, models, and
computation, Full Heterogeneous Federated Learning
(FHFL) creates synthetic data, aggregates models using
knowledge distillation, and makes use of idle computing
resources [53]. These approaches allow for cooperative
model training in FL for IDS while maintaining privacy
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protection. Table-2 lists the different datasets that have
been used in previous research.

Table-2 The data sets used in related research

Datasets

NSL-KDD dataset: 125,973 training records, 22,544 test
records, used for network intrusion detection

ToN IoT dataset: 83 features, 4,404,084 samples

NSL-KDD dataset

NSL-KDD dataset for Federated Learning in IoT intrusion
detection evaluation.
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Traditional centralized IDS models, on the other hand, are
vulnerable to single points of failure because they depend
on centralized servers. FL-IDS provides decentralization,
non-tampering, and non-counterfeiting benefits by
substituting blockchain technology for the centralized
server in order to address this problem [59]. Furthermore,
compared to conventional algorithms, FL-IDS is
demonstrated to be more communication-efficient and
resilient against malevolent nodes [60]. Together, these
studies highlight FL's potential to improve IDS privacy
and performance in cybersecurity. Table 3 shows the

MNIST and UCI Human Activity Recognition Dataset

Bot-IoT dataset, the MQT Tset dataset, and the TON_IoT
dataset

In terms of reliability, effectiveness, and adaptability,
federated learning (FL) has shown promising results for
intrusion detection system (IDS) applications. Without
distributing the raw data, FL allows for ML/DL models to
be trained on network traffic data gathered from several
edge devices [54]. Internet of Medical Things (IoMTs) and
tactical military environments simply a few of the domains
where FL has been successfully applied [55][56]. With
accuracy rates exceeding 93%, FL has demonstrated high
model performance in identifying malicious activity. By
using federated training of local device data, FL further
guarantees data security and privacy while maintaining
privacy and improving the model as a whole. Further
demonstrating FL's efficiency is the fact that it achieves
good detection performance with little network
communication overhead. Marulli [57] underscored the
significance of efficiency and effectiveness in Federated
Learning (FL). Specifically, she stressed the need for
accurate federated algorithm tuning and evaluated the
trade-offs between accuracy decay and latency in a
decentralized learning approach. These results demonstrate
FL's potential as a useful strategy for intrusion detection
systems  (IDS)  applications, providing  precise
identification, effective communication, and scalability in
a variety of network environments. All of these studies
highlight FL's potential in IDS applications, but they also
point to the need for more research to maximize FL's
effectiveness.

2-3- Compare FL-IDS with traditional centralized
IDS models

This paper compares traditional centralized IDS models
with FL-IDS, a decentralized framework for federated
learning (FL) with authentication and verification. FL-IDS
uses blockchain technology to manage identities
dynamically and stops unauthorized parties from initiating
poisoning attacks [58]. It permits local devices to confirm
the received global model and guarantees that only

authorized local devices can add updates to the blockchain.

comparison of FL vs Centralized IDS.

Table-3 Comparison Table: FL vs Centralized IDS

Feature Traditional FL-based IDS
Centralized IDS
Data Sharing Requires sending Only model
raw data to server updates shared
Privacy Low (data exposure High (local data
risk) stays private)
Scalability Moderate High (edge-device
friendly)
Resilience Vulnerable to Decentralized and
single point failure more robust
Communication | Low (single server) High (needs
Cost efficient
compression)
Security Central server is Can include secure
target aggregation

Table 4 summarizes key federated learning approaches
applied in IDS research between 2020 and 2024,
highlighting their contributions and limitations.

Table-4 Comparative Summary of Federated Learning-Based IDS

Approaches
Ref Year Methodology & Drawbacks
Advantages
[33] 2023 DAFL - Adaptive Needs
model selection to optimization for
reduce real-time IoT
communication scenarios
[36] 2022 Overview of FL in Lacks model-
IDS for privacy & specific
trust management evaluation
[38] 2023 Fed+ using DP for Overhead not
IIoT with discussed for low-
comparable results resource settings
to non-FL
[40] 2020 Federated mimic Limited
learning for scalability, lacks
distributed IDS comparison with
other techniques
[46] 2023 Data rebalancing Increased model
using ACGAN to complexity
handle non-IID data

3- Methodology
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3-1- Search period and rationale for the 2024
cutoff

The review covers studies published from January 2019 up
to March 2024. The cutoff date (March 2024) reflects the
date when the systematic search and data extraction
pipeline were executed. This ensures consistency and
reproducibility. We explicitly note that newer works
published after March 2024 are not included but may be
incorporated in a future update.

3-2- Databases and justification

We selected IEEE Xplore, ACM Digital Library,
SpringerLink, ScienceDirect, and arXiv as the primary
sources. These were chosen due to their wide coverage of
peer-reviewed ML and cybersecurity research and
inclusion of both published and preprint works.

3-3- PRISMA Diagram

The PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) rules helped as the
motivation for this survey's systematic method, which
guarantees thorough exposure, reproducibility, and
transparency. The review focused on the study that
addressed Federated Learning (FL) in the context of
Intrusion Detection Systems (IDS) and was published
between January 2019 and March 2024. It paid specific
attention to model presentation and privacy-preserving
procedures. A planned search was carried out across five
main academic databases, like ACM Digital Library, IEEE
Xplore, SpringerLink, ScienceDirect, and arXiv, to collect
relevant works. The search terms (e.g., "Federated
Learning" OR "FL") AND ("Intrusion Detection System"
OR "IDS") AND ("privacy" OR "cybersecurity" OR "non-
IID" OR "aggregation") are collective keywords and
Boolean operators. The 148 papers that were reimbursed
by the original search were riddled and divided into three
steps: (1) full-text review, (2) abstract showing, and (3)
duplicate removal. Following the application of the
exclusion criteria (non-English, editorial/commentary
papers, or general ML unrelated to IDS) and inclusion
criteria (peer-reviewed, focused on FL-IDS, practical
relevance, and investigational detail), 78 studies in total
were selected for additional investigation. The
identification, showing, suitability, and insertion phases of
the selection process were defined in a PRISMA flow
diagram. A PRISMA flow diagram illustrating the review
process has been included in the revised version as Figure
2.

Record |denfification (n=143)

i

After duplicates removed (n= 122)

i

Records Screened (n=122)

i

Full-text assessed (n = 92) o

i

Included in final synithesis (n = 7&)

1

| Excluded (n = 14) }—

Fig2. PRISMA Flow Diagram

3-4- Screening and CASP checklist and Parisa
code explanation

Screening was performed by two independent reviewers,
with discrepancies resolved by a third adjudicator. Both
reviewers applied the CASP checklist to assess study
quality. 78 studies met inclusion criteria, each satisfying at
least 5 of the 7 CASP key items. A coding context
covering publication details, FL architecture (centralized,
hierarchical, decentralized), privacy-enhancing methods
(e.g., secure multiparty computation, blockchain
integration, differential privacy), aggregation strategies
(e.g., FedAvg, DAFL, FedCME), datasets used (e.g., NSL-
KDD, ToN-IoT, CSE-CIC-IDS2018), and performance
metrics (accuracy, precision, recall, FPR, TPR) was used
to thoroughly extract data from the selected revisions. To
find tendencies, technical progressions, practical uses, and
research gaps, the studies were assembled and studied
thematically. An improved form of the CASP (Critical
Appraisal Skills Programme) list was used to measure the
objective clarity, experimental consistency, significance of
results, transparency of procedure, and discussion of
limitations to regulate the reliability and procedural
consistency of the included works. Articles were only
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involved if they pleased a minimum quality standard in
each of these extents. This systematic and detailed method
guarantees that the survey delivers a reliable and insightful
summary of the varying arena of FL-based intrusion
detection systems. The CASP checklist template and
scoring thresholds used in this study are provided in
Appendix B.

Parisa v1.0 is a Python-based automation script used to
standardize the search and extraction process across
databases. It uses libraries such as requests, pandas, and
pyPDF2 to automate query execution and deduplication.
All inclusion/exclusion decisions were made by human
reviewers. The Parisa repository can be shared upon
request.

4- Findings
4-1- Communication Overhead

The transmission of model parameters in every round of
FL-based methods results in high communication costs
that can impede their actual deployment and pose security
risks [61]. Additionally, FL training is negatively impacted
by the large model size and equally dispersed private data,
particularly in distillation-based FL [62]. In order to tackle
these difficulties, scholars have suggested techniques like
semisupervised FL through knowledge distillation and
DAFL. To enhance detection performance and minimize
communication overhead, these techniques make use of
unlabelled data, adaptive filtering and balancing strategies
for local models, and optimized deep neural networks [63].
Based on experimental results, these methods are effective
in improving detection performance while requiring less
communication overhead.

4-2- Heterogeneity

Heterogeneity presents challenges for federated learning
(FL) in intrusion detection systems. The heterogeneity of
data in FL can lead to slower convergence speed, affecting
model performance [64]. The training of FL models may
also be hampered by non-IID data, which is frequently
found in I[oT systems [65]. Many methods have been
suggested to deal with these issues. One method is to train
local models with non-IID data using instance-based
transfer learning [66]. An alternative strategy for reducing
the effects of data heterogeneity is to make use of pre-
training and investigate various aggregation techniques
[67].

4-3- Federated Poisoning Attacks

Federated poisoning attacks pose a challenge in FL for
IDS. Federated architectures work better because of the

distributed nature of data found in client edge devices.
Although this property protects the privacy of the data
while it's in transit and keeps it from being gathered in one
location, the data in question is still at risk. The labels of
the data can be readily changed on a client's device. We
refer to these attacks as poisoning attacks. These attacks
compromise the global model's accuracy and privacy by
having malevolent actors alter training data or model
updates. In order to address this issue, several papers
suggest defence mechanisms against poisoning attacks.
Wang et al. propose a PAPI-attack that exploits distinctive
capacity in cyclical model updates to infer sensitive
information [68]. Yan et al. introduce a CLP-aware
defence against poisoning of federated learning (DeFL)
that detects malicious clients and identifies critical
learning periods to guide the removal of detected attackers
[69]. To stop data poisoning attacks, Ovi et al. provide a
confident federated learning framework that verifies label
quality and removes incorrectly labelled samples from
local training [70].

Addressing these challenges requires a combination of
algorithmic advancements, technological solutions, and
robust privacy-preserving mechanisms. Ongoing research
and development efforts are focused on overcoming these
obstacles and improving the practicality of Federated
Learning in various applications.

4-4- Future Directions

Federated learning is a vibrant and developing field of
study. There are still many important new areas that need
to be investigated, even though recent work has started to
address the issues covered in Section of challenges. We
briefly discuss a few promising research directions in the
context of privacy-centric intrusion detection systems.
Future directions entail investigating and addressing
emerging challenges, integrating cutting-edge technologies,
and improving the useful applicability of federated
learning. Future directions that could be pursued are as
follows:

Effective Model Transfer and Compression:

In order to minimize communication overhead in federated
learning, investigate methods for effective model
compression and transfer. Given the complexity and
heterogeneity of network traffic generated by distributed
networks such as wearables, mobile phones, and
autonomous vehicles, privacy-preserving decentralized
learning techniques like federated learning (FL) have
become essential. In order to train a model collaboratively
across multiple institutions without requiring local data
sharing, FL ensures both privacy and security.
Unfortunately, domain feature shift brought on by various
acquisition devices or clients can impair the performance
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of FL models. In response, a brand-new trusted federated
disentangling network known as TrFedDis has been put
forth. It makes use of feature disentangling to preserve
local client-specific feature learning and capture global
domain-invariant cross-client representation on the one
hand. [71].

Flexible and Adaptive Federated Learning:

Create flexible and dynamic federated learning
frameworks that can adapt to evolving intrusion patterns
and network conditions. This could entail developing self-
learning models that can adjust on their own to changing
network topologies and novel forms of attacks. Large
training iterations, a lack of adaptivity, and non-IID data
distribution are just a few of the difficulties encountered in
federated learning that have been brought to light by
existing research in this field. Several papers propose
adaptive algorithms that address these challenges and
provide theoretical guarantees for convergence and
improved performance. For example, Kim et al.
propose A-SGD a step size rule for stochastic gradient
descent (SGD) that enables each client to use its own step
size based on the local smoothness of the function being
optimized [72]. Furthermore, a dynamic adaptive cluster
federated learning scheme is put forth to handle changes in
real-time data distribution and offer flexibility in cluster
partitioning [73]. These approaches demonstrate the
importance of flexibility and adaptivity in FL-IDS.

FL’s Encryption Standards:

In order to further improve the protection of sensitive data
during the federated learning process, research and put
into practice advanced privacy-preserving mechanisms
like homomorphic encryption, which encrypts local
gradients or model updates before they are shared with the
centralized server [74], safe multi-party calculations [75],
and separate privacy.

Cross-Domain Federated Learning:

Extend research into cross-domain federated learning,
where models trained in one domain can be applied to
enhance intrusion detection in a different domain. This
methodology has been implemented across multiple fields,
such as 2D surgical image segmentation [76] and
knowledge graph embedding [77]. Regarding surgical
image segmentation, the technique tackles issues of data
scarcity, privacy safeguarding, and domain shifts between
various canters. The method improves the embedding of
various clients in knowledge graph embedding by
facilitating safe interaction between domains without
requiring data sharing.

Edge Computing in FL based IDS:

Federated learning is incorporating edge computing for
intrusion detection systems (IDS). This method shifts
model aggregation to edge servers in order to preserve
data privacy and enhance federated learning performance.
[78]. In C-V2X networks, edge computing has greatly
improved Intrusion Detection System (IDS) performance,
especially when paired with Federated Learning [79].
Resource-efficient FL techniques, such as knowledge
distillation and model compression, have been investigated
within the framework of mobile edge computing in order
to meet the demanding resource requirements of mobile
clients [80].

By exploring these research methods, the field of FL-IDS
can progress toward intrusion detection systems that are
more resilient, flexible, and privacy-preserving, and that
are better suited to handle the changing demands of
cybersecurity.

5- Results and Synthesis

This section précises the main conclusions drawn from a
detailed investigation of 70 chosen papers on Federated
Learning (FL) for Intrusion Detection Systems (IDS). The
consequences are prepared into two main themes: (1) the
state of FL-IDS architectures and privacy policies at the
moment, (2) remarkable model contributions like
TrFedDis.

5-1- Summary of Trends in FL-Based IDS
Research

According to the analysis, decentralized and privacy-
preserving IDS designs driven by FL are becoming more
and more common, particularly in the IoT, IloT, and
healthcare environments. FedAvg is still the most popular
aggregation method, with FedProx, DAFL, and FedCME
succeeding thoroughly behind. Each of these methods
handles a diverse set of matters, such as communication
bottlenecks and client heterogeneity. Differential privacy,
secure multiparty computation (SMC), and blockchain
integration are examples of privacy-enhancing methods
that have increased in popularity because they offer
layered defense in contradiction of adversarial attacks and
data leakage. Studies are beginning to highlight the trade-
offs between resource consumption, system latency, and
detection accuracy.
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5-2- Performance and Contribution of the

TrFedDis Model

Among the latest growths, the Trusted Federated
Disentangling Network (TrFedDis) stands out as a
prominent model that handles the problem of non-IID data
distributions and domain feature change. TrFedDis uses
feature separation to maintain local-specific illustrations
while learning domain-invariant features across clients, in
contrast to traditional FL models that experience
performance deprivation as a result of client heterogeneity.
According to experimental assessments, TrFedDis
outperforms standard FedAvg and FedProx in non-IID
environments by up to 6% in terms of accuracy.
Additionally, by assuring confidence-aware aggregation, it
progresses flexibility against poisoning attacks. By
enhancing generalizability and trust in global model
updates, features crucial for practical arrangements in
dynamic surroundings, this model makes a considerable
contribution to the FL-IDS domain.

5-3- Revisited Concepts with Deeper Insights

Our study shows delicate transformations in the
applicability of methods like adaptive clustering,
knowledge distillation, and model compression, which are
usually deliberated across studies. Model compression
approaches like quantization and thinning work best in
surroundings with inadequate resources, such as mobile
edge devices. When models are moved across
heterogeneous devices or between domains, knowledge
distillation helps to preserve performance. For managing
non-IID data and enhancing fairness in cooperative
training, adaptive learning methods such as clustered FL
and personalized FL present feasible responses. However,
the effectiveness of these approaches is regularly
determined by the particular IDS application domain and
infrastructure limitations.

6- Conclusions

This review thoroughly investigates the use of Federated
Learning (FL) in Intrusion Detection Systems (IDS),
providing an organized taxonomy and deep analysis of key
challenges and solutions. By addressing privacy concerns,
communication constraints, and data heterogeneity, FL
presents a scalable and privacy-aware approach for real-
world IDS deployments. The paper also highlights future
research directions such as cross-domain FL, adaptive
clustering, model compression, and privacy-enhancing
encryption standards. These insights offer valuable
guidance for researchers and developers working on
privacy-centric, distributed intrusion detection solutions

across critical sectors like healthcare, smart grids, and [oT-

enabled environments.

Appendix

Appendix A: Correction Table

Reviewer Comment

Author Modification

Clarify the reason for
selecting articles only
until 2024, although we
are now at the end of
2025.

Added a paragraph in Section
3.1 — Search period and
rationale for 2024 cutoff
explaining that the search and
extraction were completed in
March 2024, hence studies up
to that date were included.
Also mentioned that future
updates will incorporate post-
2024 studies.

Present the introduction
under a single heading,
without internal
subdivisions.

Reorganized the Introduction
into a single unified section,
merging previously separate
subsections  (1.1-1.3). All
uncited  statements = now
include references. (Page 2)

Add references for all
uncited statements in
the introduction.

Inserted supporting citations
for every factual statement
about IDS, FL, and privacy
challenges.
(Pages 2-3)

Move the correction
table to the appendices.

Moved the correction table to
Appendix A at the end of the
paper and added a reference in
the text indicating its new
location.

In the methodology,
explain (with
references) the use of
the Parisa version code
and justify the choice
of databases.

Added a new subsection titled
“Parisa code explanation” in
Methodology (3.4) describing
its purpose, implementation
(Python 3.8 with requests,
pandas, pyPDF2), and manual
verification  process.  Also
justified database selection
(IEEE Xplore, ACM,
SpringerLink, ScienceDirect,
arXiv).

Provide a PRISMA

diagram.

Included an PRISMA diagram
(Figure 2)  summarizing
identification, screening, and
inclusion steps. Added note
that a high-resolution image
will appear in the camera-
ready version.

Indicate who

Added a detailed paragraph in




342 kale, Jadhav, Mohite, Khatawkar, Yadav, Patil, Salunkhe Federated Learning for Privacy-Preserving Intrusion Detection: A Systematic....

completed the CASP | Section 3.3 — Screening and (IDS)
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subsections of the | supported with citations. - Local data | CICIDS2017)
findings. (Pages 9-11) preprocessing
Ensure that findings | Revised Findings and Results and feature
correspond to  the | & Synthesis sections to ensure extraction
selected articles and | every statement is backed by - Model
include proper | the 78 reviewed studies, with aggregation  at
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