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Abstract 
This paper presents a modification of Particle Swarm Optimization (PSO) technique based on cooperative behavior of 

swarms and learning ability of an automaton. The approach is called Cooperative Particle Swarm Optimization based on 

Learning Automata (CPSOLA). The CPSOLA algorithm utilizes three layers of cooperation which are intra swarm, inter 

swarm and inter population. There are two active populations in CPSOLA. In the primary population, the particles are 

placed in all swarms and each swarm consists of multiple dimensions of search space. Also there is a secondary 

population in CPSOLA which is used the conventional PSO's evolution schema. In the upper layer of cooperation, the 

embedded Learning Automaton (LA) is responsible for deciding whether to cooperate between these two populations or 

not. Experiments are organized on five benchmark functions and results show notable performance and robustness of 

CPSOLA, cooperative behavior of swarms and successful adaptive control of populations. 

 

Keywords: Particle Swarm Optimizer (PSO), Cooperative Particle Swarm Optimizer (CPSO), Learning Automata. 
 

 

1. Introduction 

Particle Swarm Optimization (PSO) [1], [2] is a 

population based technique inspired form shoaling 

behavior of fish and swarming behavior of insects. The 

mystery becomes evident when the simple rules that 

followed by individuals leads to emergent of well-

organized system. Cooperative PSO (CPSO) [3], [4] is a 

variation of the traditional PSO algorithm in which the 

dimensions of population divided into multiple separate 

swarms and each swarm try to optimize the problem 

separately. During the fitness evaluation of particles, the 

cooperation is occurred between swarms. Comprehensive 

Learning PSO (CLPSO) [5] is one of the most successful 

PSO improvements. A new learning strategy is used in 

CLPSO, where all particles' best information is used to 

update any other particle's velocity. The inertia weight [6] 

is one of the most important PSO's parameters, which is 

used to balance the global and local search of the 

population. Recently, an Adaptive PSO (APSO) [7] has 

introduced. APSO adaptively controls the PSO 

parameters by estimating the population distribution. 

Beside the adaptation of the inertia weight, APSO 

algorithm controls acceleration coefficients by four 

strategies named as exploration, exploitation, 

convergence and jumping out. 

A Learning Automaton (LA) [8], [9] is a machine 

which is adapted to changes in its environment. The 

adaption is the result of learning process of the automaton. 

Recently learning automata is used for adaptive parameter 

selection in Evolutionary Algorithms (EA) [10], [11]. Also 

a new hybrid method of optimization which called PSO-

LA [12]–[17] has been emerged. In PSO-LA algorithms an 

LA or a group of learning automata is assigned to the 

whole population or each particle of the population. LA or 

group of LAs controls the path and velocity of the particles. 

Moreover, LA has application in Grid computing [18]. In 

[19], Distributed Learning Automata (DLA) has been used 

for Grid resource discovery. 

CPSO family [3] consists of four algorithms: CPSO-S, 

CPSO-SK, CPSO-H and CPSO-HK where K is the split 

factor parameter which specifies the length of desired 

solution vector. Typically, while optimizing an N – 

dimensional problem by using CPSO-S, K will be set to N 

(number of dimensions). Having both beneficial 

characteristics of PSO and CPSO-SK, CPSO-HK is emerged 

as the combination of these two algorithms. It is a tempting 

idea to have a mechanism which is able to understand when 

to switch between PSO and CPSO-SK [3]. 

In [16] the first attempt to improve this hybridization 

of PSO and CPSO algorithms is done by embedding an 

automaton as a toolbox of the switching mechanism. 

Furthermore, in this paper we deeply investigate the 

behavior of discussed learning automata approach for 

CPSO family by a set of diverse experiments.  

mailto:mdhassanzd@aut.ac.ir
mailto:mmeybodi@aut.ac.ir
mailto:ebadzadeh@aut.ac.ir


 

Hasanzadeh, Meybodi & Ebadzadeh, A Learning Automata Approach to Cooperative Particle Swarm Optimizer 

 

2 

The paper is organized as follow: section 2 reviews two 

PSO heuristics. Section 3 introduces learning automaton 

and its application in PSO. Section 4 describes cooperative 

PSO based on learning automata. Experimental setup and 

simulation results are presented in section 5. 

2. Particle Swarm Optimizer (PSO) 

2.1 Conventional formulation of PSO 

Particle Swarm Optimization (PSO) [1], [2] consists 

of a population of particles in which each particle 

represents a feasible solution vector. Assume that we 

have an N–dimensional problem space with M particles 

which are initialized in a feasible search space. The 

velocity, position and best previous position of ith 

particle are respectively shown by       
    

      
  , 

      
    

      
   and 

              
        

          
  . Also the best 

position of the population is 

                              . The velocity   
  

and position   
  of the dth dimension of the ith particle are 

manipulated through the following [5]: 

 

 

1

2

1

2

d d d d d

i i i i i

d d d

i i

V w V c rand pbest X

c rand gbest X

     

   
 

(1) 

d d d

i i iX X V 
 (2) 

Where c1 and c2 are acceleration constants which 

absorb the particles to pbest and gbest positions.   [0,1] 

is inertia weight which controls the global and local 

searches. rand1 and       [0,1] are two random 

numbers generated for each dimension of the particles. 

The algorithm of the original PSO is given in Fig. 1. 

2.2 Cooperative Learning in PSO 

The idea of cooperative learning was first 

implemented in the field of Genetic Algorithm (GA) by 

Potter [20]. Potter suggested that for optimizing the 

designated target function, each dimension of the fitness 

function could be optimized by a distinct population and 

be evaluated in form of an N–dimensional vector through 

the fitness function. PSO and GA both suffer from the 

Curse of dimensionality. Using cooperative technique in 

PSO may lead to promising results. Recently The concept 

of cooperation mapped into PSO technique. Cooperative 

behavior in PSO was first introduced by Van den Bergh 

[4]. In cooperative PSO instead of having one swarm of 

M particles trying to optimize the designated N–

dimensional optimization problem, we have N swarms of 

M particles which working on an isolated 1–dimensional 

problem. In this approach we should use a context vector 

to build a required N–dimensional vector to evaluate each 

of the swarms. 

The family of CPSO algorithm proposed in [3] 

consists of the following algorithms: CPSO-S, CPSO-SK, 

CPSO-H and CPSO-HK. In CPSO-S algorithm each 

dimension of search space is considered as a swarm of M 

particles and all swarms are trying to find a better solution 

vector. If there is any correlation in the population, it 

would be desirable to gather the correlated dimensions in 

the same swarm. The idea of correlated variables leads to 

emergence of split factor parameter which tuned the 

swarm size. Now, instead of splitting the population into 

N swarms of 1-dimensional vectors like CPSO-S, we 

could have K swarms of C–dimensional vectors (C<N) 

like CPSO-SK. Standard PSO algorithm has the ability of 

escaping from local minima and CPSO-SK algorithm has 

fast convergence speed. Merging both beneficial 

characteristic of this two algorithms leads to appearance 

of CPSO-HK algorithm. CPSO-HK algorithm consists of 

two phases, in 1
st
 phase CPSO-SK run and the information 

exchange performs from CPSO-SK half to PSO half of 

algorithm. At 2
nd

 phase, PSO run and information 

exchange form PSO half to CPSO-SK half performs. Note 

that each phase performs in a separate iteration.  

Cooperative PSO [3], [4] divides the initial population 

into some subpopulations and each of these subswarms 

optimizes their designated dimensions individually. There 

are two layers of cooperation in a cooperative PSO. The 

first layer lies under the collaborative behavior of 

particles in specific dimensions and the second one is the 

schema that produces a solution vector by means of 

sharing the best information of each subpopulation to 

constitute a valid solution vector. In order to evaluate 

each member of the subpopulation, one requires 

constructing a context vector which aggregates the best 

solution of each subpopulation within an N-dimensional 

vector. Typically to evaluate the current subpopulation, 

the corresponding dimensions filled with the position of 

particle and the other dimensions are considered constant. 

Fig. 2 is the cooperative PSO pseudocode. 

 
Algorithm 1 Standard PSO  

for each generation k do 

      for each particle i do 

 Update velocity of ith particle by (1) 

 Update position of ith particle by (2) 

 Calculate particle fitness f(xi) 

 Update pbesti and gbest 

 i = i+1 // next particle 

      end for 

      k = k+1 // next generation 

end for 

Fig 1. The pseudocode of the standard PSO 

Algorithm 2 Cooperative PSO (CPSO) 

define 

Split N-dimensional search space into j subpopulations. 

Calculate the best individual of each subpopulation (sbest). 

Construct a Context Vector (CV) through the best individuals 

of each subpopulation: 

CV = [sbest1, sbest2, …, sbestj] 

for each generation k do 

      for each subpopulation j do 

            for each particle i do 

Replace current particle of jth Subpopulation by its 
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corresponding positions in the CV 

Evaluate the N-dimensional output vector through 

the fitness function. 

i = i+1 // next particle 

end for 

Update sbestj. 

j = j+1 // next swarm 

end for 

k = k+1 // next generation 

end for 

Fig. 2 The pseudocode of the cooperative PSO 

2.3 Cooperative based PSO algorithms 

As well as cooperative PSO [21] and GA [22], the 

cooperative approach is also implemented in other EAs 

such as: Evolutionary Strategy (ES) [23], Differential 

Evolution (DE) [24], [25] and Artificial Bee Colony 

(ABC) [26]. The following are four recent advances in the 

context of cooperative PSO: 

The Cooperative Coevolutionary ES (CCES) [23] 

divides the population of ES into some subspecies and 

lets them evolve. By means of a migration operator, 

CCES could hybridize the cooperative evolutionary 

behavior of CPSO with ES. The proposed model controls 

the interaction of subspecies properly and exhibits good 

performance results. 

The Cooperative Coevolutionary DE (CCDE) [24] 

partitioned the problem into several sub problems and 

allocated a subpopulation to each of them. In [25], a 

randomized grouping mechanism introduced and an 

adaptive weighting strategy used in order to adapt the 

separated components. The idea was accomplished to 

bring the interacted variables into a similar subcomponent.  

The self-adaptive neighborhood search into DE 

(SaNSDE) could tackle the non-separable problems with 

more than 1000 dimensions inside. 

The cooperative approach of Potter is exerted into 

ABC and Cooperative ABC (CABC) [26] is emerged. 

Like two variants of CPSO, he introduced two versions of 

split swarm and hybrid for CABC. The CABC_S 

algorithm can efficiently optimize the separable problems 

and the CABC_H algorithm has the ability to escape from 

the local minima. 

2.4 Evaluation Scheme of PSO versus CPSO 

The key characteristic of Standard PSO [2] and 

cooperative PSO [3] is related to their corresponding 

population. The standard PSO contains a single 

population where this single population is divided into 

multiple swarms in cooperative PSO.  

There is a paradigm in conventional PSO algorithm 

which could be extended to Cooperative PSO: In order to 

find a proper solution vector, each particle of the swarm 

fly through an N–dimensional search space by N values 

corresponded to each dimension of the space. To 

understand this phrase deeply, consider the population as 

a matrix [M N] where M and N respectively represent the 

number of particles and dimensions, respectively as: 

                               (see Fig. 3). In this 

framework, velocity and position of the standard PSO [2] 

population were updated row wise. The interpretation of 

this framework in CPSO [3] is quite different from that of 

standard PSO. In CPSO the population is optimized 

column wise (dimension wise) with the dimension of each 

particle being evaluated by a context vector (CV) which is 

built from the best particle of corresponding swarm and 

the best particles of other swarms. 

     

     

     

    

    

1 2

1

2

/

1,1 1, 2 1,

2,1 2, 2 2,

,1 , 2 ,

: 1

: , , ,

N

M

i i

i j i j

P D D D D

P P P P N

P P P P N

P P M P M P M N

PSO f P fitness P D

CPSO f P S fitness CV P S j

 



 
 
 
 
 
 
 
 
  

 

Fig. 3 Comprehensive view of the PSO population. f(Pi) represents the 

ith particle of population which evaluates through the traditional PSO 

mechanism and f(Pi,Sj) indicates the evaluation process of the ith particle 
(Pi) of jth swarm (Sj) of CPSO population. 

3. Learning Automata (LA) 

3.1 Conventional Formulation of LA 

Learning Automata [8], [9] is a stochastic 

optimization technique from the family of Reinforcement 

Learning (RL) algorithms.  Having enough interaction 

with the unknown environment, elegance emerges and the 

optimal policy will be chosen. Fig. 4 shows how 

automaton interacts with its environment. A study of the 

learning process of LA in a random environment is 

comprehensively reported in [8]. 

Random 

Environment

Learning 

Automata

reinforcement signal

action

  

Fig. 4. The interaction between learning automata and environment. 

Learning automata [8], [9] are divided into two groups 

of fixed-structure and variable-structure automata. A 

Variable-Structure LA (VSLA) is represented by a 

quadruple          , Where             is a set of 

actions,             is a set of inputs, p={p1,…,pr} is 

the probability vector corresponds to each action and 

                         is the learning algorithm. 

If p(n+1) is a linear function of p(n) then the 

reinforcement scheme should be linear; otherwise it is 

nonlinear. In the simplest form of VSLA consider an 

automaton with r actions in a stationary environment 

where         is included in inputs. After selecting the 

action by the automaton, the reinforcement signal will 

receive from the environment. When the positive 
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response       received, the action probabilities are 

updated through (3): 

 
    
   

. 1
1

. 1

j j

j

j

p n a p n if i j
p n

p n a if i j

   
  

   

(3) 

When the negative response       received from the 

environment, action probabilities are updated through (4): 

 
   

   

. 1

1
1 .

1

j

j

j

p n b if i j

p n b
b p n if i j

r

  


  
  

  

(4) 

The a and b are called learning parameters and they 

are associated with the reward and penalty responses. If a 

and b are equal, the learning scheme is called LR-P (Linear 

Reward-Penalty). If the learning parameter b is set to 0, 

then the learning scheme is named LR-I (Linear Reward-

Inaction). And finally if the learning parameter b is much 

smaller than a, the learning scheme is called      (Linear 

Reward-epsilon-Penalty). 

3.2 LA based PSO algorithms 

Parameter adaption [10], [11] is one of the most 

difficult tasks in EAs. As there are multiple parameters in 

PSO, it needs a mechanism to tune them during the 

evaluation of the population. In [10] a study of adaptive 

PSO parameter selection is conducted. Also, embedding 

learning automata in the population of PSO is another 

improvement; the model is called PSO-LA. In PSO-LA 

model an automaton is used to configure the search 

behavior of particles and adjust the velocity and position 

of them based on optimal selected policy. In coarse-

grained PSO-LA [11] algorithms, an LA takes the 

responsibility of steering the whole swarm (|LA|=1). 

Since coarse-grained PSO-LA algorithms are trapped into 

local minima, in fine-grained PSO-LA algorithms [13], 

[14], learning automata are assigned to each particle of 

the swarm (|LA|=|population size|). This technique gives 

more maneuverability to the particles for searching 

through the search space. Some improved PSOs using LA 

are illustrated in the following: 

A Dynamic Particle Swarm Optimization based on a 

3-action Learning Automata (DPSOLA) introduced in  

[14]. The embedded learning automaton accumulates the 

information from individuals, local best and global best 

particles then combines them to navigate the particle 

through the problem space. 

One variant of PSO is Comprehensive Learning 

Particle Swarm Optimizer (CLPSO) [5], which uses all 

individuals’ best information to update their velocity. The 

novel strategy of CLPSO enables population to read from 

exemplars for specified generations which is called 

refreshing gap m. In [15], two classes of Learning 

Automata (LA) developed in order to study the learning 

ability of automata for CLPSO refreshing gap tuning. In 

the first class, a learning automaton is assigned to the 

population and in the second one each particle has its own 

personal automaton. 

The cooperative PSO based on LA which introduced 

in [16] is the first version of CPSOLA. This algorithm 

utilizes both beneficial characteristics of PSO and CPSO 

by employing a learning automaton as a realtime decision 

making optimization tool. 

The Adaptive Cooperative Particle Swarm Optimizer 

(ACPSO) [17] which facilitates cooperation technique 

through usage of LA algorithm. Cooperative learning 

strategy of ACPSO optimizes the problem 

collaboratively and evaluates it in different contexts. In 

ACPSO algorithm, a set of learning automata associated 

with dimensions of the problem are trying to find the 

correlated variables of the search space and optimize the 

problem intelligently. This collective behavior of 

ACPSO will fulfill the task of adaptive selection of 

swarm members. 

4. Cooperative Particle Swarm Optimizer 

based on Learning Automata (CPSOLA) 

4.1 Presenting Non-constraint Optimization 

Problems 

Optimization is an approach to solve the complicated 

problems, like scheduling tasks. The framework of an N-

dimensional, non-constraint optimization problem is as 

follows [5]: 

  
1

1min ; n

n

x

f x x x x x

x

 
 

  
 
    

(5) 

The optimization aim is to seek the optima in a search 

space by generating several feasible solutions and 

selecting the optimum one. Usually traditional techniques 

like dynamic programming and greedy algorithms are 

applied to optimization problems. In dynamic 

programming by using divide and conquer method, in 

each interval a portion of the search space will be omitted 

and the optimal solution will extract from the residual 

information. Also, during some steps of greedy 

algorithms, the most optimal solution will be selected by 

an excessive policy. In both of these listed algorithms, the 

election of each step is performed the local search with 

the hope of discovering the best solution. The lake of 

retaining the exploration and exploitation equilibrium and 

also excreting a segment of the search space in each 

epoch, are the defects of the conventional optimization 

approaches. 

 

CPSO-SK cooperation 

 cooperationC
P

S
O

-H
K

PSO

 

Fig. 5. Structural view of the CPSO-HK algorithm. 
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4.2 Introducing the Non-adaptive Cooperative 

Scenarios 

The CPSO model consists of four algorithms, from 

now on, our study specifically focused on CPSO-HK 

algorithm which covers the other three ones. Fig. 5 shows 

the structure of CPSO-HK algorithm. "When to switch 

between CPSO-SK and PSO?" is a question proposed by 

Van den Bergh in [3]. For designing such a robust, 

general and adaptive mechanism consider the following 

scenarios in CPSO-HK algorithm: 

Scenario 1: At the earliest generations, the particles 

are scattered in the search space. It is desired to have fast 

global search of CPSO-SK while any local minima are 

placed around the particles. At the middle iterations of the 

algorithm, while getting trapped in a local minimum, 

using PSO is much beneficial to escape from it. 

Scenario 2: Immediately after escaping from local 

minima, it is safe for the algorithm to make use the high 

speed of CPSO-SK till reaching the next local minimum. 

Scenario 3: Sometimes the information exchange that 

is occurred in each generation of CPSO-HK algorithm is 

unnecessary. This unnecessary amount of cooperation 

defects the run time performance of the CPSO-HK. 

Reviewing the discussed scenarios, interleave 

execution of CPSO-SK and PSO seems to be a naïve form 

of cooperation between these two algorithms. A proper 

choice is to form an adaptive cooperation between CPSO-

SK and PSO algorithms. By using one learning automaton, 

we could have an adaptive switching mechanism which 

intelligently switches between CPSO-SK and PSO 

algorithms. As well as preserving the positive 

characteristics of CPSO-SK and PSO algorithms, 

CPSOLA algorithm significantly reduce the amount of 

information exchange. 

4.3 Describing the Adaptive Cooperative 

Behavior of CPSOLA 

Like CPSO-HK in CPSOLA, we have two separate 

populations. The CPSO-SK population is our primary 

population and the PSO population is the secondary one. 

Information exchange between two populations is 

postponed to critical generations because there is an 

adaptive switching mechanism between these two 

algorithms. A critical generation is a part of evolution 

process in which the cooperation between CPSO-SK 

algorithm and PSO is vital. The CPSOLA algorithm 

presents two advantages in contrast to CPSO-Hk: 

1) CPSOLA simultaneously utilizes both beneficial 

characteristics of PSO and CPSO-Sk. It inherits fast 

convergence speed of CPSO and also easily escapes from 

local minima by utilizing PSO’s gbest and pbest 

information. 

2) CPSOLA adaptively uses both CPSO-SK and PSO in 

order to maintain marginal performance while CPSO-HK 

interleave this algorithms without any environment 

perception. 

3) CPSOLA balance the global and local search by 

maintaining population diversity between PSO and CPSO. 

The scheme of adaptive switching mechanism of 

CPSOLA is shown in Fig. 6. The automaton has two actions: 

1) Cooperation between primary and secondary population. 

2) Isolation and just using primary population. In other 

words: 1) Running CPSO-HK algorithm. 2) Running CPSO-

SK algorithm. 

Learning 

Automata

Isolation and just using 

primary population

Cooperation between primary 

and secondary populations

Primary 

Population

Calculating 

reinforcement signal

population response

updating learning automata’s probability vectors

1

r

1

r

 

Fig. 6. Schematic view of decision making by learning automata 

In each generation of CPSOLA algorithm, the 

automaton decides whether to start the alternative 

population (PSO population) or not. While having enough 

interactions with the populations, the automaton perceives 

when to switch between two algorithms. In the following 

we listed the five main differences between the CPSOLA 

model and CPSO model: 1) Instead of having unnecessary 

information exchange in each generation, preserve it for 

critical generations. 2) Reduced the workload of algorithm 

and made the execution time faster. 3) Preserve CPSO-SK 

fast convergence speed property. 4) Keep the PSO’s 

ability to escape from local minima. 5) Preserve the 

diversity of population. 

Equation (6) is the criterion to evaluate the 

reinforcement signal in CPSOLA algorithm. If in the 

current iteration global best position of primary 

population (CPSO-SK swarm best particle) improved then 

the automata's selected action would get the award and 

the automaton will be punished otherwise. Since the 

reinforcement signal is calculated in the context of 

primary population, the global best position of secondary 

population (PSO global best particle) do not have a direct 

influence on evaluating this signal. 

 
1

0

1

i i
if fitness Sbest Sbest

Otherwise








  

(6) 

Fig. 7 is the pseudocode of CPSOLA algorithm. LA 

has two actions: first, cooperation or information 

exchange between CPSO and PSO population and second, 

isolation or evolution of CPSO population. In CPSOLA 

algorithm, an LA determines the time to perform 

cooperation between primary and secondary populations. 

At the earliest generations the LA selects actions 

randomly but after passing middle iterations the ultimate 

perception of the optimization problem occurs and the LA 

could accurately detects the time for switching between 

these two populations. This switching time is a key 

advantage of CPSOLA algorithm in contrast to the 

CPSO-HK interleave switching strategy. 
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Algorithm 3 Cooperative PSO based on LA (CPSOLA) 

define 

    Initialize primary population with K swarms: P 

    Initialize secondary population: Q 

    Initialize LA with 2 actions: {cooperation, isolation} 

do 

    Select an action 

    if the selected action is cooperation then 

        for each swarm               

           for each particle           
           Update particle position by Equations (1) & (2) 

                Calculate particle fitness 

                Update pbest & gbest 

                i = i + 1 // next particle 

            end for 

             j = j + 1 // next swarm 

        end for 

        Select a random particle form Q to write 

        for each particle             
           Update particle position by Equations (1) & (2) 

            Calculate particle fitness 

            Update pbest & gbest 

            i = i + 1 // next particle 

        end for 

        for each swarm              

            Select a random particle form P to write 

        end for 

    else if the selected action is isolation then 

        for each swarm              

           for each particle          
             Update particle position by Equations (1) & (2) 

                Calculate particle fitness 

                Update pbest & gbest 

                i = i + 1 // next particle 

            end for 

             j = j + 1 // next swarm 

        end for 

    Evaluate reinforcement signal by Equation (6) 

    Update LA's probability vectors by Equations (3) & (4) 

k = k+1 // next generation 

until a terminate condition is met 

Fig. 7. The pseudocode of the CPSOLA algorithm. 

4.4 Analyzing the Adaptive Cooperative 

Behavior of CPSOLA 

Action selection of LA needed a comprehensive 

perception of the environment. In this section, a 30–

dimensional Rosenbrock test function with 20 particles is 

used to investigate the interaction between LA and 

population during the evolution process. The fitness 

comparison of CPSO-SK and PSO are plotted in Fig. 8.a. 

By looking on zoomed boxes of specific parts of 

evolution, we can observe that, in the earliest iterations of 

CPSOLA algorithm, there is no obvious difference 

between the fitness of two populations. The algorithm 

probably could escape from the local minima after 

reaching the middle iterations, so the policy is changed 

adaptively and even during this part of evolution the 

PSO's fitness even could be better than CPSO-SK's fitness. 

Because of its cooperative search method of CPSOLA, in 

the last generations, the CPSO-SK's fitness becomes 

dominated and the algorithm converges faster than 

original CPSO algorithm. 

The variance of action probabilities are plotted in Fig. 

8.b. Isolation action means the algorithm is just used its 

primary population, hence the Cooperation action means 

two populations perform information exchange. It can 

be seen that CPSOLA algorithm has the ability to jump 

out of the local optima, which is the result of hidden 

diversity of PSO algorithm. Although the first and the 

second population perform cooperation but, while the 

learning automaton selects the isolation action, the PSO 

population skips some of the iterations. Since the 

cooperation dose not performs during each iteration, this 

trend seems to be a little unwanted. But by looking from 

the outer layer of cooperation, writing a bad fitness from 

alternative population into primary one could increase 

the diversity of primary population. In the middle 

generations, while primary population is stagnated in a 

local minimum, CPSOLA algorithm starts exchanging 

the information between two populations. This means 

that in a few generations, the secondary population 

could overwrite its inferior solutions to the primary 

population except the global best particle of each swarm 

which is protected. The diversity of primary population 

will increase significantly and the algorithm easily could 

escape from the local minimum. 

 

 

Fig. 8. (a) The CPSO-SK’s Swarm Best Position (sbest) versus the PSO’s 

global best position (gbest). The horizontal and vertical axis of each box 

represents the number of fitness evaluations (FEs) and the fitness value in 
logarithmic scale, respectively. (b) Variance of LA’s actions probability. The 

horizontal and vertical axis of each box represents the number of fitness 

evaluations (FEs) and the probability value in Gaussian scale, respectively. 

5. Experimental Study 

5.1 Simulation Setup 

In order to have a fair comparison, all the PSOs should 

use a same number of fitness. This number is set to 20000. 

All experiments were run 10 times; the means and 

variances of best solution of these runs are reported. In 

order to study the impact of population size; the 

experiments repeated with 10, 15 and 20 particles per 
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population. All benchmark functions are 30–dimensional 

optimization problems. 

Observing the learning automaton's [10], [11] behavior 

during the evolution process, three different kind of learning 

algorithms are placed in CPSOLA algorithm [16]. The 

detailed configurations of the reward and penalty parameters 

are mentioned in Table I. As long as the LRP learning 

algorithm acts as a moderate one among three of them, in the 

following we just report the results of this learning algorithm. 

In order to compare the proposed method, we simulate four 

other PSOs including: standard PSO algorithm [2], Split swarm 

Cooperative PSO (CPSO-S) [3], Hybrid Cooperative PSO 

(CPSO-H) [3] and Comprehensive Learning PSO (CLPSO) [5]. 

The settings of these PSOs are briefly listed in Table II. 

We choose five benchmark functions [3], [5] to run the 

experimental tests. Among them, f0 (Rosenbrock) and f1 

(Quadric) functions are simple unimodal problems which 

have non-complex structure. The functions f2 (Ackley), f3 

(Rastrigin) and f4 (Griewank) functions are highly 

multimodal problems with many local optima positioned in 

their grid. The details and mathematical formulation of 

these benchmark functions are depicted in Table III. 

Unimodal functions have simple structure and small 

number of minima. These kinds of optimization benchmarks 

can be easily optimized by deterministic optimization 

algorithms which use gradient information of benchmark. 

The first problem, function f0 is a non-convex function that 

its global optima is placed in a long, narrow and hyperbolic 

valley. This function can be treated as a multimodal function. 

The function f1 is a simple function that usually used for 

showing the power of optimization algorithms in function 

optimization. It is a separable benchmark function that each 

dimension could optimize independently. 

Table I: The parameters configuration of learning automata. The LA 

column indicates the learning algorithm. The Alpha and Beta columns 

indicate different values of reward and penalty signals for each learning 
algorithm. Also the Action set column shows two actions (cooperation 

and isolation) of learning automata and the Initial probability of 0.5 

indicates the raw probability of each action 

LA Alpha Beta Action set Initial probability 

LRP 0.01 0.01 
{cooperation, 

isolation} 
{0.5, 0.5} 

LRɛ P 0.001 0.01 
{cooperation, 

isolation} 
{0.5, 0.5} 

LRI 0.01 0.00 
{cooperation, 

isolation} 
{0.5, 0.5} 

Table II: The PSO algorithms used for simulation. Each algorithm has 
unique parameter settings which are derived from its associated 

reference. The Algorithm column lists the different PSOs that used for 

simulation. The Parameters column includes the parameter used for 
each PSO. The Topology column shows the special attribute of each 

PSO and the Ref. column represents the associated reference number 

Algorithm Parameters Topology Ref. 

PSO w = 0.72, c1=c2=2.0 Global version [2] 

CPSO-SK 
w:0.9-0.4, 

c1=c2=1.49,K=6 
Cooperative swarms [3] 

CPSO-HK 
w:0.9-0.4, 

c1=c2=1.49,K=6 

Hybrid Cooperative 

swarms 
[3] 

CLPSO 
w:0.9-0.4, 

c=1.49445,m=7 

Comprehensive 

Learning Strategy 
[4] 

CPSOLA 
w:0.9-0.4, 

c1=c2=1.49,K=6 

Adaptive Hybrid 

Cooperative swarms 
[-] 

Most of optimization heuristics suffer from the curse 

of dimensionality [27]. This phenomenon appears when 

the performance of algorithm degraded rapidly by 

increasing the dimensionality of the problem. This 

situation has two reasons: 1) By increasing the 

dimensionality of benchmark functions, the number of 

local minima increases exponentially. A successful 

algorithm in this situation is one that can search more 

promising regions of search space. 2) Some benchmark 

functions are reshaped by increasing the number of 

dimensions. For example, function f2 is a unimodal 

function in low number of dimensions (2 dimensions). 

Also, in this function by increasing the number of 

dimensions it will convert to a multimodal function. Due 

to the aforementioned reasons of curse of dimensionality, 

some search strategies which may work well in low 

dimensional benchmark functions can’t find the optimum 

solution in high dimensional benchmark functions. 

Multimodal benchmark function (f2-f4) has many local 

optima and one global optimum. These benchmark functions 

have complicated structure. The convergence speed of 

multimodal functions is lower than unimodal functions. 

The function f2 is a separable function with an 

exponential term which covers the surface of function 

with many local minima. It has one narrow global 

optimum basin and many minor local optima. Simple 

gradient descent algorithms are failed to optimize this 

function, but any heuristic which can move through the 

valley of the function can attain better results.  

The function f3 is a complex multimodal problem with 

large number of local optima. When attempting to solve 

function f3, algorithms may easily fall into a local 

optimum. Hence, an algorithm capable of maintaining 

larger population diversity is likely to yield better results. 

The function f4 has a ∏    (
  

√ 
) 

    component 

causing linkages among variables, thereby making it 

difficult to reach the global optimum. An interesting 

phenomenon of function f4 is that it is more difficult for 

lower dimensions than higher dimensions. 
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Table III: The formulation of benchmark functions. The Function column shows five different benchmark functions. The Formula column shows 

the mathematical formulation of each benchmark function. The values listed in the Range column are used to specify the magnitude to which the initial 
random particles are scaled. The Vmax column indicates the maximum velocity which is used to clamp the velocity of particles. The Threshold column 

lists the function value threshold which is used as a stopping criterion in section 5-4. The Shape column shows a 2D view of each benchmark function 
Shape Threshold Vmax Range Formula Function 
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Table IV: The average and standard deviation of PSO, CLPSO, CPSO-S6, CPSO-H6, CPSOLRP, CPSOLRɛ P and CPSOLRI algorithms over 10 independent 
runs on 5 benchmark 30 – dimensional functions with 20000 Fitness Evaluations. The second column S lists the number of particles per swarm 

Function 

Algorithm 
S f0 (Rosenbrock) f1 (Quadric) f2 (Ackley) f3 (Rastrigin) f4 (Griewank) 

PSO 10 1.30E-01 ± 1.45E-01 1.08E+00 ± 1.41E+00 7.33E+00 ± 6.23E-01 8.27E+01 ± 5.64E+00 9.65E-01 ± 7.58E-01 

 
15 5.53E-03 ± 6.19E-03 2.85E-72 ± 5.41E-72 4.92E+00 ± 5.81E-01 7.44E+01 ± 5.66E+00 2.62E-01 ±  1.61E-01 

 
20 9.65E-03 ± 7.28E-03 2.17E-98 ± 4.20E-98 3.57E+00 ± 4.58E-01 6.79E+01 ± 4.84E+00 6.51E-02 ± 2.17E-02 

CLPSO 10 5.12E+00 ± 3.23E+00 2.96E+02 ± 1.78E+02 6.45E+00 ± 1.42E+00 1.74E+01 ± 4.60E+00 7.27E-01 ± 1.28E+00 

 
15 2.22E+00 ± 1.04E+00 9.79E+01 ± 6.98E+01 3.30E+00 ± 1.37E+00 7.26E+00 ± 2.85E+00 1.62E-02 ± 3.07E-02 

 
20 1.88E+00 ± 3.26E-01 4.43E+01 ± 1.33E+01 1.91E+00 ± 4.33E-01 3.68E+00 ± 2.10E+00 5.64E-03 ± 1.40E-02 

CPSO-S6 10 1.41E+00 ± 4.73E-01 4.63E-07 ± 6.14E-07 1.12E-06 ± 4.01E-07 0.00E+00 ± 0.00E+00 7.29E-02 ± 1.49E-02 

 
15 2.47E+00 ± 7.00E-01 1.36E-05 ± 1.76E-05 1.11E-05 ± 4.53E-06 0.00E+00 ± 0.00E+00 6.90E-02 ± 1.56E-02 

 
20 1.59E+00 ± 5.01E-01 1.20E-04 ± 8.99E-05 5.42E-05 ± 1.66E-05 0.00E+00 ± 0.00E+00 8.95E-02 ± 1.68E-02 

CPSO-H6 10 1.94E-01 ± 2.63E-01 2.63E-66 ± 5.08E-66 9.42E-11 ± 7.58E-11 0.00E+00 ± 0.00E+00 6.75E-02 ± 1.40E-02 

 
15 2.59E-01 ± 2.47E-01 9.00E-46 ± 1.09E-45 9.57E-12 ± 7.96E-12 0.00E+00 ± 0.00E+00 5.54E-02 ± 1.27E-02 

 
20 4.21E-01 ± 3.21E-01 1.40E-29 ± 1.15E-29 2.73E-12 ± 2.03E-12 0.00E+00 ± 0.00E+00 5.24E-02 ± 1.19E-02 

CPSOLRP 10 3.76E-23 ± 8.43E-23 5.09E-229 ± 0.00E+00 5.42E-14 ± 1.23E-14 0.00E+00 ± 0.00E+00 3.33E-02 ± 3.83E-02 

 
15 1.33E-26 ± 4.78E-27 3.07E-302 ± 0.00E+00 4.99E-14 ± 7.64E-15 0.00E+00 ± 0.00E+00 2.38E-02 ± 3.07E-02 

 
20 1.14E-26 ± 3.20E-27 3.32e-321 ± 0.00E+00 5.28E-14 ± 1.06E-14 0.00E+00 ± 0.00E+00 4.10E-02 ± 3.95E-02 
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5.2 Experiment 1: Function Optimization 

Table IV shows the mean and standard deviation of 10 

runs of each PSO on 30 dimensional problems. In 

unimodal functions cooperative PSOs could reach good 

results. The function f0 is a simple unimodal function and 

its global optima places in the center of function. Also, 

function f1 is a unimodal function with one global 

optimum. Standard PSO performs better in f1 when 

comparing with CPSO family and CLPSO. This implies 

that the CPSO is less effective in solving simple problems. 

In the other hand, due to adaptive switching mechanism 

of CPOSLA, the algorithm could use the PSO’s 

dimension-wise updating rule while using several swarms 

to optimize different dimensions of search space 

independently. By combining the results of these two 

properties, CPSOLA achieves the best results on 

unimodal functions (f0 and f1). 

In Table IV, functions f2-f4 are multimodal functions. 

In f2 and f3 CPSOLA and CPSO generally outperform 

standard PSO, CLPSO that involves neither cooperative 

swarms nor information exchange property. However, the 

CPSOLA is most powerful and robust for these two test 

problems. These results confirm the hypothesis that 

cooperative swarms speed up the convergence of 

CPSOLA algorithm and adaptive switching mechanism 

helps the swarms jump out of the local optima and find 

better solutions. 

Different dimensions of CLPSO may learn from 

different exemplars. Due to this, the CLPSO explores a 

larger search space than the other PSOs in function f4. 

The larger search space is not achieved randomly. 

Instead, it is based on the historical search experience. 

Because of this, the CLPSO performs comparably to or 

better than other PSO variants on function f4. Note that 

function f4 is known to become easier as the number of 

dimensions increases. 

The experiments which are conducted on 30–D 

problems are repeated with 10, 15 and 20 particles. In 

Table IV, the S entry indicates the population size. The 

results show, increasing the number of particles and 

keeping the problem's dimension fixed, will lead to 

improve the fitness value of PSOs. Although from the 

results of Table IV the resulting performance may vary 

depending on the problem being optimized. There seems 

to be no definitive value for the swarm size that is 

optimal across all problems, so to avoid tuning the 

algorithm to each specific problem, a compromise must 

be reached. 15 particles were shown the best results for 

CPSOLA, as populations of this size performed best by 

a very slight margin when averaged across the entire 

range of test problems. 

5.3 Experiment 2: Convergence graph 

Fig. 9 presents the convergence characteristics in 

terms of the mean best fitness value of each algorithm for 

all 30 – dimensional test function with 20 particles. The 

comparisons in both Table IV and Fig. 9 show that, when 

solving unimodal and multimodal problems, the CPSOLA 

offers the best performance on most test functions. In 

particular, the CPSOLA offers the highest accuracy on 

functions f0, f1, f2 and f3. Furthermore, CLPSO shows the 

best convergence characteristics on function f4. 

 

 

(a) 

 
Fig. 9. The mean convergence graph of 30-D benchmark functions. (a) f0 (Rosenbrock). 
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(b) 

 

(c) 

 

(d) 

 

Fig. 9. (Continued.) The mean convergence graph of 30-D benchmark functions. (b) f1 (Quadric). (c) f2 (Ackley). (d) f3 (Rastrigin). 
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(e) 

 

Fig. 9.  (Continued.) The mean convergence graph of 30-D benchmark functions (e) f4 (Griewank) 

 

The Rosenbrock function (f0) is a non-convex test 

problem with a long, narrow and parabolic shaped flat 

valley. From the set of flat lines of Fig. 9 – a (f0), CLPSO 

and CPSO are easily get trapped in local minima while 

standard PSO still improves its fitness value. Moreover, 

CPSOLA could escape from the local minima till the 

middle generations and acquire the best fitness value. 

CPSOLA can find the best trail into the valley and almost 

converges to the global minimum. 

The Quadric function (f1) is a convex and unimodal 

problem which has D local minima except for the global 

one. In Fig. 9 – b (f1) CPSOLA and CPSO-H6 converge 

better than other PSOs. Both of these cooperative 

heuristics utilize two populations in order to optimize the 

test problem. Since CPSOLA uses adaptive switching 

mechanism while CPSO-H6 uses interleave switching 

mechanism, the CPSOLA approach could exploit 

beneficial properties of PSO and CPSO-Sk algorithms. 

The Ackley function (f2) is a non-separable and 

multimodal function. It has a flat outer region and a large 

hole at the center. The function poses a risk for 

optimization heuristics, particularly hill climbing and 

gradient steepest descent algorithms. Fig. 9 – c (f2) shows 

the convergence characteristics of 30– dimensional 

Ackley' function with 20 particles. The first flat line in 

Fig. 9 – c indicates that the Standard PSO becomes 

trapped in a local minimum in early generations. Since 

CLPSO has a large feasible search space, it is easily 

trapped in a local minimum either; the second flat line 

shows that. From the third and fourth flat lines which 

belong to CPSO-S6 and CPSO-H6 algorithms, we can 

observe that they have a fast convergence speed and these 

results are due to the exhaustive dimension wise search 

method of cooperative approach. The adaptive switching 

mechanism of CPSOLA has a cost and the cost is the 

slow convergence of the algorithm in this problem. Since 

using the alternative population may suppress improving 

the global best particle of primary population for a while, 

CPSOLA is managed to continue improving its 

performance very well. The best result belongs to 

CPSOLRP, which its learning algorithm can find the 

optimal policy faster than the others. Also definitive 

decision making property of LRP learning algorithm 

helps CPSOLRP algorithm to escape form the local 

minima before it becomes too late. 

The Rastrigin function (f3) is a non-convex, non-linear 

and multimodal optimization problem that has large 

number of local minima whose values increases with the 

distance to the global minimum. Finding the minimum of 

Ackley function is fairly difficult problem due to 

Ackley’s large search space and its large number of local 

minima. From Fig. 9 – d (f3), PSO and CLPSO are get 

trapped in local minima in early generations but all 

cooperative PSOs converge to global optimum. Also the 

CPSOLA algorithm can converge faster than CPSO-S6. 

The Griewank function (f4) is a multimodal and non-

separable test function. The algorithms which try to 

optimize each variable of this benchmark function 

independently, lead to failure. The global optimum of this 

function is regularly distributed. From the results 

presented in Fig. 10 – e (f4), it can be observed that all 

PSO variants failed on Griewank function except for 

CLPSO. The algorithm utilizes a tournament selection 

heuristic for determining the exemplar in each dimension.  

Figures 9 – a to e show the plot performance of the 

PSO, CLPSO, CPSO-S6, CPSO-H6 and CPSOLRP 

algorithms in 30-dimensional problems. The CPSOLA 

algorithm uses a bi-action learning automaton with the LR-

P learning algorithm. 
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Table V: Robustness Analysis. The second column S lists the number of particles per swarm. The column Succeeded list the number of runs (out of 10) 

that manage to attain a function value below the threshold in less than 20000 fitness evaluations, while the column FEs presents the number of function 
evaluations needed on average to reach the threshold, calculated only for runs that Succeeded 

Function 

Algorithm 
S 

f0 (Rosenbrock) f1 (Quadric) f2 (Ackley) f3 (Rastrigin) f4 (Griewank) 

Succeeded FEs. Succeeded FEs. Succeeded FEs. Succeeded FEs. Succeeded FEs. 

PSO 10 10 55 1 1325 1 24 5 100 1 85 

 
15 10 53 10 4209 4 77 8 128 4 409 

 
20 10 48 10 2779 5 96 9 182 5 262 

CLPSO 10 0 N/A 0 N/A 0 N/A 0 N/A 0 N/A 

 
15 0 N/A 0 N/A 0 N/A 0 N/A 7 5240 

 
20 0 N/A 0 N/A 0 N/A 1 238 8 3391 

CPSO-S6 10 10 1377 10 555 10 145 10 303 4 319 

 
15 10 1306 10 450 10 118 10 253 2 138 

 
20 10 1185 10 398 10 102 10 211 2 116 

CPSO-H6 10 10 1067 10 248 10 61 10 103 2 40 

 
15 10 1043 10 214 10 56 10 99 2 45 

 
20 10 992 10 201 10 49 10 101 2 49 

CPSOLRP 10 10 1149 10 306 10 77 10 143 1 33 

 
15 10 1145 10 266 10 70 10 144 2 63 

 
20 10 1075 10 258 10 65 10 137 3 116 

 

5.4 Experiment 3: Robustness Analysis 

This section compares the various PSOs to determine 

their relative rankings using both robustness and 

convergence speed as criteria. The term robustness is used 

here to mean that the algorithm succeeded in reducing the 

function value below a specified threshold using fewer 

than the maximum allocated number of function 

evaluations. A robust algorithm is one that can decrease 

the fitness value below a specified threshold in a fewer 

number of fitness evaluations during all runs [3]. 

Table V shows the robustness analysis for all test 

functions. In function f0 none of the algorithms, with the 

exception of CLPSO, have any difficulty reaching the 

threshold during any of the runs.  Table V further shows 

that all the algorithm solved this problem in fewer than 

2000 function evaluations, with the PSO algorithm 

requiring the fewest function evaluations overall. 

The CLPSO algorithm again consistently fails to reach 

the threshold value of function f1 on all runs. Furthermore, 

standard PSO with 10 particles per population is not a 

robust algorithm, whereas all cooperative algorithms 

reach the threshold during all runs.  

The standard PSO and CLPSO have some difficulty 

with f2 function, as can be seen in Table V. The function 

f2 represents a very important result regarding the nature 

of cooperative algorithms: the CPSOLA algorithm may 

have somewhat slower rates of convergence compared 

with CPSO-S6 and CPSO-H6 algorithms, but it is 

significantly as robust as them in many cases. The 

function f3 shows similar results to function f2. The 

cooperative algorithms again perform admirably on the 

Rastrigin function, but the PSO and CLSPO algorithms 

are less robust in this test function. 

The function f4 shows interesting results. It proves to 

be hard to solve for all the algorithms, as can be seen in 

Table V. None of cooperative algorithms and standard 

PSO can perfectly optimize it, while CLPSO’s novel 

learning strategy enables it to act more robust when 

compared to other PSO variants. Also, no algorithm could 

achieve a perfect score on this test function. 

When looking at the number of function evaluations, 

the CPSO-H6 algorithm was usually the fastest, followed 

by the CPSOLA and the CPSO-S6. These results indicate 

that there is a tradeoff between the convergence speed and 

the robustness of the algorithm. 

In 4 out of 5 test functions, if the number of fitness 

evaluations reaches more than 5000 FEs, the algorithm 

will not meet the robustness condition, while in function 

f4 this observation rejects and CLPSO still satisfy the 

robustness criteria. 

5.5 Experiments Analysis 

From Table IV, the CPSOLA performs better in 4 out 

of 5 benchmark functions, where swarm size were 15. 

This swarm size indicates that the algorithm does not 

need big population in order to gain better results 

compared with other PSO variants. Also the CPSOLA 

performs better while optimizing both unimodal and 

multimodal optimization benchmarks. Based on Table IV 

results the algorithm performs better while optimizing 

complex multimodal optimization benchmarks such as 

Ackley and Rastrigin. More over from Table V, the 

proposed algorithm is robust while optimizing complex 

multimodal functions where there optimization problems 

have complicated structures. 

From the point of complexity analysis, the time 

complexity standard PSO [2] is O (g * p * d) where n is 

the number of generations, m is the number of designated 

particles and d is the number of dimensions. Totally, we 

assert that the time complexity of PSO is O(n
3
). 
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 In this context by considering the Fig. 7, as long as we 

may have two choices in each generation the time complexity 

of CPSOLA will be calculated through the following: 

( )* ( ) ( )
( )*

( )* ( )

d

d

O s O s O p
O g

O s O s



  

(7) 

Where is (7), s is the number of swarms (s<<p) and sd 

is the number of member dimensions of s
th

 swarm 

(sd<<d). In order to calculate the time complexity of 

CPSOLA, we consider the maximum of the two terms 

which is mentioned in (7), thus we have: O (g * S * Sd + 

g * p). Totally we assert that the time of complexity of 

CPSOLA is O(n
3/S4

+n
2
). As long as in each generation of 

CPSOLA algorithm the sub regions of optimization space 

is optimized through by swarms, the O(n
3
) value of PSO 

is divided by this sub swarms. So, in the worst case that 

the number of swarms is set to the whole population, the 

time complexity will be O(n
3
+n

2
); where this value is 

worse than the time complexity of standard PSO. But also 

in the moderate case or best case where the solution space 

is divided into sd swarms where    
 

  

  
→  

   the 

algorithm may performs faster than standard PSO with 

time complexity of O (n + n
2
). 

 

 

 

 

 

 

 

 

6. Conclusions 

In this paper we presented a cooperative particle 

swarm optimizer with adaptive control on the outer layer 

of cooperation named as CPSOLA. The results are shown 

a significant improvement in performance and robustness. 

Like CPSO-HK algorithm in CPSOLA we have two 

populations: The first one named as primary population 

and belongs to CPSO, while the secondary one belongs to 

PSO algorithm. In the proposed approach a learning 

automaton observe the global best fitness of primary 

population and decide when to cooperate with secondary 

one. Having a comprehensive scheme of problem to be 

optimized, the learning automaton controls the evolution 

process. Since the evolution of secondary population may 

lag from the first one, the automaton brings an indirect 

diversity while switching between its actions. In the real 

world every action has a consequence; slow convergence 

is the cost that we paid for our algorithm.  

To evaluate the performance of CPSOLA, three different 

kinds of experiments are conducted in this paper. The 

experiments are carried out on five algorithms on the five 

chosen test problems belonging to two classes. The 

CPSOLA utilizes the LRP learning technique as its learning 

algorithm. The CPSOLA performs the best in unimodal test 

functions and two out of three multimodal test functions. 

Totally the CPSOLA is shown the best performance in four 

out of five test functions. Also, it is significantly a robust 

algorithm with small standard deviation. 
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Abstract 
Developing large and complex systems often involves many stakeholders each of which has her own expectations from 

the system; hence, it is difficult to write a single formal specification of the system considering all of stakeholders’ 

requirements at once; instead, each stakeholder can specify the system from her own viewpoint first. Then, the resulting 

specifications can be composed to prepare the final specification. Much work has been done so far for the specification of 

non-probabilistic systems regarding viewpoints (or expectations) of different stakeholders; however, because of big trend 

to apply formal methods on probabilistic systems, in this paper, we present an approach to compose viewpoints of 

different stakeholders in the specification of probabilistic systems. According to this approach, different viewpoints are 

separately specified using the Z notation. Then, the resulting specifications are composed using some new operators 

proposed in this paper. We show the applicability of the presented approach by performing it on a known case study. 

 

Keywords: Formal Methods, Formal Specification, Probabilistic Systems, Partial Models, Multiple Viewpoints. 
 

 

1. Introduction 

Developing large and complex systems often involves 

many stakeholders. However, each of these stakeholders 

has her own viewpoints (or expectations) when the 

system is specified. To collect requirements of all 

stakeholders, [1,2] proposed the viewpoint-oriented 

requirements engineering. From another point of view, 

modern systems are big and complex, resulting from 

assembling multiple components. “Components are 

designed by teams, working independently but with a 

common agreement on what the interfaces of each 

component should be [3]”. 

Considering both of the above mentioned cases, 

parallel and logical compositions should be done to 

produce a final specification of the system. “System 

specification through parallel composition is done by 

putting specifications of various components together. 

Logical composition (or merging), however, is used to 

merge viewpoints of different stakeholders to obtain the 

specification of a single component or system [4]”. 

As our review in section 2 shows, much of the related 

work has focused on parallel composition of partial 

specifications of non-probabilistic systems. Since there is 

a big trend to the formal specification and development of 

probabilistic systems, we present a formal method to 

compose viewpoints of different stakeholders when 

specifying a single probabilistic component or system (i.e., 

logical composition).  

To achieve this goal, we first use the Z notation to 

specify viewpoints of different stakeholders separately. 

As shown in the paper, Z schema calculus operations do 

not work on merging resulting specifications; hence, we 

define a new set of operators, including “m_conjunction”, 

“m_disjunction” and “m_hiding” to compose 

specifications obtained after the first step. Names of 

operators begin with “m” which abbreviates for “merge”. 

Section 2 reviews the related work. In section 3 a 

probabilistic system is specified from viewpoints of 

different stakeholders. Section 4 first shows that Z 

schema calculus operations are not sufficient to compose 

specifications of different stakeholders and then presents 

a set of new operators. The applicability of our method is 

demonstrated using a known case study in section 5. And 

finally, section 6 is devoted to the conclusion and 

directions for future work. 

2. Related Work 

We categorize the works on the system specification 

from viewpoints of different stakeholders into two groups: 

specification of non-probabilistic systems and 

specification of probabilistic systems. There is little work 

on the latter category. Moreover, the presented methods 

are based on behavioural models.  

Instead, much work has been done so far to specify 

non-probabilistic systems from viewpoints of different 

stakeholders. In [5], it is shown that partial models can be 

used to specify a system from viewpoints of different 

stakeholders. In this way, each model satisfies certain 

system requirements (from a certain stakeholder’s point 
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of view). To make the final specification of the system, 

these models should be elaborated through both logical 

and parallel compositions in order to yield a system 

model that preserves the properties of the initial 

viewpoints altogether. In [8] and [9], a new operator, 

called conjunction, is introduced for the composition of 

different stakeholders’ specifications. The behaviour of 

this operator is similar to the merge operator introduced in 

[5], but it is only defined for Modal Transition Systems 

(MTSs).  

In [12] the modal interface framework, a unification 

of interface automata and modal specification is presented. 

The goal of this work is to compose specifications of 

interfaces from different viewpoints. The result of this 

work is a complete theory with a powerful composition 

algebra that includes operations such as conjunction (for 

requirements composition) and residuation (for 

components reuse that in addition assumes/guarantees 

contract-based reasoning [11]). 

In [13], viewpoints are shown as partial specifications 

of functionality, written in Z but by different people, to be 

reconciled later. The focus of this work is on 

reconciliation and amalgamation of partial specifications 

and not the structure of these specifications themselves. 

By reconciliation, partial specifications become ready for 

the composition, and by amalgamation, real composition 

is done.  

For collections of partial specifications to be 

meaningful, consistency between them has to be 

committed. In [15], it is described how to check 

consistency between partial specifications in Z, and how 

to ensure that different partial specifications of one 

system do not impose contradictory requirements; in [10] 

a solution to handle inconsistency between different 

specifications is introduced. 

Besides the above mentioned work on non-

probabilistic systems, a number of works have been done 

in the area of multi viewpoints specification of 

probabilistic systems. Interval Markov Chains (IMCs) and 

Constraint Markov Chains (CMCs) introduced in [16,17] 

can be used for non-functional analysis of multi 

viewpoints probabilistic systems [4]. In [4], it is shown 

that IMC is not a proper formalism for compositional 

specification. Thus, [4] and [17] introduce CMC for 

component based design of probabilistic systems. CMCs 

are a further extension of IMCs allowing rich constraints 

on the next-state probabilities from any state.  

Larsen et. al. [18] further explore the influence of non-

deterministic behaviour by mixing CMCs and MTSs and 

considering Probabilistic Automata (PA). In their model, 

state changes are additionally guarded by actions [4]. 

They present a specification theory for PAs, namely 

Abstract Probabilistic Automata (APA) which can serve 

as a specification theory for systems with both non-

deterministic and stochastic behaviours. APA like any 

usable specification theory is equipped with a conjunction 

operator that allows combining multiple requirements into 

a single specification, and a composition operator that 

allows specifications to be combined structurally [17]. 

As described, there is not much work in the 

specification of probabilistic systems from viewpoints of 

different stakeholders. Moreover, the existing works on 

probabilistic systems use behavioural models to specify 

such systems while benefits of using well-known 

functional specification languages, such as Z, encourage 

us to specify probabilistic systems from viewpoints of 

different stakeholders using a Z-based formalism. 

3. Specification of probabilistic systems from 

viewpoints of different stakeholders 

In this section, we use the Z notation to write separate 

specifications (of a probabilistic system) describing 

viewpoints of different stakeholders. We propose our 

specification method through an illustrative example [17]. 

In this example, a customer and a manufacturer are 

considered as stakeholders of the system. 

3.1 Example 

Two parties, a customer and a manufacturer, are 

discussing a design of a relay for an optical 

telecommunication network. The relay should have 

several modes of operation, modelled by four 

dynamically changing properties and specified by atomic 

propositions a, b, c, and d as follows: 

a: The Bit error rate is less than 1 per billion bits 

transmitted. 

b: The Bit rate is higher than 10 Gbits/s. 

c: Power consumption is less than 10 W. 

d: The relay is not in the transmission mode (is in the 

standby state). 

At first, informal specifications of the relay from 

customer’s and manufacturer’s viewpoints are presented. 

 Customer Specification: In the initial state, the 

relay is in the standby mode (i.e., proposition “d” 

holds). Then, with a probability more than 0.7, it 

can move to state s2 which is specified as {{a, b}, 

{a, c}, {b, c}, {a, b, c}}; this set means that in 

state s2, at least two of properties “a”, “b” and “c” 

hold, and “d” does not hold. With an unknown 

probability, the relay can move from the initial 

state to state s3 specified as {{a}, {b}, {c}}; this 

means that in state s3, exactly one of properties “a”, 

“b” and “c” holds. The relay comes back to the 

initial state from states s2 and s3 with probability 1. 

Finally, there is no transition with the same source 

and destination (Figure 1). 

 Manufacturer Specification: In the initial state, the 

relay is in the standby mode. Then with a 

probability more than 0.2, it can move to state s3 

where “a” and “d” do not hold. And with an 

unknown probability, it can move from the initial 

state to state s2 where at least proposition “a” holds, 

and “d” does not hold. This relay comes back to 
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the initial state from states s2 and s3 with 

probability 1. Finally, there is no transition with 

the same source and destination (Figure 2). 

 

Fig. 1. The Customer’s Specification 

 

 

Fig. 2. The Manufacturer’s Specification 

3.2 Formal specification of the relay 

Here is the formal specification of every probabilistic 

system from one stakeholder’s point of view: 

 
 

 

Fig. 3. The Stakeholder’s Specification 

Property shows a given type of properties (such as a, 

b, c, and d in our example) that could be true in each state. 

StakeholderSpec, as the state schema of the system, 

specifies all system states and their related properties and 

transitions from the stakeholder’s point of view. It also 

shows the initial state of the system. Although each 

stakeholder prefers a set of desired bindings of the state 

schema, we assume that all of them agree on the initial 

state (InitialState) and the set of states (States). Since 

states in the final (composite) specification are 

combinations of states specified by each stakeholder, we 

consider a sequence of numbers (each number 

corresponds to a state in one stakeholder’s specification 

before combination) per each state, either it is composite 

or simple; for simple states, i.e., when we are considering 

the specification from a single stakeholder’s viewpoint, 

this sequence has only one element. As an example of 

composite states, if the initial state specified by each of 

customer and manufacturer is <1>, the initial state in the 

final, composite specification will be shown as <1, 1>. 

For two states si and sj, Transition (si, sj) is the 

probability of transition from si to sj. Since floating-point 

numbers cannot be shown in the Z notation, transition 

probabilities are converted to natural numbers by 

multiplying them with 10
d
. Thus, transition probabilities 

are shown as 0..10
d
. Considering all existing probabilities, 

d is the maximum number of digits to the right of the 

floating point. PropertyFunc is a function that assigns a 

set of sets of properties to each state; for example, 

consider set {{a, b}, {a, c}, {b, c}, {a, b, c}} for state s2 

in the customer’s specification of the relay. The last two 

constraints in the schema guarantee that both Transition 

and PropertyFunc are defined on all of available states 

and anything else. 

Regarding StakeholderSpec above, the formal 

specification of the relay from viewpoints of the customer 

and manufacturer is shown as CustomerSpec and 

ManufacturerSpec schemas, respectively.  

 

 

Fig. 4. The Customer’s Specification 

 

Fig. 5. The Manufacturer’s Specification 

4. Operators to compose viewpoints 

As a simple example, suppose that we use the Z 

conjunction operator to compose CustomerSpec and 

ManufacturerSpec. The constraint part of the resulting 

schema will be false because, just as one example, 

PropertyFunc(<2>) is in the left hand of two equalities 
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with different right hand sides in CustomerSpec and 

ManufacturerSpec; the conjunction of these two 

equalities and thus the conjunction of schemas constraints 

will be false. Such a false constraint obviously satisfies 

neither the customer nor the manufacturer. Related to this 

example, it should be noticed that at least two of 

properties “a”, “b” and “c” hold in state s2 from the 

customer’s viewpoint. On the other hand, at least 

proposition “a” holds in state s2 from the manufacturer’s 

viewpoint. Thus, we could have a composite state (in the 

final, composite specification) where “a” holds, and at 

least one of “b” and “c” holds. Such a state satisfies both 

the customer and the manufacture; similar examples can 

be given for the composition of other states and also 

transitions between states.  

In summary, while we could have a composite 

specification satisfying both the customer and the 

manufacture, the Z conjunction operator is not able to 

generate such specification. Similarly, it can be shown 

that the disjunction operator in Z is not sufficient for 

merging specifications of different stakeholders in order 

to meet at least one of the viewpoints. Therefore, we are 

to define new operators to merge specifications of 

different stakeholders. 

4.1 m_conjunction: meeting both viewpoints 

The following definitions, that show how transition 

probabilities are determined in composite specifications, 

will be used when introducing the new operator 

m_conjunction. 

 

Definition 1. For two states      and      in the 

first stakeholder’s specification, if                   
        , then for every states      and       in the 

second stakeholder’s specification for which 

                          , we have 

∑           (                )          in the 

composite specification.  

 

Definition 2. For two states      and      in the 

second stakeholder’s specification, if                
          , then for every states      and       in 

the first stakeholder’s specification for which 

                          , we have 

∑           (                )          in the 

composite specification. 

 

Definition 3. For two states      and      in the 

first stakeholder’s specification and for two states      

and      in the second stakeholder’s specification, if 

           (         )    and           (    

     )    , then           (               )  

      
 

The rationality behind Definition 1 is that, suppose 

based on the first stakeholder’s viewpoint, the transition 

probability from state      to      is greater than  . 

Now, based on the final, composite specification, the 

system should be able to move from states which start 

with      to states which start with      with a 

probability greater than   totally. In this way, the first 

stakeholder is satisfied by the final specification. A same 

reason can be given for Definition 2. Notice that two 

more definitions should be considered for  the same as 

those presented for  . 

Schema CompositeSpec below is used to compose 

specifications of different stakeholders in the form of 

StakeholderSpec (see subsection 3.2). We assume that we 

have two schemas of two stakeholders, called 

FirstStakeholderSpec and SecondStakeholderSpec. In 

addition, StakeholderSpec given in declaration part of 

CompositeSpec is the final, composite specification. 

Since FirstStakeholderSpec and 

SecondStakeholderSpec have identifiers with the same 

name, in the declaration part of CompositeSpec their 

identifiers are renamed to avoid variable capturing: all 

identifiers are replaced with the same names but ended by F 

(for identifiers of FirstStakeholderSpec) and S (for 

identifiers of SecondStakeholderSpec). We use notation 

FirststakeholderSpec[identifier/identifierF] to show that 

one “F” is appended to the name of all identifiers of 

FirstStakeholderSpec. A similar notation is used for 

renaming identifiers of SecondStakeholderSpec.  

Since the constraint part of CompositeSpec is almost 

long, we present it gradually via different parts. The 

informal description of each part is also given accordingly. 

For this reason, we do not draw the bottom line of 

CompositeSchema in Figure 6. As the first line of the 

constraint part, it is mentioned that the initial state of the 

system is obtained by concatenating the initial states of 

two stakeholders’ viewpoints. 

 

Fig. 6. Composite Specification – part 1 

Besides the given equality for InitialState, 

CompositeSpec has the following constraints, too: 

 

 

Fig. 7. Composite Specification – part 2 
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Before probing on the above predicate, we should 

mention that in the specification which supports 

viewpoints of both stakeholders, the set of states is as the 

Cartesian product of states in the specification of each 

stakeholder. More precisely, if sets of states in two 

stakeholder’s specifications are 1..k1 and 1..k2, the set of 

states in the final specification is (1..k1)(1..k2). Of course, 

the composition of two states will lead to an inconsistent 

state if the conjunction of their related properties is false, 

or in other words, the intersection of sets resulted from 

applying PropertyFunc to those two states is . 

Inconsistent states will not appear in the final 

specification.  

The predicate in Figure 7 says that probabilities of all 

transitions from\to an inconsistent state are 0. In other 

words, the system cannot move from\to inconsistent states; 

figures 8 and 9, in contrast, specify transition probabilities 

for consistent states. Based on the predicate given in 

Figure 8, if the transition probability from state s1 to state 

s2 in the specification of one stakeholder is in interval 

[p1,p2], the total sum of transition probabilities from those 

states corresponding to s1 to those states corresponding to 

s2 in the final specification should be in interval [p1,p2]. 

This predicate is based on Definitions 1 and 2.  

As another point, the utility function “sum” defined 

using an axiomatic definition in Figure 11 calculates the 

sum of elements in a sequence of natural numbers. 

 

 

Fig. 8. Composite Specification – part 3 

Unlike predicates in Figure 8 which consider 

transitions with variable probabilities, the following 

predicates regard transitions with constant probabilities 

(see Definition 3): 

 

Fig. 9. Composite Specification – part 4 

In the following predicate, it is emphasized that the 

sum of probabilities of transitions from one state in the 

final specification should be 1 (or in fact 10
d
 since we 

multiplied all probabilities with 10
d
); the utility function 

“bind” defined using an axiomatic definition in Figure 11 

constructs a sequence through the concatenation of all 

sequences existing in a sequence of sequences.   

 

Fig. 10. Composite Specification – part 5 

 

 

Fig. 11. Utility Functions 

The following predicate says that state properties in 

the final specification are the conjunction of state 

properties specified by each stakeholder. 

 

Fig. 12. Composite Specification – the last part 

Now, since the final specification should only consist 

of composed states and related transitions, specifications 

of the first and the second stakeholders should be hidden. 

Consequently, the new operator for merging viewpoints 

of two stakeholders (in order to satisfy both of them) is 

specified as follows: 

 

Fig. 13. m_conjunction of Two Schemas 

Here, VoS is the symbol of m_conjunction in which 

VoS abbreviates for “Viewpoints of Stakeholders”. 
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4.2 m_disjunction: meeting at least one of 

viewpoints 

Sometimes, it is important that the final specification 

satisfies the concerns of at least one stakeholder. We 

introduce operator “m_disjsunction” to support this 

requirement. In the final specification, the states are all of 

the states specified by all stakeholders. Since states in two 

specifications may include identical numbers, and we are 

going to consider all states in the final specification, 

schema Rename in Figure 14 specifies the change of 

numbers used in states of the second specification. This 

change should be done before we merge the two 

specifications. 

 

 

Fig. 14. Change of Numbers in the Second Specification 

Three functions Add2ToAllElems, Add2ToAllTStates 

and Add2ToAllPStates are supposed to add number “2” at 

the beginning of numbers used in the states of the second 

specification. For example, state <1> is changed to <21>. 

Due to the space limitation, we do not define these 

functions here. The final specification is obtained by 

sequential composition of Rename and 

LeastCompositeSpec specified below. 

Schema LeastCompositeSpec specifies the composition 

of stakeholder specifications using m_disjunction. This 

schema includes the schemas of two stakeholders. Similar 

to what we did for m_conjunction, we rename identifiers of 

FirstStakeholderSpec and SecondStakeholderSpec to avoid 

variable capturing here.   

 

Fig. 15. LeastCompositeSpec Schema 

We define new state <0> as the initial state. This state 

has no property (see the last line of the constraint part). 

Since the states in the composite system should be all of 

the states specified by both stakeholders, states are 

specified as the concatenation of states specified by the 

first and the second stakeholder and also the new defined 

state (i.e., <0>). To consider the two viewpoints in the 

same way, we add two new transitions with probability 

0.5 from the new initial state: one to the initial state in 

FirstStakeholderSpec and the other one to the initial state 

in SecondStakeholderSpec.  

Finally, the new operator for composing viewpoints of 

two stakeholders (in order to meet at least one of them) is 

specified as follows (VoS is the symbol of m_disjunction): 

 

Fig. 16. m_disjunction of Two Schemas 

4.3 m_hiding: hiding states 

Sometimes it is required to hide one state before using 

the system specification from one stakeholder’s viewpoint. 

Here are some examples: 

 A stakeholder would not rather see one state of the 

system that another stakeholder specifies. 

 To apply some change to a given specification in 

order to make it reusable in another situation. 

 Each stakeholder may change her specification 

according to her new viewpoint only by hiding 

states. 

 Before composing specifications using the 

m_conjunction operator, it may be necessary to 

change one or both specifications by hiding states. 

 

Hide schema is as follows: 

 

Fig. 17. Hide Schema - part 1 

In the declaration part of this schema, the state being 

hidden is specified as HiddenState. In the constraint part, 

it is mentioned that the hidden state should not be the 

initial state of the specification. In addition, it should be 

the source of at least one transition. These two constraints 

are given to guarantee that no probability value is missed 

after removing the hidden state. The last two predicates 

describe removing the hidden state. 

 

Fig. 18. Hide Schema – part 2 

The above predicate says that every transition whose 

source or destination is the hidden state should be 

discarded. Instead, for arbitrary states x and y, if there is 

one transition from x to the hidden state and one 
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transition from the hidden state to y, the multiplication of 

probabilities of these two transitions should be added to 

the current probability of the transition from x to y. This 

constraint is described in Figure 19.  

 

Fig. 19. Hide Schema – the last part 

At last, the new operator for hiding a state from one 

specification is specified as follows: 

 

Fig. 20. m_hiding Definition 

Here, \VoS is the symbol of m_hiding. 

5. Case Study 

In subsection 3.2, a relay for an optical 

telecommunication network was specified from 

viewpoints of different stakeholders, i.e., a customer and 

a manufacturer. The constraint part of CustomerSpec VoS 

ManufacturerSpec below specifies states properties and 

transitions probabilities in the relay from both 

stakeholders’ viewpoints. Properties of each state are 

conjunction of properties specified by each stakeholder. It 

is worth noting that inconsistent states and their relevant 

transitions have not been shown in the schema. 

 

Fig. 21. CustomerSpec VoS ManufacturerSpec 

Sometimes, it is required that the concerns of at least one 

stakeholder are satisfied. To achieve this goal, m_disjunction 

of schemas is useful. Figure 22 indicates the application of 

m_disjunction to CustomerSpec and ManufacturerSpec.  

 

 

Fig. 22. CustomerSpec VoS ManufacturerSpec 

Besides the new initial state, i.e., 0, the final 

specification consists of all states in the initial 

specifications. Also, regardless of the new transitions 

starting from the new initial state, transition probabilities 

remain unchanged. The resulting specified relay can 

behave like customer’s specification or manufacturer’s 

specification.  

Sometimes, it is required to hide one state before 

using the system specification from one stakeholder’s 

viewpoint. Figure 23 indicates the application of 

m_hiding to CustomerSpec to hide state 2. 

 

Fig. 23. Hiding State <2> in CustomerSpec 

6. Conclusions 

In this paper, an approach to compose viewpoints of 

different stakeholders in the specification of probabilistic 

systems was presented. The main contribution of this 

approach is introducing three new schema operators to 

manipulate specifications written by different stakeholders. 

In the extended version of this paper, we are going to 

formally prove that the proposed operators are sound. Also, 

as another future work, we will present an approach to 

specify component based probabilistic systems. To achieve 

this goal, specifications of different stakeholders should be 

first merged to construct the specification of each 

component (logical composition), and then specifications 

of different components should be combined to construct 

the specification of the whole system (parallel composition). 

 

 

 

  



 

Samadi & Haghighi, An Approach to Compose Viewpoints of Different Stakeholders in the Specification of Probabilistic Systems 

 

22 

References 
[1] B. Nuseibeh, J. Kramer, A. Finkelstein, “A Framework for 

Expressing the Relationships between Multiple Views in 

Requirements Specification,” In IEEE Transaction on 

Software Engineering, 1994, vol. 20, no. 1, pp: 760-773. 

[2] G. Kotonya, and I. Sommerville, “Requirements 

Engineering with Viewpoints,” Journal in Software 

Engineering, 1996, vol. 11, no. 2, pp: 58-66. 

[3] S. Rui-feng, Y. Chao, X. Jie, “Acquire Multi-Viewpoint 

from Domain,” In 3rd International Conf. on Advance 

Comp. Theory and engineering, 2010, vol. 4, pp.598-602. 

[4] B. Caillaud, B. Delahaye, K.G. Larsen, A. Legay, M. Pederson, 

A. Wasowski, “Compositional Design Methodology with 

Constraint Markov Chains,” In 7th International Conference 

on the Quantitative Evaluation of Systems, 2010, pp 123-132. 

[5] A. Benveniste, B. Caillaud, R. Passerone, “Multi-

Viewpoint State Machines for Rich Component Models,” 

In Model-Based Design of Heterogeneous Embedded 

Systems, Pieter Mosterman, Gabriela Nicolescu (eds.), 

2009. 

[6] S. Uchitel, and M. Chechik, “Merging Partial Behavioural 

Models,” In 12th ACM International symp. on foundation of 

soft. Engineering, 2004, vol. 29, no. 6, pp. 43-52. 

[7] G. Brunet, M. Chechik, S. Uchitel, “Properties of 

Behavioural Model Merging,” In 14th International 

Conference on Formal Methods, 2006, pp. 98-114. 

[8] K.G. Larsen, B. Steffen, C. Weise, “A Constraint Oriented 

Proof Methodology Based on Modal Transition Systems,” In 

first International workshop on Tools and Algorithms for the 

Construction and Analysis of Systems, 1995, pp. 17-40. 

[9] M. Huth, R. Jagadeesan, and D. Schmidt, “A Domain 

Equation for Refinement of Partial Systems,” In 

Mathematical Structures in Computer Science, 2004, vol. 4, 

no. 3. 

[10] C, Anthony, D. Gabbay, A. Hunter, J. Kramer, and B. 

Nuseibeh, “Inconsistency Handling in Multiperspective 

Specifications,” In IEEE Transaction on Software 

Engineering, 1994, vol 20.no X  A1 Gl ST. 

[11] D. Fischbein, G. Brunet, N. D'Ippolito, M. Chechik, and S. 

Uchitel, “Weak Alphabet Merging of Partial Behaviour 

Models,” In ACM Transactions on Software Engineering 

and Methodology, 2011, vol. 21, pp: 1-49. 

[12] A. Benveniste1, B. Caillaud1, and A. Ferrari, Multiple 

Viewpoint Contract-Based Specification and Design. In FMCO, 

Springer, 2008, , pp: 200–225. 

[13] JB. Raclet, A. Benveniste, A. Legay, and et al, “A Modal 

Interface Theory for Component-based Design,” In 

Fundamenta Informaticae, 2010. 

 

 

 
[14] D. Jackson, “Structuring Z Specifications with Views,” In 

ACM Transactions on Software Engineering and 

Methodology, 1995, vol. 4. 

[15] M. Ainsworth, AH. Cruickshank, L.J. Groves and P.J.L. 

Wallis, “Formal Specification via Viewpoints,” In Proc. 

13th New Zealand Computer Conference, 1993. 

[16] E. Boiten, J. Derrick, H. Bowman, M. Steen, “Constructive 

Consistency Checking for Partial Specification in Z,” In 

Science of Comp. Prog., 1995, vol. 35, pp: 29-75. 

[17] B. Delahaye, K.G. Larsen, A. Legay, M. Pedersen, A. 

Wasowski, “Decision Problems for Interval Markov 

chains,” In 5th International Conference on Language and 

Automata Theory and Applications, 2011, pp. 274-285. 

[18] B. Caillaud, B. Delahaye, K.G. Larsen, A. Legay, M. 

Pederson, A. Wasowski, “Constraint Markov Chains,” 

Journal In Theoretical Computer Science, 2011, vol. 412, 

no. 5, pp.4373-4404. 

[19] B. llaud, B. Delahaye, K.G. Larsen, A. Legay, M. Pederson, 

A. Wasowski, “New Results on Abstract Probabilistic 

Automata,” In 11th International Conference on 

Application of concurrency to system design, 2011, pp. 

118-127. 
 
 
 
Mahboubeh Samadi received her B.Sc. and M.Sc. 
degrees  in software engineering from the Faculty of Electrical 
and Computer Engineering, Shahid Beheshti University, Tehran, 
Iran, in 2010 and 2012, respectively. Her research interests 
include software engineering and formal methods.  
 
Hasan Haghighi received his B.Sc., M.Sc., and Ph.D. degrees 
from the Computer Engineering Department, Sharif University of 
Technology, Tehran, Iran, in 2002, 2004, and 2009, 
respectively. Since 2009, he has been with the Faculty of 
Electrical and Computer Engineering, Shahid Beheshti University, 
Tehran, Iran. His research interests include formal methods, 
software engineering, software architecture and software test.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

http://www.doc.ic.ac.uk/~fdario/


 

Journal of Information Systems and Telecommunication, Vol. 2, No. 1, January-March 2014 

 
* Corresponding Author 

23 

An Improved Method for TOA Estimation in TH-UWB System 

considering Multipath Effects and Interference 

Mahdieh Ghasemlou* 
Department of Telecommunications Engineering, Islamic Azad University Tehran South branch, Tehran, Iran 

mahdieh_ghasemlou@yahoo.com 

Saeid Nader-Esfahani 
School of Electrical and Computer Engineering, University of Tehran, Tehran, Iran 

nader@ut.ac.ir 

Vahid Tabataba-Vakili 
School of Electrical Engineering, Iran University of Science & Technology, Tehran, Iran 

vakily@iust.ac.ir 

 

Received: 02/Jul/2013            Accepted: 05/Feb/2014 

 

Abstract 
UWB ranging is usually based on the time-of-arrival (TOA) estimation of the first path. There are two major challenges in 

TOA estimation. One challenge is to deal with multipath channel, especially in indoor environments. The other challenge 

is the existence of interference from other sources. In this paper, we propose a new method of TOA estimation, which is 

very robust against the interference. In this method, during the phase of TOA estimation, the transmitter sends its pulses in 

random positions within the frame. This makes the position of the interference relative to the main pulse to be random. 

Consequently, the energy of interference would be distributed, almost uniformly, along the frame. In energy detection 

methodes, a constant interference along the frame does not affect the detection of arrival time and only needs the 

adjustment of the threshold. Simulation results in IEEE.802.15.4a channels show that, even in presence of very strong 

interference, TOA estimation error of less than 3 nanoseconds is feasible with the proposed method. 

 

Keywords: Threshold, Interference, TOA, Ranging. 
 

 

1. Introduction 

Owing to its high time resolution, impulse radio-ultra 

wideband (IR-UWB) technology is an excellent signaling 

for accurate wireless localization used in many security, 

medical, search and rescue, and military applications [1]. 

Ranging with the use of UWB systems is usually done 

from the time-of-arrival (TOA) of the first path of the 

received signal; in these systems, the distance between the 

receiver and transmitter is measured based on the 

estimation of the signal propagation delay, which can be 

challenging in the presence of multipath and interference 

[2-3].  

When channel parameters are unknown like in the 

case of multipath environment, the estimation of the TOA 

is dependent upon the channel estimation [4-5]; in this 

case, channel coefficients and delays are estimated using, 

for example, the maximum likelihood method. However, 

the very high complicacy of this method due to the high 

number of paths in a real multi-path channel makes its 

implementation limited. Coherent methods like matched 

filtering [6] are also costly to be implemented, due to their 

need for high rate sampling. To reduce complexity of 

UWB systems, non-coherent methods such as energy 

detector owing to their sub-Nyquist sampling, and 

consequently their low implication cost, are in spotlight of 

attention [7-8]. Algorithms based on energy detector are 

generally divided into two categories including  

i) maximum energy selection (MES), and ii) threshold 

crossing (TC) algorithms. 

MES-based TOA algorithms depend on the selection 

of the maximum amount of energy, and hence, have 

limited application in real multipath channels in which the 

first path is not usually the strongest one [2]. In TC-based 

TOA algorithms, receiver samples are compared with a 

threshold, and the TOA is estimated as the first sample 

crossing the threshold. The main feature of threshold-

based algorithms is their analog implementation, which 

has attracted substantial attention in some applications 

like wireless sensor networks needing low-consumption 

devices [6].  

The choice of the threshold strongly influences the 

performance of the TOA estimation. There are different 

methods for setting the threshold; it can be selected on the 

basis of noise level, regardless of channel properties and 

the energy of the received signal [9-10]; the threshold can 

also be defined on the basis of a constant normalized 

value between the lowest and highest amounts of energy 

samples [8]. Better approaches have been proposed for 

determining the normalized threshold on the basis of the 

received signal statistics such as its kurtosis [11], and the 

comparison between kurtosis and skewness results in the 

fact that skewness is more appropriate for accurate TOA 

estimation [12], and in [13] also the four statistical 

parameters including kurtosis skewness, maximum slope 

and standard deviation are compared. Since the maximum 
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slope and skewness are more sensitive to SNR changes, 

the common criterion for determining the thresholds has 

been calculated using skewness and maximum slope. 

In [14], a new method has been proposed to improve 

the estimation accuracy based on the received signal 

characteristics, that is based on determine 2 thresholds. 

Threshold in the first step is calculated based on the 

Gaussian distribution of noise samples, and the second 

one is based on the times energy samples in different 

threshold frames are more than the threshold in the first 

step. In [15], the first step threshold is calculated based on 

the chi -square distribution. Although it is expected that 

the chi -square distribution is more convenient for the 

noise samples, but the results show that since the 

threshold in the first step is not appropriate, so there is not 

much difference between the Gaussian and chi square 

distributions. So, as it was mentioned in [14] the first step 

requires a more appropriate threshold. 

A new method has been proposed based on a rank test, 

which suffers from high complexity, especially when the 

number of frames increases [16]. Another thresholding 

method has also been introduced on the basis of the 

channel impulse response and real environment 

measurements [17]. 

Ranging through non-coherent receivers in the 

presence of interference is difficult, as the system may 

estimate the moment at which the interference is received 

as the real TOA. Many methods have been so far 

proposed for reducing interference; for example, 

nonlinear filters have been suggested to be used for 

lowering interference effects [18-19]; however, these 

method result in substantial errors in the presence of 

strong interferences.  

In a recent conference paper [20], we have put 

forward a new method for estimating the TOA in a 

multipath channel and in the presence of interference. In 

this method, the transmitter sends its pulse not in a 

constant but a random position within the frame; therefore, 

the position of the interference relative to the main pulse 

is always changing, making the interference energy 

evenly distributed in different distances from the main 

pulse; such an interference will not have any effect in 

detecting the moment the pulse is entered, TOA, and it is 

just needed to increase the threshold to the level of this 

interference. To overcome the multipath problem of the 

channel, we have made use of serial backward search for 

multiple cluster (SBSMC) algorithm [19].  

In [20] we introduced an approximate formula for the 

threshold, using a simple model. The present work is an 

extension of [20], in that a more accurate threshold is 

introduced by using an exponential profile for the channel 

model, according to IEEE 802.15.4a. This threshold can 

be adjusted for different environments by using the 

cluster decay factors of that environment. 

The rest of the paper has been organized as follows; in 

section 2, the model of the UWB system with time 

hopping (TH) and the structure of the receiver have been 

discussed; section 3 has been devoted to the ED-based 

algorithms for the TOA estimation as well as our 

proposed method for threshold determination. The 

performance of the present method has been compared 

with other methods in section 4, followed by a conclusion 

in section 5. 

 

Fig. 1 Threshold-based TOA estimator with ED scheme 

2. System Model and Receiver Structure 

2.1 The Shape of the Signal Wave and the 

Structure of the Receiver 

IEEE 802.15.4a [21] is an international standard 

modeling UWB channels with the use of Saleh-

Valenzuela model. In TH-IR signaling, each symbol 

within a period of      is divided into    number of time 

intervals of    the so-called frames. Each frame is also 

divided into    intervals of    called chips. The TH codes 

are randomly denoted by    *        +  where    

represents maximum hopping within a frame, and 

generally,      ; here, we have considered      . 
Fig. 1 shows a design of the ED-based TOA estimator 

[11]. To remove the out-of-band noise, the received signal 

first passes through a band-pass filter (BPF) with the 

bandwidth B and center frequency   . If we consider the 

first user as the desired user, the output of the BPF in the 

presence of interference can be written as [22]: 
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where L is the number of the multipath components for 

the uth user;   
( )

 and   
( )

 are respectively amplitudes and 

delays of the lth multipath component of the uth user, and 
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for all users.      is the number of the symbols, and   
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represent average received energy per symbol. 

Component i(t) is the interference, and n(t) is the additive 

white Gaussian noise (AWGN) with zero mean and the 

two-sided power spectral density 
  

 
. No modulation is 

considered for the ranging process.  

When U users exist, so that each user transmits      

symbols at each time, i(t) can be expressed as: 
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After passing the filter, the received signal is entered 

the ED which is usually composed of a non-linear 

squaring element and an integrator. A sample is taken 

from the output of the integrator along the received signal 

after each    seconds. Therefore, energy samples of z[k] 

are obtained as follows: 
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where            and         . 

2.2 Energy Matrix of TH-IR 

In TH-IR, the energy samples of z[k] are regulated 

according to the transmitted TH code, making the energy 

matrix of the dimensions of (          ) as follows 

[23]: 
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Where  ( )     (   )   ,   {        } , 

         and       . 

2.3 Nonlinear filtering 

To reduce the interference, many methods have been 

proposed to be applied to the energy matrix [19,21]. 

Therefore, before the TOA estimator, a filtering can be 

applied to the samples. The most common approach is to 

use an averaging filter obtaining the average of the 

samples in each column; therefore, 





symN

ksym

njkz
N

njz
1

]),([
1

],[       (7) 

We particularly use a median filter, and thus have [23]: 

 

]},1[],...,,1[],,[{],[ nwjznjznjzmediannjz    (8) 

Where  {        },        and w is the length 

of the filter.  

Since the nonlinear filtering performance is strongly 

reduced in the presence of the interference [19], in our 

proposed method, the averaging filter is first applied to 

each column of the matrix, and then, the error in the TOA 

estimation is removed through choosing a new threshold. 

At the next stage, the energy samples of the transmitted 

pulses within different frames are summed together. 

Therefore: 





fN

j

njznz
1

],[][        (9) 

 

 

 

 

3. ED-based TOA Estimation Algorithms 

There are many ED-based algorithms for the TOA 

estimation used for detecting the first path; the simplest 

algorithm is the MES choosing the first maximum energy: 

c

ccMES

Nn

TnTnzt





1

)5.0(]5.0]}[max{[argˆ
max   (10) 

where the TOA is considered as the center of the 

integral interval. It is possible that the maximum value of 

the energy is not the first, giving rise to errors even in the 

high signal-to-noise ratio (SNR) [8]. Therefore, the 

estimation of the TOA is done on the basis of the TC, and 

the received values are compared with a suitable 

threshold  ; in this case, the TOA is estimated as follows: 

cTC Tnznt ]5.0}][[min{ˆ       (11) 

Table 1: Comparison of the cluster decay factors for different 

environments [21] 

3.1 The Proposed Method 

In the common method, the transmission position of 

the main pulse is fixed within the frame. If the 

interference along different symbols is also occurred at a 

constant position of the frame, the TOA will be strongly 

affected after averaging over different frames; and if the 

interference pulse starts before the main pulse, it will be 

estimated as the main entrance time, leading to large 

errors. The main idea of the present work is to get a 

constant interference energy along the frame after 

averaging; a constant interference along the frame does 

not cause any error in detecting the starting time of the 

pulse, and it is sufficient to take the effect of this constant 

interference just in the chosen threshold; to this end, it is 

needed to consider the TH code of the users along 

different symbols to be pseudo-random, and to use 

     ; then, owing to the point that the interference 

position with respect to the main pulse is always changing 

in different symbols, the interference energy after 

averaging over the symbols will be evenly distributed at 

different distances from the main pulse, and thus, will be 

approximately constant. The assumption of       
results in interference between the frames, which should 

be taken into account in determining the threshold. 

3.2 The Proposed Threshold Determination 

Determining an appropriate threshold is of vital 

significance, and strongly influences the estimation of the 

TOA. None of the threshold determination methods 

proposed so far [6,8,9,11] can provide us with an 

appropriate threshold in the presence of the interference, 

as the system considers the arrival time of the interference 

received before the main pulse as the TOA. However, in 

Outdoor Office Residential 
Environment 

NLOS LOS NLOS LOS NLOS LOS 

CM6 CM5 CM4 CM3 CM2 CM1 
Channel 

Model 

104.7 31.7 19.8 14.6 26.27 22.61   (ns) 
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our proposed method, if the number of the symbols      

is large enough, the sum of the interference and noise 

along the frame will be approximately constant, and thus, 

can be considered as the threshold. Our simulations 

indicate that about 1000 symbols suffice to have the 

summation of the interference and noise energies constant; 

this constant value is indeed the expectation value of the 

sum of the energies of the noise, and the inter frame 

interference (IFI) and multi user interferences (MUIs): 

MUIIFIN        (12) 

where    ,      , and      are respectively the 

expectation values of the energies of the noise, IFI, and 

MUI within each chip. It can be proven that [24]: 

cfN TNBN  0      (13) 
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where   is the exponential decay constant of the 

clusters in the IEEE 802.15.4a model. This coefficient has 

been tabulated in Table 1 for different environments [21]. 

   is the noise density. The coefficient    in    is 

because of the summation done over    energy samples 

of the noise within the frames of a symbol. 


U

u

u

sE
2

)(  is the 

sum of the energies of the interfering users in each 

symbol, and   
( )

 is the energy of the desired user, which 

for the sake of simplicity is indicated as   
( )
   . 

3.3 SBSMC Algorithm 

The multipath components received in UWB channels 

enter the receiver in many clusters, and the cluster of the 

first path may not be the strongest. To detect the arrival 

time of the first cluster, we have made use of the SBSMC 

algorithm [19] which is on the basis of detecting the largest 

sample and backward element-by-element search within a 

window of the length of    ; in this algorithm, the number 

of K samples, which are the noise and interference samples, 

before the detected sample should be smaller than the 

threshold.     is calculated on the basis of the time delay at 

which the largest path is received after the arrival of the 

first path, which is typically 60 ns [18]. Hence, the TOA is 

estimated as follows [19]: 

csb

sb

TwnKnznz

andnzwnnt

]5.0)},[max(],...,1[max{

][},...,{arg[maxˆ

max

maxmax







    (16) 

4. Simulation Results 

The parameters of the TH-IR system considered here are 

as follows: the shape of the received pulses is the second 

derivative of the Gaussian pulse. Two models of indoor 

residential channels in LOS conditions, the CM1 model, and 

the indoor office environment in LOS conditions, the CM3 

model, have been used. The channel realizations are sampled 

at 10 GHz, and 100 different realizations are produced; each 

realization has one TOA. The criterion for making 

comparison between our method and other methods is the 

mean absolute error (MAE). The variance of the noise is 

assumed to be 1, and    is calculated for obtaining different 
  

  
 ratios. To model the MUI, one interfering user is 

considered; that is U=2. The simulations were done for five 

situations:
  
( )

  
             , and the situation in which 

there is no interfering user.  

The other parameters of the simulations are       , 

        ,            ,  

        ,        (according to 60 ns). The 

number of the averaged symbols is  
         . Three methods compared with each other 

are i) the old method with the use of         and a 

constant TH code among different symbols (random 

within different frames), and the threshold given in Ref. 

[9], ii) the method i and using averaging nonlinear 

filtering [18], and iii) the new method with      , 

based on random TH code among different symbols, and 

the threshold obtained by our proposed method. The 

simulation results of channel CM1 shown in Figs. 2-6, 

and of channel CM3 shown in Figs. 7-11 indicate that the 

ranging error of the present method is less than that of the 

other methods, particularly in the presence of strong 

interferences and high values of  
  

  
.  

 

Fig. 2 MAE with no interference in CM1 

In the presence of interference at levels of 

  
( )

  
           the proposed method can achieve the 

error below 4ns that is equivalent to a chip at high 
  

  
 (12 dB or higher). Even when the interference is high, 

like at 
  
( )

  
     , our method can reduce the estimation 

error at higher 
  

  
, whereas in other compared methods not 

exist this decreased error. 
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Fig      E with interference user s 
  

  
     in CM1 

 

Fig      E with interference user s 
  

  
      in CM1 

 

Fig.     E with interference user s 
  

  
      in CM1 

 

Fig      E with interference user s 
  

  
      in CM1 

 

Fig. 7 MAE with no interference in CM3 

 

Fig      E with interference user s 
  

  
     in CM3 
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Fig      E with interference user s 
  

  
      in CM3 

 

Fig       E with interference user s 
  

  
      in CM3 

 

Fig       E with interference user s 
  

  
      in CM3 

5. Conclusions 

A new method based on the ED has been put forward 

for improving the estimation of the TOA in UWB systems 

with multi-path channels and in the presence of 

interference. The problem of the multi-path channels has 

been tackled with the use of the SBSMC algorithm. 

Moreover, a new approach, which can be called 

interference smoothing, has been suggested for lowering 

the destructive effect of the interference on the TOA 

estimation. This method can increase the accuracy of the 

distance measurements, particularly in the presence of 

strong interferences; indeed, it can remove the problem of 

the earlier-than-the-first-path detection which usually 

occurs due to the presence of interference. The capability 

of the present method has also been proven through some 

simulations. 
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Abstract 
Image retrieval is one of the most applicable image processing techniques which have been extensively used. Feature 

extraction is one of the most important procedures used for interpretation and indexing images in Content-Based Image 

Retrieval (CBIR) systems. Effective storage, indexing and managing a large number of image collections are critical 

challenges in computer systems. There are many proposed methods to overcome these problems. However, the rate of 

image retrieval and speed of retrieval are still interesting fields of researches. In this paper, we propose a new method 

based on combination of Gabor filter and Walsh transform and Wavelet Pyramid (GWWP). The Crossover Point (CP) of 

precision and recall are considered as metrics to evaluate and compare different methods. The Obtained results show 

using GWWP provides better performance in compared to with other methods. 

 

Keywords: Content-Based Image Retrieval (CBIR), Gabor Filter, Walsh Transform, Wavelet Pyramid Transform, Texture. 
 

 

1. Introduction 

Content Based Image Retrieval (CBIR) techniques are 

one of the most applicable and increasingly important 

topics in multimedia information systems [1]. An 

important building block in the image retrieval system is 

image indexing. Image Indexing is known as 

characterization of images based on some features of 

images [2]. Feature extraction is one of the most 

important procedures used for interpreting and indexing 

images in the CBIR systems [3].  There are many 

proposed methods and approaches for classification, 

indexing, searching and retrieval of visual information 

based on analysis of low-level image features, like color, 

texture and shape. [4]. 

Effective storage, transmission, indexing, managing a 

large number of image collection are serious challenges in 

computer systems [5]. Recently these challenges have 

been studied on different image databases and it has been 

attempted to solve these problems in computer vision [6] 

and image processing [7], [8]. The main goal of 

researchers in this field is to find a procedure to locate a 

desired image in a large and varied collection of image 

database. Traditional problems of image indexing 

methods such as taking a long time for manually indexing 

and huge required storage have led to rise of interest in 

retrieving images based on automatically derived features 

such as color, texture and shape which is known as CBIR 

[9], [10]. Nowadays CBIR technology is known as a form 

of commercial products such as QBIC [7] and Virage [8] 

in marketplace. However, because of some practical 

issues like, absence of hard evidence on the effectiveness 

of CBIR, this technology has not been used on the 

significant scale [8]. Many CBIR technology applications 

have been identified [7]. Medical, industrial and internet 

applications are some important examples of the 

applications. Nowadays color, texture or shape features 

are intensively used in image indexing. The combination 

of these features also showed more efficient performance 

in image retrieval [7].  

In this paper we combine color and texture features 

and define the average of red, green and blue planes as 

gray plane. Then we extract some texture features from 

Gray plane. There are many different proposed methods 

to describe image texture. Texture analysis methods are 

divided into four categories: signal processing, model-

based, geometrical and statistical introduced by Tuceryan 

and Jain [11]. We proposed only signal processing 

method for extracting texture feature. Texture feature is 

useless in image discrimination, if the variations of image 

intensity are highly uniform or non-uniform. The size of 

feature vectors and speed of retrieval are important 

aspects in performance of image retrieval. In this paper a 

novel method for image retrieval is proposed by using 

Gabor filter, Walsh transform and Wavelet Pyramid 

(GWWP) and then applied in database. 

This paper has been structured as follows. In section 2 

overview of the proposed CBIR system has been 

explained. Section 3 has been discussed parts of feature 

extraction proposed method. Haar transform has been 

explained in section 4. Similarity measurement is defined 

in section 5. Image retrieval using GWWP method has 

been described in section 6. In section 7, the obtained 

results have been presented. 
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2. Content based image retrieval 

Texture, color and shape features are basic features 

which used in CBIR systems. Texture and color features 

are absolutely easy for computing similarity. Some CBIR 

systems have combined texture and color feature to 

provide better performance and automatically retrieve 

relevant images from a large image database [12]. The 

standard CBIR system involves two important parts [12]. 

The first part extracts image features. This includes 

generating feature vectors of image in the database and 

representing the content of image accurately. The size of 

feature vectors must be extremely smaller than that of 

primary image. Similarity measurement is the second part 

of CBIR system. This part computes a distance between 

the query image and each image of database by using 

feature vectors of query image and each image in the 

database to obtain similar images. 

Block diagram of the proposed CBIR system is shown 

in Figure 1. In this method, before extracting GWWP 

feature and generating feature vector, all images are resized 

to           and gray plane with size of         

is generated by averaging red, green and blue planes. 

3. Feature extraction method 

We have combined Gabor filter, Walsh transform and 

Wavelet Pyramid (GWWP) to extract texture features of 

image. The flowchart of GWWP method is represented in 

Figure 2 and the steps are represented as follows: 

a. Applying Gabor filter (see section 3.1) on the 

gray plane with size of     separately. Gabor 

filter detects edges and lines of plane (image) and 

gives a maximum and suitable response at the 

edge. Orientation and frequency representations 

of Gabor filters are similar to those of the human 

visual system, and they have been found to be 

particularly appropriate for texture representation 

and discrimination [13]. 

b. Performing wavelet transform with size of     

on the filter output with size of     to generate 

approximation (Low-Low), horizontal (Low-High), 

vertical (High-Low) and diagonal (High-High) 

components which are explained in section 3.2. We 

used approximation component for next step. 

c. To construct modified approximation component 

by applying Walsh transform (see section 3.3) on 

the approximation component in step „b‟. Walsh 

transform can be reduced to subtraction and 

addition operations (no division or multiplication). 

This allows the use of simpler hardware and low 

complexity to calculate the transform and 

increases the speed of retrieval. 

d. Applying inverse wavelet transform with 

modified approximation component and zeroing 

horizontal, vertical and diagonal components. 

This method is wavelet pyramid transform which 

is completely explained in section 3.2. New image 

is constructed by using inverse wavelet whereas 

some information are lost due to removing 

horizontal and vertical components. In next level, 

we need to new image to construct the new 

approximation and diagonal components. 

e. To take alternative rows and columns by down-

sampling the output in step „d‟ with size of 

     ⁄⁄ . Down-sampling reduces the size of 

feature vector which is very important for 

increasing the speed of retrieval. 

f. To construct GWWP of level-p by repeating steps 

„b‟ to „e‟, „p‟ times on the each plane. 

We consider approximation component level-p in step 

„c‟ as GWWP feature of each image and store this feature 

as feature vector of image. 

3.1 Gabor filter 

Gabor filter or Gabor wavelet is a method used to extract 

features of image through analysis of the frequency domain 

rather than the spatial domain [13]. Eq. (1) represents the 

Gabor filter, where x and y shows the position of pixel in the 

spatial domain,    is radial center frequency, θ shows the 

orientation of the Gabor direction and σ is defined as the 

standard deviation of the Gaussian function along with the x 

and y axes where         [13]: 

 (        )  
 

       * ((           )  
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       )+     *   

     +-       (1) 

According to Eq. 1 Gabor filter can be decomposed 

into real and imaginary parts, which are given by: 
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Where: 

                                       

We consider σ = π /ω0. Gabor features, CΨI, can be 

achieved by using the convolution of image, I, and Gabor 

filter, Ψ, as represented in Eq. 4 [13]: 

     (   )   (        )      (4) 

As mentioned, Gabor filter can be written as the 

summation of real and imaginary parts shown in Eq. 2 and 

Eq. 3. Therefore we can compute real and imaginary parts 

of  (        )  represented by CΨI
r
 and CΨI

i
 respectively, 

by replacing Eq. 2 and Eq. 3 in the term of  (        ) 

in Eq. 4. Local properties of the image can be achieved 

using real and imaginary parts, which is given by: 

  .

2 2

C , , , C CI 0 I I

r i
x y            (5) 

A fast convolution method is utilized using scanning 

windows by applying a one-time convolution with Fast 

Fourier Transform (FFT), point-to-point multiplication and 

Inverse Fast Fourier Transform (IFFT).The values of radial 
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center frequencies and orientations used in this paper are 

shown in Eq. 6, where n ∈ {0, 1, 2} and m ∈ {0, 1, 2, …, 7} 

[13]: 

   
 

 √ 
                 

 

 
    (6) 

3.2 Wavelet pyramid transform 

Wavelet transform is multi-level signal decomposition. 

It represents a signal as a basis function superposition 

called wavelets [14]. Wavelet transform has several 

interesting properties [14]. The principal property of the 

proposed wavelet feature analyzes the signal in at various 

frequency bands giving higher frequency resolution and 

lower time resolution at lower frequencies, lower 

frequency resolution and higher time resolution at higher 

frequencies which have been shown in Figure 3 [14]. For 

a given image with size of    , the two-dimensional 

Haar wavelet transform includes     
  stages. The first 

stage provides four sets of coefficients known as, 

approximation coefficients cA1, horizontal coefficients 

cH1, vertical coefficients cV1, and diagonal coefficients 

cD1. These sets are computed by convolving columns or 

rows of image with the low-pass filter for approximation, 

and with the high-pass filter, which are followed by 

dyadic decimation (down-sampling). The length of these 

filters is 2n sample. Therefore, if the length of an image is 

N, then the length of output signal using low-pass and 

high-pass filters will be        [15], [16]. Figure 4 

describes a flowchart of the basic decomposition of 

wavelet transform for an input image. The next step splits 

the approximation coefficients cA1, in two separate parts 

using the same method, described above, replacing input 

image (s) by cA1, and producing cA2, cH2, cV2 and cD2, 

and so on [17]. As an example, three levels of wavelet 

pyramid is shown in Figure 5. 

3.2.1 Haar transform 

Haar transform was proposed in 1909 by Alfréd Haar 

[20]. Haar used this transform to give an example of a 

countable orthonormal system for the space of square-

Integrable functions on the real line [20]. The Haar 

wavelet is also one of the simplest possible wavelet. The 

discrete entity of Haar wavelet transform is one of the 

technical disadvantages of this method. However, this 

property can be considered as an advantage for analysis of 

signals with sudden transition like monitoring of tool 

failure in machines [21]. 

The Haar mother wavelet function  ( )  can be 

described as: 

 ( )  {

          
 

 
    

      
 

 
          

               

       (7) 

And its scaling function  ( ) is given as: 

 ( )  {
          
              

        (8) 

3.3 Walsh transform 

Walsh transform matrix [18] is defined as a set of N 

rows, denoted   , for            . The properties of 

Walsh transform matrix are described as: 

a.    takes on the values + 1 and - 1.   

b.   , -    for all j. 

c.      
   , for     and      

   , for 

   .  

d.    has exactly j zero crossings, for           

 . 

Each row    is either even or odd with respect to its 

midpoint.  

Hadamard matrix of order N is used to define Walsh 

transform matrix. The row of Walsh transform matrix is 

the row of the Hadamard matrix determined by the Walsh 

code index, which is an integer in the range ,       -. 
For the Walsh code index equal to an integer j, the 

respective Hadamard output code has exactly j zero 

crossings, for            .  

Following stages show the Kekre‟s Algorithm to 

generate Walsh Transform from Hadamard matrix [19]: 

a. The N coefficients of Walsh matrix are arranged in 

a row and then the row is split to segments with 

length of N/2, one segment in forward order and the 

other part is written in reverse order: 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

15 14 13 12 11 10 9 8

 
 
   

Now we have two rows, each of these rows are again 

split in N/2 parts and other part is written in reverse order 

below the upper rows as: 
0 1 2 3

15 14 13 12

7 6 5 4

8 9 10 11

 
 
 
 
 
   

This step continues, until a single column giving the 

order of Hadamard rows, is achieved. The result sequence 

is presented in following: 

,                                     - 
b. Based on this sequence the Hadamard rows are 

arranged to generate Walsh transform matrix. The 

Walsh transform of the given image is calculated 

by product of Walsh matrix and image matrix. 

The number of additions required to apply Walsh 

transform on an image with size of     are     
(   ) [19]. 

4. Similarity measurements 

Traditional Euclidean Distance (ED) is the most 

common metric used to compute match or similarity 

value in CBIR system to obtain relevant images. 

If Feature Vector of Database (FVD) and Feature 

Vector of Query (FVQ) are two-dimensional feature 

vectors of database image and query image respectively, 

then the Euclidean distance of these feature vectors is 

obtained by: 
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      (9) 

5. Image retrieval using GWWP method 

5.1 Feature extraction 

We generate feature vectors for image database by 

applying GWWP level-1, level-2, …, level-7 and store 

approximation components as feature vectors for each 

image. The size of feature vector is         in 

GWWP level-1 and the size of feature vector in GWWP 

level-2 is        . Gray image is defined as the 

average of red, green and blue planes components and is 

used to generate Gray-GWWPs feature vector to obtain 

respective images for different levels. 

5.2 Query execution 

We use the proposed method to extract query feature 

and generate feature vector of query image. Then relevant 

images are retrieved by comparing feature vector of query 

with feature vectors of database in level-p using Euclidian 

distance as similarity measure. 

The proposed method reduces the size of feature 

vector and computation time extremely in high level of 

GWWP and gives better precision and recall values. 

Complete GWWP needs     (   )  additions and 

GWWP of level-p needs  (  ⁄  )  ((  ⁄  )   ) 

addition for image with size of    . 

6. Experimental Results 

We have compared performance of the proposed 

method with precision and recall criteria. These two 

standard criteria are given by: 

_ _ _ _

_ _ _ _

Number of Relevant Images Retrieved
Precision

Total Number of Images Retrieved


 (10) 
_ _ _ _

_ _ _ _ _ _

Number of Relevant Images Retrieved
Recall

Total Number of Relevant Images in Database


 (11) 

In order to evaluate the proposed method in image 

retrieval, we first provide an image database [22] including 

1000 variable size images. These images are classified in 11 

classes of human being, horse, elephant, flower, bus, 

manmade thing and natural scenery. We have tried to collect 

a diverse database set to evaluate the proposed method. 

Figure 6 shows sample images from the database. After 

collecting a proper image database, we select 5 images from 

each class (55 random images) as query images to evaluate 

the proposed system with other methods. As described in 

previous sections, the features of each query image is 

extracted using GWWP method, and feature vectors of query 

images are constructed. Then Euclidian distance between 

each query feature vector of image and database feature 

vectors are computed by using Eq. 9. The obtained distances 

are sorted based on which images have minimum distance 

with query image to find the best relevant images in database. 

Then, the number of relevant images is computed and the 

precision and recall for each number of retrieved images for 

all 55 query images are obtained by using Eq. 10 and Eq. 11. 

We next consider the average of these 55 precisions and 

recalls for each number of retrieved images as the precision 

and recall for each method. 

For example in Figure 7 sixteen closest images for the 

sample query image have represented by using the GWWP 

level-5 and computing Euclidian distances between query 

image and all images in database and sorting distances 

based on minimum distance. The average precision and 

recall for Haar wavelet, Walsh wavelet and GWWP 

methods (the proposed method) are obtained and plotted by 

grouping the number of retrieved images in Figures 8, 9 

and 10, respectively. Note that Haar wavelet method has 

not used Walsh matrix and Gabor filter and Walsh wavelet 

has not utilized Haar transform and Gabor filter. According 

to these Figures it is obvious that the precision decreases 

and the recall increases by increasing the number of 

retrieved images. Also by increasing wavelet level until 

level-5, the precision and the recall increase but they 

decrease after level-5. For example the precision of 

GWWP level-1, 3 and 5 are 0.358, 0.366 and 0.382 in 90 of 

retrieved image respectively but the precision of GWWP 

level-7 is 0.337. Therefore precision and recall level-5 of 

wavelet methods are better than other wavelet levels. 

Moreover it is observed that precision of Haar wavelet and 

Walsh wavelet level-5 are 0.338 and 0.344 respectively, 

whereas the precision of GWWP level-5 is 0.384 in 88 of 

retrieved image. Based on these figures the proposed 

GWWP method provides better performance rather than 

Haar wavelet and Walsh wavelet.  

The other important parameter for comparing CBIR 

techniques is the percent of CP of precision and recall [11] 

which the CP occurred in 91 of retrieved image in our 

database because the most classes have 91 images that is 

specified in Figure 8, 9 and 10 clearly. The percent of CP 

for different levels of Haar wavelet, Walsh wavelet, 

GWWP, dominant color descriptor (DCD) [23], scalable 

color descriptor (SCD) [23] methods and the size of feature 

vector have been represented in Table 1. As observed in 

Table 1, the size of feature vector decreases by increasing 

wavelet level but the CP only increases until level-5. 

However the size of feature vector is 4 in level-7 but the 

CP (31.21% of CP of GWWP) is less than level-1 with 

16384 size of feature vector which CP of GWWP level-1 is 

35.81%. It is obvious that level-5 of each three wavelet 

methods with 64 size of feature vector has higher CP of 

precision and recall than other levels in each method. In 

Table 1, it could be observed that the GWWP level-5 with 

CP of 38.84% and size of 64 feature vectors provides the 

best performance compared to other methods. However, 

SCD method with CP of 37.05% is nearest to GWWP 

level-5, but size of feature vector in SCD method is 121 

which is 1.9 times of feature vectors of GWWP level-5. 

The size of feature vector is very important parameter for 

increasing speed of computing distance and retrieval and 

 
2

1

n

i i

i

ED FVD FVQ


 
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for decreasing storage space of feature vector. However, as 

shown in Table 1, the proposed GWWP method in level-1 

(CP = 35.81%) has even better performance than Walsh 

wavelet (CP = 34.03%) and Haar wavelet (CP = 33.60%) 

in level-5. Therefore GWWP technique can be considered 

as a more powerful method than Haar, Walsh wavelet, 

DCD and SCD. Moreover, the proposed system not only 

reduces the size of feature vector and storage space but also 

improves the performance of image retrieval. 

7. Conclusions 

Image retrieval is an applicable technique finds relevant 

images in a large image database. By increasing the size of 

database, the challenge of average reduction in precision 

and recall and speed of retrieval become more serious. In 

this paper, we proposed a new method based on Gabor 

filter, Walsh transform and wavelet pyramid to improve the 

performance of image retrieval. We used an average of 

three planes of red, green and blue planes to generate gray 

plane to examine the proposed method. The obtained 

results show using Gabor filter before Walsh transform and 

wavelet pyramid can improve the performance of image 

retrieval in our database. Specially, wavelet in level-5 

results in better performance in compared to other levels of 

wavelet pyramid. Moreover, the GWWP level-5 reduces 

the size of feature vectors and storage space and provides 

higher performance for image retrieval at the same time.  

 

 

 

 

 
 
 

 

Fig. 1. Block diagram of CBIR system. 
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Fig. 2. Flowchart for generating GWWP of level-p. 

 

 

 

Fig. 3. Time frequency resolution of wavelet transform [14] 

 

 

 

Output features of 

the proposed 

method 
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Fig. 4. Decomposition of the image or cA. 

 

 

Fig. 5. Different levels of wavelet pyramid [12]. 

 

Fig. 6. Sample images of database. 
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Fig. 7. Image retrieved using GWWP level-5. 

 

Fig. 8. Haar wavelet precision\ recall. 

 

Fig. 9. Walsh wavelet precision\ recall. 



 

Journal of Information Systems and Telecommunication, Vol. 2, No. 1, January-March 2014 39 

 

Fig. 10. Gray-GWWP method precision\ recall. 

 

Table 1. Size of feature vector and the present of CP of different methods 

Type  
Size of feature 

vector 

Crossover 

point 

Haar wavelet 

Level 1 16384 31.02% 

Level 3 1024 31.60% 

Level 5 64 33.60% 

Level 7 4 28.33% 

Walsh wavelet 

Level 1 16384 31.02% 

Level 3 1024 31.64% 

Level 5 64 34.03% 

Level 7 4 28.64% 

GWWP wavelet 

Level 1 16384 35.81% 

Level 3 1024 36.67% 

Level 5 64 38.34% 

Level 7 4 31.21% 

DCD  32 36.37% 

SCD  121 37.05% 
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Abstract 
Language modeling has many applications in a large variety of domains. Performance of this model depends on its 

adaptation to a particular style of data. Accordingly, adaptation methods endeavour to apply syntactic and semantic 

characteristics of the language for language modeling. The previous adaptation methods such as family of Dirichlet class 

language model (DCLM) extract class of history words. These methods due to lake of syntactic information are not 

suitable for high morphology languages such as Farsi. In this paper, we present an idea for using syntactic information 

such as part-of-speech (POS) in DCLM for combining with one of the language models of n-gram family. In our work, 

word clustering is based on POS of previous words and history words in DCLM. The performance of language models are 

evaluated on BijanKhan corpus using a hidden Markov model based ASR system. The results show that use of POS 

information along with history words and class of history words improves performance of language model, and decreases 

the perplexity on our corpus. Exploiting POS information along with DCLM, the word error rate of the ASR system 

decreases by 1.2% compared to DCLM. 
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1. Introduction 

Statistical language modeling (SLM) has been 

successfully applied to many natural language and speech 

processing. The purpose of LM is to assign probabilities 

to sequences of words according to a certain distribution. 

Speech recognition focuses on searching for the best word 

sequence  ̂  by maximizing a posteriori (MAP) 

probability of speech utterance   [1]: 

 ̂          (   )          (   )  ( )  (1) 

where  (   )  is the acoustic likelihood given the 

hidden Markov model (HMM), and  ( )  is the prior 

word probability given the LM. N-gram LM is a known 

approach that assigns probability to next word based on 

its immediately preceding n-1 history words. In an  -

gram model [2], the probability of a word sequence 

(  
  (       ))  is calculated by multiplying the 

probabilities of predicted word    conditioned on its 

preceding     words depicted by       
   : 

 ( )  ∏  (     
   )  ∏  (         

   ) 
   

 
     (2) 

where  (     
   ) shows the conditional probability 

of    given   
   . Factored language model (FLM) [3] is 

another kind of n-gram models. The FLM was proposed 

using factors for each word. In a FLM, a word is 

considered as a vector of K factors. 

   *  
      

 +      (3) 

These factors can be anything, including 

morphological classes, stems, roots and other such 

features.  

The  -gram models suffer from the insufficiencies of 

long-distance information, which limit the model 

performance. To compensate this, n-gram model can be 

combined with the adaptation methods like latent 

Dirichlet allocation (LDA) that extract the semantic 

information. LDA [4] provides a powerful mechanism for 

discovering the structure of a text document. The latent 

topic of each document is treated as a random variable. 

To tackle the data sparseness and extract the large-span 

information for  -gram models, in [5], a new Dirichlet 

class LM (DCLM) is constructed. In this technique, the 

latent variable reflects the class of an  -gram event rather 

than the topic in LDA model. In addition, Cache DCLM 

(CDCLM) [5] is proposed to improve DCLM by 

considering dynamic classes of history words in the 

online estimation. 

The previous adaptation methods just used semantic 

information and did not consider syntactic features. In the 

languages with high morphology such as Farsi, exploiting 

the syntactic information such as POS can be useful.  

In this paper, we proposed a technique for using POS 

along with adaptation methods to improve language 
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model and so speech recognition rate. In our DCLM 

based approach, word clustering is performed exploiting 

previous POS and history words. In this technique, we 

calculate the word probability given POS of previous 

words along with history words. 

The remainder of this paper is organized as follows. In 

Section 2, we provide an overview of related works. In 

Section 3, we discuss the proposed technique for using 

POS along with adaptation methods. Section 4 evaluates 

the LMs performance. Finally, in Section 5 we conclude 

our paper. 

2. Related Work 

2.1 Latent Dirichlet Allocation 

Topic-based model is a common method for extracting 

semantic information from text corpus in order to adapt a 

language model. In the last decade, a variety of probability 

topic modeling approaches has been proposed to analyze 

the latent topics and meaning of documents and words, 

such as latent Dirichlet allocation (LDA). Blei et al. [4] 

introduced LDA by incorporating the Dirichlet priors for 

extracting the topic structure of a document. LDA builds a 

hierarchical Bayesian model. In this model, documents are 

represents by the random latent topics, which are specified 

by the distributions over words. In other words, LDA 

discovered the topic at document level and were used for 

building topic-based language model [6]. 

LDA was shown effective in document classification 

[4] and speech recognition [5]. LDA model defines two 

parameters consist of {    }, where   denotes the 

Dirichlet parameters of topic   and   is a matrix that 

contains value of the topic unigram       (   )  A 

topic mixture vector   is drawn from the Dirichlet 

distribution with parameter  . The corresponding topic   
is generated based on the multinomial distribution with 

parameter  . Each word    is generated by the 

distribution  (        ). Finally, we obtain the marginal 

probability of document   by: 

 (     )  ∫ (   )∏ ∑  (    ) (       )  
 
    

 
                (4) 

where   is size of document and   is number of topic 

in document   . In [5], LDA probability of    was 

calculated by combining the topic probabilities with the 

topic- dependent unigram  : 

    (  )  ∑      
 ̂ 

∑  ̂ 
 
   

 
       (5) 

where  ̂  is variational parameter that approximated 

Bayes estimates for the LDA model via an alternating 

variational expectation maximization (EM) procedure [7]. 

2.2 Dirichlet Class Language Model 

In [5], Dirichlet class language model (DCLM) is 

introduced, in which the class structure is estimated by 

Dirichlet densities from n-gram events. The class 

uncertainty is compensated by marginalizing the 

likelihood function over the Dirichlet priors. The latent 

variable in DCLM reflects the class of an  -gram event 

rather than the topic in LDA model, which is extracted 

from large-span documents. DCLM is considered as a 

kind of class-based LM. In contrast, the class label in a 

traditional class-based LM has been associated with an 

individual history word, and derived separately from the 

stage of model parameters. However, the class structure 

and the model parameters are consistently estimated 

under the same criterion in the proposed DCLM.  

A linear discriminant function can be used to evaluate 

the contributions of the historical words to various classes. 

Without loss of generality, the (   )  dimensional 

history vector       
    is projected into a   dimensional 

class space using a class-dependent linear discriminant 

function [8, 9]: 

  (      
   )    

       
       (6) 

where    is a parameter. This function reflects the class 

posterior probability   ( |      
   ) , which is essential for 

predicting the class information for unseen history. 

  ,       - is a basis vector that in [9] is established to 

span the class space. DCLM constructs a Bayesian latent 

class LM by compensating for the uncertainty associated 

with the latent classes   or class mixtures  . The class 

information   in DCLM is drawn from a history dependent 

Dirichlet prior   ,       -
     . (      

   )/. 

The joint probability of word   , class    and class 

mixture vector   conditioned on history       
    and 

DCLM parameters *   +, is computed by: 

 (              
       )  

               (       ) (    ) (        
     )           (7) 

The parameters     were estimated using the 

variational Bayes expectation maximization (VB-EM) 

algorithm [8]. The  -gram probability obtained using 

DCLM is expressed in a form of marginal likelihood as:  

 (         
       )  ∑      

  .      
   /

∑   (      
   ) 

   

 
     (8) 

Comparing LDA with DCLM indicates that whereas 

LDA calculates the document probability, DCLM 

calculates the word probability given history words. 

DCLM performs the unsupervised learning of latent 

classes of  -gram events through the VB-EM procedure. 

DCLM differs from the class-based  -gram, in two ways: 

firstly, the classes of history words are determined 

according to the mutual information criterion, secondly, 

the corresponding classes represent the order of words. 

2.3 Cache Dirichlet Class Language Model 

In DCLM procedure, the class mixtures   are drawn 

from history words       
    using the Dirichlet 

distribution with parameters   (      
   ) . The class 

probability  (    )  is calculated and the word    is 

predicted incorporating the multinomial parameters 

  {     } . However, the long-distance information 

beyond the  -gram window is not captured. In Cache 

DCLM (CDCLM) [5], in order to perform the large-span 
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language modeling, the class information must be 

continuously updated. The class mixtures   are not only 

generated from     history words but also from the 

class information   
    (         )  of all preceding 

words   
   . For simplification, CDCLM only used of a 

best class sequence  ̂ 
   . In the new language model, the 

probability of an  -gram event is calculated as follows: 

 (         
          

   )  

   ∑     
  .      

   /  ∑        (   ̂ )
   
   

∑ ,  (      
   )  ∑        (   ̂ )

   
   

 
   -

 
     (9) 

 

The derivation of Equation (9) is similar to that of 

Equation (8). In Equation (9), a weighting factor     
  is empirically introduced to balance the history words 

and the previous class sequence information. Additionally 

forgetting factor       is applied to discount distant 

class information. The class associated with the farther 

word has a smaller impact on the word prediction. In 

other words, the class sequence is weighted. In the case of 

   , CDCLM reduced to DCLM. If   is very large, 

CDCLM is comparable to a class based cache, which is 

different from the word-based cache in previous cache 

LMs [10]. 

3. Proposed Methods 

3.1 Dirichlet Class Language Model Based on 

Part-of-Speech 

As mentioned before, the previous adaptation methods 

extract latent semantic information such as topic 

dependency of words. In the languages with high 

morphology for example Farsi, using of the syntactic 

information such as part-of-speech (POS) along with 

semantic information can be useful [11].  

Accordingly, we proposed an idea for using POS 

based on DCLM. DCLM acts as a Bayesian topic LM in 

which the prior density of topic variable is characterized 

by  -gram events. In our proposed model, we use POS 

information of previous words along with history words 

      
    for word clustering. The order of history factors is 

represented in       
   . Similar to DCLM, first, we declare 

a linear discriminant function. This function can be used 

to represent the cooperation of the history factors to 

different classes. 

  (          
   )    

            
      (10) 

Linear function shows the class posterior probability 

 (            
   )  where    

    *  
       

    + . The first 

factor is the word and the second one is the POS of the 

word.    is the same as in DCLM. 

Fig. 1 shows the graphical model of DCLM based on 

POS (DCLM_POS) for a text corpus that comprises of 

previous factor events. The class information   in DCLM 

_POS is drawn from the parameter   . The joint 

probability of word   , class    and parameter  , 

conditioned on history factors           
    and DCLM_POS 

parameters *   +, is computed by:  

 (                  
       )

  (       ) (    ) (            
     )                       (  ) 

 

where      parameters are the same as in DCLM. 

 

Fig. 1. Graphical representations for DCLM_POS 

The  -gram probability based on previous factors is 

calculated by marginalizing the joint probability over the 

uncertainty of class mixture   associated with different 

classes   : 

 (             
       )  ∑      

  (          
   )

∑   (          
   ) 

   

 
      (12) 

The DCLM_POS parameters are computed using the 

VB-EM procedure as in DCLM. After several VB-EM 

iterations, the DCLM_POS model inference converges. 

Comparing LDA in (5) with DCLM_POS in (12) 

shows that whereas LDA calculates the word probability 

given word events in documents, DCLM_POS calculates 

the word probability from history factors. 

3.2 Cache Dirichlet Class Language Model 

Based on Part-of-Speech 

From the history factors            
   , the DCLM_POS 

first draws the class mixtures   based on the Dirichlet 

distribution with parameters  (          
   ). The word    in 

DCLM is predicted using the multinomial parameters  

  {     }. DCLM in DCLM_POS was substituted by 

CDCLM to perform the large-span language modeling 

and a new CDCLM_POS is developed. In this technique, 

the class information must be continuously updated. The 

class mixtures not only depend on     history factors 

but also are influenced by the class information     
    of all 

preceding factors         
   . Fig. 2 shows the graphical 

model of CDCLM based on POS (CDCLM_POS) using 

two previous factors for model estimation. 

 

Fig. 2. Graphical representations for CDCLM_POS 
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As depicted in Fig. 2, to predict      the class 

mixtures  , are generated from the history factors         
    

and the class sequence     
   . Based on the CDCLM_POS, 

the probability of an  -gram event is calculated using: 

 (             
          

   )  

    ∑     
  (          

   )  ∑        (   ̂ )
   
   

∑ ,  (          
   )  ∑        (   ̂ )

   
   

 
   -

 
     (13) 

 

where all of parameters are as in Equation (9). 

4. Experiments 

4.1 Dataset and Experimental Setup 

The BijanKhan corpus [12] was utilized to evaluate 

the proposed methods in continuous speech recognition. 

The Farsdat training set was adopted to estimate the 

HMM parameters. The feature vector composed of 12 

Mel-Frequency Cepstral Coefficients (MFCC) and one 

log energy and their first, second and third derivatives. 

Triphone models were built for 32 phones and each 

triphone model had three states with sixteen Gaussian 

mixtures in each state.  

The HTK [13] was exploited for HMM training and 

lattice generation. The baseline LM was trained by 

SRILM [14] toolkit
1

. Kndiscount [15] method of 

smoothing methods used in the n-gram model. LDA 

toolkit
2
 to train LDA model and DCLM toolkit

3
 to train 

DCLM based models. In the experiments, number of 

topics   and classes   were set to 100. The BijanKhan 

corpus with 10k documents, 70k distinct words and 40 

POS was adopted to train the baseline LM comprised 

trigram model, FLM and proposed methods [16]. After 

removing the stop words, we used a lexicon with 45K 

frequent words for built the LDA model. In addition, the 

Farsdat corpus is 400 sentences. These corpuses were 

used to examine different models by perplexity and word 

error rate (WER). Firstly, we evaluated adapted LMs by 

perplexity criterion on the 10-fold procedure. Finally, in 

evaluation of speech recognition, we report WERs (%) of 

using different LMs. 

Perplexity is the most common intrinsic evaluation 

metric for LM. A lower perplexity corresponds to less 

confusion in the prediction of language words. We apply 

10-Fold mechanism to BijanKhan corpus for perplexity 

evaluation in all models. The general LM mixture 

approaches try to combine the topic or class model and 

traditional LM through some adaptation strategies [17]. 

Just in the way proposed by [18, 19], many methods are 

used to integrate the topic or class model with traditional 

LM which introduces a different type of information. 

                                                           
1 http://www.speech.sri.com/projects/srilm. 
2 http://www.cs.princeton.edu/~blei/lda-c. 
3 http://chien.csien.ncku.edu.tw/~dclm. 

4.2 Experimental Results 

In the experiments, we use linear interpolation for 

combining the trigram LM and FLM with adaptation 

methods. The interpolation weight between the basic LM 

and adaptation methods were determined from the 10-fold 

mechanism on perplexity metric. Fig. 3 shows the 

perplexities of the trigram LM, FLM and their linear 

combination with adaptation methods. 

 

Fig. 3. Perplexities of models with linear interpolation 

As Fig. 3 shows, the trigram LM and FLM had 

perplexity of 632 and 580 respectively. For FLM 

adaptation models with LDA, DCLM and CDCLM, the 

perplexities are about 516, 456 and 432 respectively. For 

FLM adaptation models with the proposed methods, 

DCLM_POS and CDCLM_POS, the perplexity is 

reduced to 369 and 342 respectively.  

This experiment, represents that language model 

adaptation with techniques based on DCLM have 

significant improvement compared with adaptation based 

on LDA. Furthermore, word clustering has been improved 

using POS information of history words. In other words, 

using POS of previous words along with history words 

and class of history words for word clustering, improves 

the performance of trigram LM and FLM. 

The evaluation of speech recognition was conducted using 

the Farsdat corpus. We reported the WERs (%) of various LMs. 

The HTK was used for acoustic model training using HMM 

and lattice generation. After that, the  -best list is created and 

then combined with estimated probability produced with LM 

using linear and log-linear combination. In this experiment, 

parameter   in  -best list is empirically set to five. 

Fig. 4 shows the WERs of linear and log-linear 

combination of acoustic model with different LMs. This 

experiment represents that log-linear combination results 

in less WER than the linear combination. 

 

Fig. 4. WERs of combination LMs with acoustic model 
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As depicted in Fig. 4, in the log-linear combination, 

trigram LM and FLM word error rate is about 26.4% and 

25.1% respectively. The results of FLM adaptation are 

better than trigram LM. For FLM adaptation models with 

LDA, DCLM and CDCLM, word error rate is equal to 

23.8%, 23.5% and 22.9% respectively. For FLM 

adaptation models with the proposed methods, 

DCLM_POS and CDCLM_POS, WERs is reduced to 

22.3% and 22.5% respectively. Therefore, POS 

information can reduce WER in speech recognition 

system. Nevertheless, WER results confirm results of 

perplexity, but the trigram adaptation model with 

CDCLM_POS has less improvement than DCLM_POS. 

The latent classes had been exploited by DCLM_POS 

methods. These classes were tagged here for ease of 

understanding. Fig. 5 displays some trigram events 

samples. Their coordinates in the class space that is 

spanned by the prior statistics of the previous factors 

{  (          
   )} on latent classes consist of POS {“Noun, 

Noun”, “Adjective, Noun”}. 

The POS sequences {“Noun, Noun”, “Adjective, 

Noun”} are distributed in the top left and bottom right 

regions, respectively. The histories that are independent 

of these two classes are located in the bottom left region. 

The histories, “َحَسن تصادف” and “حُسن تصادف” contained the 

same word sequences, but were located far apart in the 

class space. 

 

Fig. 5. Geometrical representations of latent class space constructed by 
the DCLM_POS 

5. Conclusions 

In summary, we have compared two approaches for 

using the part-of-speech (POS) information along with 

history words and class of history words. We use this 

information to cluster words and calculate the word 

probability. The first proposed technique is based on 

Dirichlet class language model (DCLM) using history 

words and POS of history words (DCLM_POS). The 

second is based on cache Dirichlet class language model 

(CDCLM) using history words, class of history words and 

POS of previous words (CDCLM_POS). Both methods are 

combined with trigram language model and factored 

language model in the form of linear interpolation. In this 

work, obtained language models are combined with 

acoustic model for speech recognition. In our experiments, 

the language model was build using the BijanKhan corpus, 

and the acoustic model was trained using Farsdat corpus. 

The lowest perplexity is achieved by linear combination of 

the factored language model and CDCLM_POS technique. 

The best word error rate is achieved using log-linear 

combination of the factored language model and 

DCLM_POS with acoustic model. As the future work, we 

will investigate the use of other linguistic features such as 

morphology. Using these features we hope to get 

improvements in the large variety of corpus. In addition, 

we study the discriminant functions in DCLM to reduce its 

computational complexity for online adaptation. 
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Abstract 
Applying particle swarm optimization (PSO) algorithm has become a widespread heuristic technique in many fields of 

engineering. In this paper, we apply PSO algorithm in additive white Gaussian noise (AWGN) and multipath fading 

channels. In the proposed method, PSO algorithm was applied to solve joint multiuser and inter-symbol interference (ISI) 

suppression problems in the code-division multiple-access (CDMA) systems over multipath Rayleigh fading channel and 

consequently, to reduce the computational complexity. At the first stage, to initialize the POS algorithm, conventional 

detector (CD) was employed. Then, time-varying acceleration coefficients (TVAC) were used in the PSO algorithm. The 

simulation results indicated that the performance of PSO-based multiuser detection (MUD) with TVAC is promising and 

it is outperforming the CD. 

 

Keywords: Code Division Multiple Access, Particle Swarm Optimization Algorithm, Multiple Access Interference, 

Inter-Symbol Interference, Multiuser Detection. 
 

 

1. Introduction 

In direct sequence code-division multiple-access 

(CDMA) systems, different users transmit signals in the 

same time and frequency band. Users employ unique 

spreading codes to be distinguished. Some advantages of 

utilizing CDMA are: increased capacity, frequency reuse, 

soft handoff, no need to frequency management or 

assignment, no guard time, and multipath combating [1]. 

Direct sequence CDMA (DS-CDMA) is a popular CDMA 

technique in the wireless communications. The DS-

CDMA transmitter multiplies each user’s signal by a 

spreading code. One of the most important problems that 

limit the capacity of the DS-CDMA systems is the 

multiple access interference (MAI) that directly relies on 

the cross-correlations between the spreading codes of all 

active users. The other problem nominated near-far 

occurs when the power level of certain users is 

significantly higher than the others. The near-far problem 

is an important factor that influences the user capacity and 

performance of CDMA systems. To obviate this problem, 

the multiuser detection (MUD) has been introduced as an 

important method in CDMA systems [2]. In multipath 

channels, the received signal at the receiver is the 

combination of delayed versions of the original signal 

leading to another problem called inter-symbol 

interference (ISI). The optimum multiuser detector 

minimizes the probability of error and evaluates a log-

likelihood function over the set of all possible users' 

information sequences. Thus, employing the optimum 

multiuser detection (OMD) to suppression of MAI (and 

ISI) in the CDMA systems [3] is an NP-hard problem that 

increases the computational complexity exponentially 

with the number of all active users. High computational 

complexity of OMD leads to considerable efforts in the 

development of suboptimum detectors with low 

complexity. 

The conventional detector (CD) is one of the 

suboptimum detectors that are used in CDMA systems. It 

is to pass the received signal through a bank of filters 

matched to the users’ spreading codes and detects the 

signal of a user treating the other users’ signals as noise. 

In multipath Rayleigh fading channel, the conventional 

single user detector is the Rake receiver that combines the 

outputs of the matched filters that uses the maximum ratio 

combining (MRC) technique [4]. 

To solve the NP-hard multiuser detection problems, 

various optimization algorithms that reduce the 

complexity of the optimum detector are employed. 

Particle swarm optimization (PSO) algorithm is one of the 

optimization algorithms that are applied as an 

optimization tool in various fields of engineering. 

Kennedy and Eberhart [5] in 1995 proposed PSO 

algorithm that is based on the observations of social 

behavioral models of bird flocking, fish schooling and 

swarming. It requires the process of initialization to 

produce the population of random particles. A particle is 

allocated to a random velocity. Particles fly through the 
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solution space and a fitness criterion evaluates each of 

them. Particles accelerate toward those particles that have 

better fitness values in the swarm. PSO algorithm 

contains a very simple concept and can be implemented 

by a few lines of computer code that require only 

primitive mathematical operators. It is computationally 

inexpensive in terms of memory and speed as well [6]. At 

first, PSO was developed for optimization of a continuous 

variable. Then a discrete binary version of the PSO 

algorithm was proposed in [7]. 

In [8], [9] PSO algorithm have been employed to 

solve the MUD problems in DS-CDMA systems in order 

to reduce the computational complexity. In [10] binary 

PSO (BPSO) version was applied to solve the MUD 

problems. In [11] the de-correlating detector (DD) or 

linear minimum mean square error (LMMSE) detector 

was used to initialize the PSO-based MUD. Then, by 

optimizing an objective function that incorporates the 

linear system of the DD or LMMSE detector, the PSO 

algorithm was applied to detect the received data bit in 

the receiver. However, in these papers ISI problem was 

not considered. Applying the theory of MUD and 

evolutionary computation, [12] proposed a hybrid genetic 

engine, which is suitable for detection of CDMA signals 

in presence of MAI and ISI. [13] proposed the multiuser 

detection that uses simulated annealing-genetic algorithm. 

In [14] a multiuser detector based on tabu simulated 

annealing genetic algorithm was proposed. In [15] and 

[16] multiuser detection using quantum clone genetic 

algorithm and immune clone selection Algorithm were 

proposed, respectively. Neural network-based CDMA 

interference cancellation techniques were proposed in 

[17]. Multiuser detection using hyper differential 

evolution (H-DE) algorithm was proposed in [18]. In [19] 

a multiuser detection technique for the DS-CDMA system 

over a single-path Nakagami-m fading channel is 

proposed. 

In this paper, we considered a DS-CDMA system over 

additive white Gaussian noise (AWGN) and multipath 

fading channels. We proposed to apply PSO algorithm to 

the multiuser detection over multipath Rayleigh fading 

channel. The conventional detector (CD) is used as the 

first stage to initialize the PSO algorithm and time-

varying acceleration coefficients (TVAC) were used in 

PSO algorithm. The rest of this paper is structured as 

follows. In section 2, we introduce our CDMA system 

model over AWGN and multipath Rayleigh-fading 

channels, as well as the overview of the CD, DD and 

optimum multiuser detector. In section 3, the PSO 

algorithm in AWGN channel and proposed PSO 

algorithm and its application to CDMA system over 

multipath channel are given. In section 4, the computation 

complexity analysis is presented. The simulation results 

are presented in section 5, and finally conclusions are 

drawn in section 6. 

 

2. The Model of DS-CDMA systems 

We consider binary phase shift keying (BPSK) 

transmission through a common AWGN and multipath 

Rayleigh fading channels shared by K simultaneous users 

employing a DS-CDMA system. Each user is assigned a 

normalized spreading code sk(t) of duration T, where T is 

the symbol duration. A normalized spreading code can be 

expressed as: 

  ( )  ∑   
 ( ) (     )

   

   

 (1) 

∫  
 ( )     

 

 

 (2) 

Where [   
 ( )  *      +         -  is the 

spreading sequence,  ( )  is the spreading chip whose 

duration is       . Spreading codes are assumed to be 

zero outside the interval [0,T]. We describe the model of 

a CDMA communication system in AWGN and multipath 

Rayleigh fading channels. 

2.1 AWGN channel 

We consider a baseband DS-CDMA system over a 

common AWGN channel, which adds a white random 

process  ( ) to the delayed transmitted signal, with K active 

users. The baseband received signal r(t) can be written as 

 ( )  ∑√    ( )  ( )   ( )

 

   

 (3) 

Where n(t) is white Gaussian noise with power 

spectral density (PSD)   . 

The problem is to observe r(t) and to detect the 

transmitted bits such that the error probability is 

minimum. The first step is to reduce r(t) to a set of vector 

forming a sufficient statistics for b. A sufficient statistic 

of r(t) is the sampled output of the matched filter (MF) of 

all the users. Each filter matched to spreading code of a 

different user. The MF output is then given by 

   ∫ ( )  ( )      

 

 

         (4) 

Conventional Detector (CD)  

CD is to pass the received signal through a bank of 

filters matched to the users’ spreading codes and then to 

decide on the information bits based on the output 

 ̂      , -      ,     - (5) 

Where b,z,y denote, the data, noise vector and output of K 

matched filter, respectively.  ,  ,  ,   and R defined as 

  ,          -
  (6) 

{

  ,          -
 

   ∫  ( )
 

 

  ( )                
  (7) 

 

  ,          -
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       ,√   √     √  -
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Where R is a normalized cross-correlation matrix. The 

elements of the     matrix R are given by 

    ∫   ( )  ( )  
 

 

 (11) 

Where     is the cross-correlation coefficient between 

the ith user’s spreading code   ( )  and jth user’s 

spreading code   ( ).  

De-correlating detector 

The CD does not use any information about the other 

users in CDMA system and therefore can’t combat MAI. 

The DD applies the inverse of the correlation matrix R to 

the output of the matched filter as shown in Fig. 1.  

 ̂     (    )     (       ) (12) 

It is optimum for near-far resistance but it is not 

optimum in the sense of minimum bit error rate (BER) 

[Error! Bookmark not defined.]. 

 

Fig. 1 Decorrelating detector for AWGN channel. 

Optimum Multiuser Detection (OMD)  

The optimum multiuser detector selects the data 

sequence b that maximizes the likelihood function that 

results in the following detection [Error! Bookmark not 

defined.]: 

      {    
  *    + 

,             -} (13) 

The OMD rule searches over the    possible 

combinations of the components  . 

2.2 Multipath Fading Channel 

We consider BPSK transmission over multipath 

Rayleigh-fading channels shared by K users employing DS-

CDMA, as illustrated in Fig. 2. 

The transmitted frame consisting of 2P+1 number of 

bits for each user is assumed to be propagating over L 

independent Rayleigh-fading paths to the base station’s 

receiver.  

The impulse response of channel for kth user is 

  ( )  ∑     
        (      )

 

   

 (14) 

Where      ,       and      are the lth path gain, 

propagation delay and phase for kth user, respectively.  

In the Rayleigh-fading channels, the channel gain is a 

zero-mean complex Gaussian random variable, where the 

amplitude      is Rayleigh distributed and the phase      is 

uniformly distributed between,    ). Both      and      

are independent for different k and l. The received signal 

can be written as 

 ( )  ∑ ∑√
  

  

   ( )  (    )    ( )

 

   

 

    

  ( ) 

(15) 

Where the symbol * denotes convolution,   ( ) and 

  ( ) are the power, the ith transmitted information bit of 

the kth user, respectively;   ( )  *     +  is 

independent equal probability random variable. 

  ( ) is the normalized spreading code of kth user and 

consists of bipolar rectangular pulses of period with     , 

where    is the chip period, N is the length of code, such 

that      ⁄  , and T is the data bit period. AWGN, 

resulting from receiver thermal noise (  ( ) ), is also 

considered in this system with PSD   . 

The output of the filter matched to the lth path of k at 

time iT is obtained as 

    ( )  ∫  ( )  (         )  

 

  

 (16) 

Via matrix notation, the outputs of matched filter can 

be rewritten as 

         (17) 

 

 

Fig. 2 System model for asynchronous PSO-based multiuser CDMA 

Where 

{

  ( (  )    ( )    ( ))

 ( )  (  ( )     ( ))

  ( )  (    ( )       ( ))

 (18) 

 

{
  , (  )    ( )-        

 ( )  ,  ( )       ( )  -
 (19) 

 

Here   (     )  is an L dimensional vector with all  

elements equal to 1.   is the matrix of received signal 

coefficients for all K users defined as 
 

{
      ( (  )    ( ))                                      

 ( )  (    ( )       ( )       ( )       ( ))
 (20) 

 

{
 

 
      ( (  )    ( ))

 ( )      (√
  

  

    )
 (21) 

Here     is an LK-by-LK identity matrix. 

Where           
       and   is the correlation 

matrix, 

Matched Filter 
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Matched Filter 

User 2 

Matched Filter 
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b2(t) 
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) (22) 

Where 

 
   ́

( )
 (

    ́(     )      ́(     )

   
    ́(     )      ́(     )

) (23) 

R represents the cross-correlation functions between 

the spreading codes of users.     ́(   ́  ) is   ́th element 

is obtained as 

    ́(   ́  )  ∫   (      

 

  

)   ́(    ́  ́    ) (24) 

    ́(   ́  ) represents the correlation between the kth 

user’s lth multipath component and the  ́ th user’s  ́ th 

multipath component.  

  is Gaussian noise vector ,    - where 

    ( )  ∫  ( )  (         )  

 

  

 (25) 

The conventional detector is the Rake receiver for 

each user, which combines the outputs of matched filters 

using the maximum ratio combining (MRC) method.   

      {∑    
 

 

   

     } (26) 

The optimum multiuser detector selects the data 

sequence that maximizes the log-likelihood function as 

follows [20] 

 (   )  ∑
 

  
(  {   ( )  ( )}

 

    

 ∑    ( ) (    )  (  )  )

 

     

 

(27) 

Where  

         √
  

  

   

  (                            ) 

(28) 

 

And ( ) and ( )  denote the conjugate transpose and 

conjugate, respectively. 

3. PSO Algorithm 

A low-complexity multiuser detector for CDMA 

systems over AWGN and multipath Rayleigh fading 

channel by applying the PSO technique is presented in 

this section. Each solution is represented by a particle in 

the search space. The particles “fly” or “swarm” through 

the search space to find the maximum fitness returned by 

the objective function. 

3.1 Parameters of the PSO Algorithm 

The parameters of PSO algorithm for the CDMA 

systems with K users, and AWGN and L multipath 

channels are briefly stated and defined in the following 

list.  

 Population size NP: It is the total number of 

particles in the PSO algorithm. 

 Particle   
   : It is a candidate solution represented 

by a K dimensional vector for AWGN channel and 

K(2P+1) dimensional vector for multipath channel. 

The dth particle position at the itrth iteration for 

AWGN channel is defined as  
 

  
    ,    

          
   - (29) 

 

Where     
    is the position of the data bit of kth user of 

the dth particle. 

The dth particle position at the itrth iteration for 

multipath channel is defined as  
 

  
    ,       

            
            

   - (30) 
 

Where       
    is the position of the ith data bit of kth 

user of the dth particle. 

 Particle velocity: since each particle moves it has 

a velocity    
   , where is a K and K(2P+1) 

dimensional vector for AWGN and multipath 

channels, respectively. Velocity of particles 

limited by the ,         - . 
 Particle best: each particle remembers its best 

position visited so far denoted as       
   . 

 Global best: each particle knows the best position 

visited so far among the entire swarm denoted as 

        . 

 Acceleration coefficients:    and    represent the 

weighting of the stochastic acceleration terms that 

pull each particle toward pbest and gbest positions. 

In the original PSO algorithm, the acceleration 

coefficients are kept constant for all iterations. It 

was reported in [21] that using time varying 

acceleration coefficients (TVAC) can enhance the 

performance of PSO algorithm. 

   (       )
   

      
     (31) 

 

    (       )
   

      
     (32) 

Where               and     are constants. 

 Objective function: during each iteration of the 

algorithm, each solution is evaluated by an 

objective function to determine its fitness. 

We use the log-likelihood function as fitness function. 

Problem in this paper is to find the particle position to 

maximize the following cost function Eq.(13) and Eq.(27) 

for AWGN and multipath channels, respectively. 
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1) Run the CD/DD

2) Initialize PSO

3) Update itr

4) Evaluate fitness 

value

5) Update pbest and 

gbest

6) Stopping 

criteria?

7) Update velocity 

and position?

End

Yes

No

 

Fig. 3 Flowchart of PSO algorithm. 

3.2 PSO Algorithm 

The PSO algorithm flowchart is shown in Fig. 3. The 

PSO algorithm has the following steps: 

1) Run the CD/DD. 

2) Initialize the population: a bad initial guess for the 

PSO algorithm can result in poor performance. In 

itr=1, we set     
      to the Rake receiver output 

using MRC method and conventional/de-

correlating detector for multipath fading and 

AWGN channels, respectively, while the rest of 

the initial particles {  
   }

      

     
 are randomly 

generated in the search space.  

Evaluate fitness of each particle and update 

      
    and         . 

3) Update velocity and position: the velocity and 

position of the dth particle in (itr+1)th iteration is 

updated using below equations: 
 

  
        

           ( )                     

 (      
      

   )    
     ( )  (           

   ) 

(33) 

  
        

      
      (34) 

 

In the binary version of PSO algorithm, the particle 

position is not a real value, but it is either the binary 0 or 

1. According to the rule below, we update each 

component of particle position. 
 

 

 

         (  
     )        

           

         (  
     )       

           
(35) 

Where     ( )  and S( ) are a uniform random 

number between 0 and 1 and sigmoid function 

 ( )  
 

      (  )
, respectively [Error! Bookmark not 

defined.]. 

4) Stopping criteria: Loop to Step 3) until iterations 

the maximum number of iteration itrmax is 

reached. 

4. Computation Complexity Analysis 

It is well known that the computational complexity of 

the optimum detector in synchronous systems is 

exponential with the number of active users and in 

asynchronous systems is exponential with the number of 

active users and the length of the frame. In synchronous 

system with K active users and the computation Eq.(13) 

needs    operations containing multiplication and 

addition operations. The computational complexity of the 

OMD is QOMD=2
K
.QG operations. In asynchronous system, 

suppose that there are K active users and each user 

transmits 2P+1 bits and the computation Eq.(27) needs 

   operations containing multiplication and addition 

operations. The computational complexity of the OMD is 

QOMD=2
K(2P+1)

.QG operations. 

With the number of particles NP and the maximum 

number of iterations itrmax, the computational 

complexity of our PSO-based MUD is QPSO-

basedMUD=itrmax.NP.QG operations. Computational 

complexities of NP and itrmax have a linear relationship 

with the dimensionality of the problem of the number of 

active users K and the length of the frame 2P+1. 

The relationship between the computational amounts 

of two algorithms is  

                   (36) 

5. Simulation Results 

In this section, simulations are presented to evaluate 

the BER performance results. 

5.1 AWGN Channel 

We present simulation results to compare the BER 

performance of the CD, DD and PSO-based MUD. It is 

assumed that CDMA system supports users’ transmission 

over an AWGN channel with K=6 and 7 bits gold 

sequence has been used as the spreading codes. 

In Fig. 4, we compare the BER performance of 

different population size NP for c1=c2=2, and 

Vmax=Vmin=4.  

As can be observed, the BER of PSO-based  MUD is 

improved with NP. 

In Fig. 5, The CD and DD output is used as     
      

(PSO-C and PSO-D in Fig. 5) for initializing of PSO 

algorithm, respectively. Also, we compare the BER 
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performance of DD, CD and PSO-based MUD that all of 

the particles randomly initialized (PSO in Fig. 5).  

It is shown that CD and DD have a poor performance. 

The C-PSO and D-PSO MUD achieve a better 

performance.  

 

Fig. 4 BER for different population size. 

 

Fig. 5 BER of CD, DD and detection using PSO algorithms. 

5.2 Multipath Fading Channel 

We consider two users CDMA system to evaluate the 

BER performance. Assume that the channel has two paths 

and 7 bits gold sequence has been used as the spreading 

codes.  

1) In the simulation system, K=2, L=2, 

                               .  

Under the different SNR, the performance of Rake 

detector and PSO-based MUD has been shown in the 

Fig. 6.  

As can be observed, the BER of PSO-based MUD is 

lower than BER of Rake detector. 

In [22] c1 and c2 are selected as follows: 

 

Fig. 6 BER of CD and detection using PSO algorithms. 

   (       )
   

      
     (37) 

   (       )
   

      
     (38) 

Under the different SNR, the performance of PSO-

based MUD for         and PSO-based MUD for 

Eq.(37), Eq.(38) has been shown in the Fig. 6. 

As can observed, the BER of PSO-based MUD for 

Eq.(37), Eq.(38) is lower than BER of PSO-based MUD 

for        . 

2) In Fig. 7, we compare the average BER 

performance against the number of active users K, 

given SNR = 8 dB for the asynchronous CDMA 

system. It can be observed that PSO-based 

detector has a better BER performance than the 

Rake detector at the same K. 

3) Fig. 8, plots the BER performance of PSO-based 

and Rake detector against the Ei/E1 (i=2) from 0 

to 9 dB, given the number of active user K=2 for 

the asynchronous CDMA system. 

 

Fig. 7 BER against the number of active users K, given  

SNR = 8 dB for the asynchronous CDMA system. 
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Fig. 8 BER performance against the Ei/E1 (i=2). 

6. Conclusions 

In this paper, we exploited PSO algorithm in MUD 

over AWGN and multipath channels. PSO algorithm 

offered a much lower computational complexity than the 

OMD algorithm. In the proposed method for joint 

multiuser and inter-symbol interference suppression in 

multipath channel, output of the CD was applied as the 

first stage to initialize the position of a particle. The 

simulation results showed that the PSO-based MUD has 

better capability against bit error than CD and using the 

TVAC can enhance the performance of PSO algorithm. 
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Abstract 
The TCP connection management protocol sets a position for a classic Denial of Service (DoS) attack, called the SYN 

flooding attack. In this attack attacker sends a large number of TCP SYN segments, without completing the third 

handshaking step to quickly exhaust connection resources of the victim server. Therefore it keeps TCP from handling 

legitimate requests. This paper proposes that SYN flooding attack can be viewed metaphorically as result of an unfair 

scheduling that gives more opportunity to attack requests but prevents legal connections from getting services. In this 

paper, we present a scheduling algorithm that ejects the half connection with the longest duration, when number of half 

open connections reaches to the upper bound. The simulation results show that the proposed defense mechanism improves 

performance of the under attack system in terms of loss probability of requests and share of regular connections from 

system resources. 

 

Keywords: DoS Attack, SYN Flooding, Scheduling, TCP, Performance 
 

 

 . Introduction 

Security has been always an important issue in 

communication and computation systems. In these 

systems security has different aspects. Sometimes the 

threat is in the form of disclosing of our confident 

information. In this case we use some security algorithms 

and protocols to protect the confidentiality. Cryptanalysis 

[ ] and robust key management and distribution 

algorithms [ ,  ] play important roles from this point of 

view. On the other hand sometimes security is defined as 

continuous and uninterrupted service. This definition is 

taken when the threat is in form of a DoS attack. The goal 

of a DoS attack is to completely tie up certain resources 

so that legitimate users are not able to access a server. A 

successful DoS attack overpowers the victim and conceals 

the offender‟s identity [ ]. A DoS attack can be regarded 

as an explicit attempt of attackers to prevent legitimate 

users from gaining a normal network service. DoS attacks 

typically trust on the misuse of exact susceptibility in 

such a way that it consequences in a denial of the service. 

New arithmetical assessment show that DoS positions at 

the quarter place in the list of the most poisonous attack 

classes in contradiction of information systems [5]. 

Anderson et al. rely on the use of a „send-permission-

token‟ to restrict DoS attacks [ ]. Allen and Marin use 

estimates of the Hurst parameter to identify attacks which 

cause a decrease in the traffic‟s self-similarity [ ]. Two 

statistical methods of analyzing network traffic to find 

DOS attacks are provided in [ ]. One monitors the 

entropy of the source addresses found in packet headers, 

while the other monitors the average traffic rates of the 

„most‟ active addresses. Many proposals have been made 

for IDSs intended to detect DoS attacks [ -  ], most of 

them being based on the arithmetical detection of high 

traffic rate spending from the interloper or interlopers. 

Generally DoS attacks could have two major forms. In 

the first one, the malicious user crafts very carefully a 

packet trying to exploit vulnerabilities in the implemented 

software (service or a protocol). In the second form, the 

malicious user is trying to overwhelm system‟s resources 

of the provided service-like memory, CPU or bandwidth, 

by creating numerous of useless well-formed requests. 

This type of attack is well known as flooding attack [  ]. 

One of the most common DoS flooding attacks is SYN 

flooding attacks. It works at the conveyance layer. A TCP 

connection is recognized in what is known as a  -way 

handshake. When a client labors to start a TCP 

connection to a server, first, the client needs a connection 

by distribution an SYN packet to the server. Then, the 

server returns a SYN–ACK, to the client. Lastly, the 

client admits the SYN–ACK with an ACK, at which point 

the connection is recognized and data transfer commences. 

In an SYN flooding attack, attackers use this protocol to 

their advantage. The attacker directs a large number of 

SYN packets to the server. All of these packets have to be 

touched like a connection request by the server, so the 

server must response with a SYN–ACK. The attacker 

then has two choices. One is just not to response to the 

SYN–ACK, which will reason the server to have a half-

open connection. This would let the server to chunk any 

further packets from the attacker‟s IP address, ending the 

attack hastily. Then again, the attacker parodies the IP 

address of some unwary client. The server rationally 

responses to this IP address, but the genuine client really 
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exist in at this IP address will weakening this SYN–ACK 

as it did not pledge the connection. The result is that the 

server is left waiting for a reply from a large amount of 

connections. Since reserve of any system is imperfect, 

then, there are a limited number of connections a server 

can handle. Once all of these are in use, waiting for 

connections that will not ever come, no new connections 

can be made whether valid or not. It is clear that though 

this is a conveyance layer attack, it touches all TCP-based 

requests in the victim server. When the server cannot 

handle new connections, any request that tries to establish 

TCP connections with the server, fails in its effort. Note 

that SYN flooding attacks goal to use TCP buffer space 

and do not touch the parameters such as link bandwidth, 

dispensation capitals and so on. 

We believe that in a SYN flooding attack an unfair 

scheduler gives more opportunity to attack requests but 

prevents legal connections from getting service. Hence, 

we propose a scheduling-based solution in which when an 

arriving request faces with a full queue, the oldest half 

connection is terminated and its resources are assigned to 

the new connection. 

 . Related Work 

There are many researches focusing on SYN flooding 

attack. S.H.C. Haris et al. in [  ] used anomaly detection 

to detect TCP SYN flooding attack based on payload and 

unusable area. In order to detect TCP SYN flooding, the 

normal payload characters must be understand first unless 

the analysis will take times for those that are not expert in 

payload characters. Other researches [ 5,   ] proposed 

methods to throttle spoofed SYN flooding attacks at the 

sources. Long et al. [  ] proposed two queuing models 

for the DoS attacks in instruction to get the pack 

postponement jitter and the loss probability. Wang et al. 

[  ] educations the DoS attacks logically by using a more 

general queue model, a two-dimensional embedded 

Markov chain, which can more precisely capture the 

dynamics of the actual DoS attacks. Maciej Korczynski et 

al. [  ] proposed an accurate sampling scheme for 

defeating SYN flooding attacks as well as TCP port scan 

activity. The scheme examines TCP segments to find at 

least one of multiple ACK segments coming from the 

server to validate legitimate connections. The method 

achieves good detection performance with false positive 

rate close to zero even for very low sampling rates. 

Hussain and Blazek assessed traffic arrivals and 

consistent ramp-up doings in [  ,   ].Their approaches 

try to learn how a signal in a system and parameters 

explaining the system change. To detect attacks, packet 

rate against time is examined instead of only the packet 

header. This is done, in instruction that IP address 

spoofing cannot deceive the attack detection method. 

Haidar Safa et al. in [  ] proposed a novel defense 

mechanism that makes use of the edge routers that are 

associated with the spoofed IP addresses‟ networks to 

determine whether the incoming SYN–ACK segment is 

valid. This is accomplished by maintaining a table that 

matches the incoming SYN–ACKs with outgoing SYNs 

and also by using the ARP protocol. Other investigates 

made in this area can be deliberate in [  ,   ]. As another 

research S. Jamali and his coworkers have presented a 

PSO-based defense scheme against SYN flooding attacks 

[  ], called PSO-SFDD. This algorithm formulates the 

defense issue as an optimization problem and then 

employs PSO algorithm to solve it. The achieved solution 

is a configuration for the under attack system that 

alleviates the attack effects. 

 . Scheduling Algorithms 

When a computer or network resource receives 

multiple service requests (jobs) at a given time, a 

scheduling algorithm is necessary to determine the order 

in which requests are serviced. Scheduling algorithms 

work based on several job features such as processing 

time, priority, due date, and so regarding their design 

goals [  ]. In this section, we first present some of these 

scheduling algorithms and then present a novel 

scheduling algorithm which is used to design a defense 

strategy against SYN flooding attacks. 

    A Review over Scheduling Algorithms 

There are many different scheduling algorithms 

proposed for scheduling in different operating systems 

or switches. Below we cover some popular algorithms, 

although there are some other algorithms such as Round 

Robin, Priority Scheduling, Multi-level Queue 

Scheduling and Real Time Scheduling [  ] which will 

not be covered here. 

FIFO-A common method of job scheduling for 

computer and network resources is First-Come-First-

Serve (FCFS) or FIFO, where jobs are serviced in the 

order in which they arrive. Using FIFO, the job with the 

earliest arrival time is served first. Jobs with earlier 

arrival times are served before jobs that arrive later [ 5]. 

SPT (Shortest Processing Time)-Using SPT, jobs are 

processed in ascending order of processing times. It is 

well known that SPT minimizes the total completion 

times of a set of jobs. SPT produces an optimal job 

sequence for minimizing the total, and thus mean, of job 

waiting times [ 5,   ].  

Hard fairness-Hard fairness [  ] is also known as 

round-robin scheduling. Homogeneity of resources is not 

a requirement in this type of scheduling. It is the fairest 

scheme since each process is guaranteed exactly equal 

amount of time in order.  

Max–Min fairness-Max–min fairness [  ] allocates 

resources in order of increasing demand. The minimum 

amount of resources assigned to each process is 

maximized. So if there are more than enough resources 
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for each process, every process gets what it needs. If there 

is not, the resources are split evenly. This means that the 

process which require fewer resources get a higher 

proportion of their need satisfied. This type of scheme 

works best when there is not large differences in amount 

of resources requested by different processes.  

SRTF (Shortest Remaining Time First)-Shortest 

Remaining Time First, also known as Shortest Job 

First (SJF), is a scheduling method that is a preemptive 

version of shortest job next scheduling. In this scheduling 

algorithm, the process that needs the smallest amount of 

remaining time to be completed is selected to execute. 

Since the currently executing process has the shortest 

amount of remaining time and since that time should only 

reduce as execution progresses, processes will always run 

until they complete or a new process is added that 

requires a smaller amount of time. 

    Proposed Scheduling Algorithms: Highest 

Residence Time Ejection (HRTE) 

This algorithm is a preemptive two-phase scheduling 

algorithm. This algorithm is useful for scenarios in which 

the service time of requests is unknown. According to this 

scheduling algorithm, while input queue isn‟t full, HRTE 

is in its first phase and acts exactly like round robin 

algorithm. But upon queue becomes full and arriving 

requests are blocked, HRTE switches to its second phase 

during which ejects the job with the highest residence 

time and assigns the released capacity to the arriving 

requests. HRTE remains in this phase until a free capacity 

is available in the wafting queue. In other words, it has 

some similarities with SRTF, but when remaining time is 

unknown SRTF cannot be used. In this situation we 

assume that those requests that have the longest duration 

in the past will have the longest remaining time, as well 

and hence will be rejected. 

 . Proposed Defense Scheme: Queue Scheduling 

When a connection request arrives at a TCP-based 

server, receives a buffer space of the backlog queue upon 

finding an inactive buffer space and is blocked otherwise. 

Now, consider a server under the SYN flooding attacks. 

Assume that in this computer each half-open connection 

is held for at most a period of holding time (h), and at 

most a number of maximum half-open connections (m) 

are allowed. We assume that a half-open connection for a 

regular request packet is held for a chance time which is 

exponentially distributed with parameter μ. The arrivals 

of the regular request packets and the attack packets are 

both Poisson processes with rates λ  and λ , respectively. 

The two arrival processes are independent. Obviously, 

when the system is under attack then number of pending 

connections increases and in a point in which there is no 

more room for pending connection to be saved the 

arriving requests will be blocked. In the other words, 

when a server is under SYN flooding attacks, half-open 

connections quickly consume all the memory allocated 

for the pending connections and prevent the victim from 

further accepting new requests, leading to the well-known 

buffer overflow problem.  

We believe that the defense against this attack can 

be considered as a queue scheduling algorithm that 

differentiates attack requests from regular requests and 

then ejects the attack requests. This defense scheme, 

called HRT_SYN, tries to block attack connections and 

to prevent the system from allocating buffer space to 

attack connections. To this end, we use the proposed 

scheduling algorithm and keeps attack request from 

occupying system resources for a long time. According 

to this approach while there is free capacity for coming 

connection requests they will be accepted and inserted 

in the queue. But, when a connection arrives and faces 

with a full queue, then the HRTE scheduling algorithm 

is invoked and ejects the connection with the highest 

residence time. The ejected connection is likely an 

attack request that leaves the system to make the 

capacity free. This defense scheme can be described by 

flowchart of Figure  . To measure efficiency of 

defense algorithms we use three parameters i.e. RT, 

AT and Ploss: 

RT is Regular requests residence Time that can be 

described as mean ratio of the occupied resources by 

regular connections to total available connection 

resources. It is computed by using equation ( ). 

   
∑                                     

                  
 ( ) 

In which, m is maximum number of connections that 

are allowed to be established in the system. 

AT is Attack residence Time that can be described as 

mean ratio of connection opportunistic that is occupied by 

Attack connections. It is computed by using equation ( ). 

   
∑                                    

                  
 ( ) 

Ploss (Probability of connection loss) is connection 

loss probability, a basic measure for assessing the 

performance of the system under DoS attacks. Each 

arriving connection request packet is rejected once there 

are m pending connections in the system. On the other 

hand some half-open connections are ejected after a 

period of time (in Linux and PSO_SFDD) or when there 

are m pending connections and a new connection request 

arrives (in HRT_SYN). Therefore Ploss can be described 

as ratio of the number of ejected or rejected requests to 

the all arrived requests. 



 

Jamali & Shaker, Defense against SYN Flooding Attacks: A Scheduling Approach 

 

5  

 

Fig.  . HRT_SYN in operation 

 . Implementation Issues and Simulation Results 

In his section we use MATLAB software package to 

gather a group of simulation results to demonstrate the 

validity of our design. In this study TCP of the Linux 

operating system along with PSO-SFDD are considered 

as a comparison reference point to show efficiency of 

HRT_SYN algorithm. 

    Simulation Setup 

As an important issue, note that the victim server 

doesn‟t have any information to determine whether the 

arriving requests are regular requests or attack requests. It 

accepts all arriving requests and then applies scheduling 

algorithm. Arrival rate of regular requests to the server 

has Poisson distribution with mean rate  and attack 

requests has mean rate k, in which, k represents the ratio 

between arrival rate of the attack requests to arrival rate 

of the regular requests and is referred to as attack 

intensity. Duration of half-open connections for normal 

requests has exponential distribution with mean μ. In this 

simulation we consider a server in a network with =  /s 

and µ=    s. Attack intensity i.e. k is set with different 

values in different simulation scenarios. 

    Simulation Results 

In this section a typical TCP protocol is equipped with 

HRT_SYN defense capabilities and then is compared 

with Linux TCP which uses static values for maximum 

holding time and maximum number of half open 

connections ( 5 second and   5 connections respectively). 

In this study three scenarios of simulations are 

presented. In the first scenario attack intensity is 

considered as k= . , in the second one it is considered as 

k=  and finally in the third scenario, we consider a 

variable attack intensity that fluctuates between   and   as 

shown in Figure  . 

 

Fig.  . Variable intensity of the attack in scenario   

Scenario  : Low attack intensity (k=   ) 

In order to study behavior of HRT _SYN against a 

low rate attack, we consider a scenario in which attack 

intensity is considered as k= . . Simulation results are 

given in Figure  . This figure shows that defense 

performance of HRT_SYN are as performance of Linux 

TCP. According to Figures  .a Ploss is zero for 

HRT_SYN, PSO_SFDD and Linux TCP during the 

simulation time. This means that since attack requests 

have low rate in this scenario, backlog buffer will never 

be full and hence no request will be blocked. Figures  .b 

and  .c shows interesting differences among HRT_SYN 

and Linux TCP in one side and PSO_SFDD on the other 

side. PSO_SFDD decreases both AT and RT. This has 

root in this fact that when PSO_SFDD faces with any 

attack connections it strictly reduces the allowed 

residence time of all half open connections. Obviously 

this affects both regular and attack connections and hence 

reduces both RT and AT. But since in this scenario attack 

rate is low always there is some available unused capacity 

for coming connection requests, and HRT_SYN will not 

be activated to eject the oldest half-open connection and 

hence RTT and AT will be increased.  

 

 a. Connection  Requests Loss Probability  
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b. Regular Requests Residence Time 

 

c. Attack Requests Residence Time  

Fig.  . Comparision of PSO_SFDD, HRT_SYN and Linux TCP  
for k= .  

Scenario  : High attack intensity (k= ) 

In this scenario the victim server goes under a heavy 

SYN flooding attack in which the number of attack 

requests is thrice the number of regular requests. 

Simulation results are given in Figure  .  

 

a. Connection  Requests Loss Probability  

 

b. Regular Requests Residence Time 

 

c. Attack Requests Residence Time  

Fig.   Comparision of PSO_SFDD, HRT_SYN and Linux TCP  

for k=  

This figure shows that PSO_SFDD outperforms Linux 

TCP and HRT_SYN in terms of Ploss and AT, but the best 

RT is achieved by HRT_SYN. Since HRT_SYN eject 

only the connection with highest residence time, it likely 

affects only attack connections and hence it increases 

share of regular connections share from connection 

capacity. This is due to the fact that HRT_SYN terminates 

those half-open connections that have been established by 

attackers and occupy the victim resources for lomg. As 

shown, HRT_SYN has lower Ploss in compare with Linux 

TCP, because it doesn‟t allow attack requests to remain 

inside the system and ejects them to provide free capacity 

for coming connections requests. Since PSO_SFDD 

decreases maximum holding time of half open connections, 

attack connection will be terminated sooner and hence 

incoming requests will have more chance to establish a 

connection. This is the reason for lower Ploss of PSO-

SFDD in Figure  . 

Scenario  : Variable attack intensity (k fluctuates 

between   and  ) 

In this scenario, the attack intensity changes during 

the time. As shown in Figure   the attack intensity 

oscillates in range of [ ,  ] during the simulation time. 

Figure 5 shows that HRT_SYN improves the server 

performance in term of RT in compare with PSO_SFDD 

and TCP Linux. But as the previous scenario PSO_SFDD 

outperforms Linux TCP and HRT_SYN in terms of Ploss 

and AT. Note that RT shows share of regular connections 

from TCP resources and hence, it can be said that 

HRT_SYN provide better performance and serves regular 

connections more efficiently. 

 . Conclusions 

This paper proposed a scheduling-based approach to 

defend against SYN-flooding DoS attacks. We used a 

simple queuing model, to show important metrics of a 

computer system which is under SYN flooding attacks. 

Then, we used scheduling algorithm to draw a successful 

defense against SYN flooding attack requests. This 

scheduling algorithm ejects the half connection with the 

longest duration, when number of half open connections 

reaches to the maximum value. Simulation result showed 

that the proposed defense strategy behaves extremely 
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better than Linux TCP and PSO-SFDD algorithms. Since 

HRT_SYN accepts all arrived connection requests and 

ejects the oldest half open connection its success is 

reflected by RT. 

As a direction for future works we can focus to design 

a more efficient scheduling algorithm to provide better 

performance for the scheduling based defense scheme. 

This scheduling algorithm can consider other parameters 

such as statistical characteristics of previous regular and 

attack connections. 

 

a.Connection  Requests Loss Probability  

 

b. Regular Requests Residence Time 

 

c. Attack Requests Residence Time  

Fig. 5. Comparision of TCP Linux,  PSO_SFDD and Linux TCP for 
variable traffic intensity k= [ ,  ] 
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